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ABSTRACT

Graph structured representations are a powerful inductive bias applicable across a wide spectrum of systems in nature, ranging from atom interactions in molecular systems to complex human interactions such as social networks. Part of the success of Graph Neural Networks (GNNs) can be attributed to their broad applicability in capturing these complex interactions. This thesis aims to extend the capabilities of GNNs by incorporating additional physics-based inductive biases.

The thesis begins by enriching GNN architectures with traditional graphical inference methods to craft hybrid models. These models leverage the prior knowledge inherent in conventional graphical models along with the adaptive inference from data-driven learning. The resulting algorithms outperform the individual approaches when run in isolation.

We then implement inductive biases as a symmetry constraint by creating E(n) Equivariant Graph Neural Networks (EGNNs), which improve upon standard GNNs through the inclusion of the Euclidean symmetry. This improves generalization for data within n-dimensional Euclidean spaces, a characteristic particularly relevant in molecular data. Subsequently, we demonstrate the benefits of EGNNs in various applications in the domain of deep learning for molecular modelling.

The concluding part of this work is the incorporation of euclidean symmetries into generative models by building upon the proposed EGNNs. The presented generative model significantly outperforms previous 3D molecular generative models, showing potential to be disruptive in the future of molecular modeling.
SAME NVATTING

Representaties die gestructureerd zijn als grafen zijn een belangrijke inductieve aanname die breed toepasbaar is op natuurlijke systemen, van atomische interacties in moleculaire systemen tot complexe menselijke interacties in sociale netwerken. Een gedeelte van het succes van Graph Neural Networks (GNNs) kan worden toegeschreven aan hun toepasbaarheid in het modelleren van deze brede complexe interacties. Deze dissertatie verbetert de capaciteiten van GNNs door aanvullende inductieve aannames toe te voegen die op natuurkunde gebaseerd zijn.

De dissertatie begint met het verrijken van GNN architecturen door gebruik te maken van traditionele graphical inference methoden om hybride modellen te vormen. Deze modellen combineren de a priori kennis van conventionele graphical models met de adaptieve inferentie uit data. Deze gecombineerde algorithmen presenteren beter dan de componenten waaruit ze bestaan.

Vervolgens implementeren we inductieve aannames als symmetrie randvoorwaarde door E(n) Equivariant Graph Neural Networks (EGNNs) te maken. Deze verbeteren standaard GNNs door Euclidische symmetrieën toe te voegen. Dit verbetert generalisatie voor data in n-dimensionale Euclidische ruimten, een eigenschap die in het bijzonder relevant is voor moleculaire data. Vervolgens demonstreren we de voordelen van EGNNs met verschillende toepassingen in het domein van deep learning voor moleculair modelleren.

Het concluderende deel van dit werk verenigt Euclidische symmetrie met generatieve modellen door EGNNs verder te ontwikkelen. De gepresenteerde generatieve modellen werken beter dan vorige 3D moleculair generatieve modellen, en dragen daarmee bij aan de toekomst van moleculair modellen.
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INTRODUCTION

1.1 OVERVIEW

Inductive biases are essential in Machine Learning for enabling algorithms to generalize from a limited set of training data to novel unseen examples. Such biases are critical in guiding the learning process towards viable solutions by leveraging inherent structure or symmetries in the data. For instance, Convolutional Neural Networks (CNNs) (LeCun et al., 1998) exhibit translation equivariance, allowing them to recognize patterns regardless of their position in the visual field. Additionally, neural networks commonly incorporate an inherent smoothness bias, which assumes that small variations in input lead to small variations in the output, reflecting an expectation of continuity in the data they model. These biases are key in the design of neural networks and significantly influence their learning and generalization capabilities.

Structuring data as a graph (a set of interconnected nodes) is an inductive bias observed in nature across various scales. At the granular level of chemistry, molecules can be modeled as a set of atoms interacting with each other. In biology, cellular networks emerge from the intricate connections between cells. On a larger scale, social networks arising from human interactions can similarly be represented as graphs. Even larger chaotic systems, such as planetary systems, or complex abstract concepts can be structured as graphs, such as knowledge graphs.

Graph Neural Networks (GNNs) (Bruna et al., 2013) leverage the inductive biases present in graph-structured data. Part of their success can be attributed to their broad applicability in capturing complex interactions in graph data. However, similar to other deep learning architectures, GNNs may require considerable amounts of training data to achieve robust generalization to new observations.
In many real-world systems, we can achieve better generalization by leveraging inductive biases related to the dynamics of a system. The inductive biases considered in this thesis fall into two categories: i) Physics-based equations that approximate the dynamics of real-world systems. ii) Symmetry constraints that must be strictly satisfied, such as the invariance of molecular properties to their orientation.

In the first part of the thesis, we focus on integrating physics-based inductive biases with data-driven models. These physics biases are structured within graphical models, providing a structural representation of the system. Example applications include the motion equations in a tracking system or the differential equations used to model chaotic phenomena relevant to applications such as weather forecasting. While graphical models defined from physics approximations provide robust generalization to new data points, they may not capture all the intricate details present in real-world data. Our goal in the first part of the thesis is to leverage the best from both worlds: the high generalizability of graphical models and the high flexibility of GNNs. For this purpose, we explore hybrid message-passing models that combine both graphical inference and learned inference from data.

In the subsequent parts of the thesis, we focus on leveraging symmetries that must be strictly satisfied in certain settings, such as invariance or equivariance to certain Euclidean transformations. This principle is particularly relevant for data that lies in a 3D space, such as molecular data, offering the potential for significant real-world impact. We start by building a graph neural network equivariant to Euclidean symmetries and demonstrate its efficacy in a series of discriminative tasks such as molecular property prediction. We then build upon this network to design equivariant generative models which significantly outperform previous methods for molecule generation in 3D, resulting in a promising approach for molecular modelling and drug discovery.

In summary, this thesis explores the incorporation of inductive biases into graph neural networks to design models that are better grounded in reality with the potential to better address real-world applications as for example deep learning for molecular modelling.

1.2 Scope and research questions

Research Question 1: How can we benefit from both the expressivity of GNNs and the generalization and data efficiency of graphical models?

A graphical model is a structured representation of the data generation process, however, the equations that define a graphical model are often only a poor approximation of the true data generation process. The subtleties of the generative
process are however captured in the data, and if data is available, we can learn
to infer the missing subtleties from it, but pure learned inference can be data
hungry and lack generalization.

In Chapters 3 and 4, we propose a hybrid message-passing framework that com-
bines both graphical inference and learned inference, which we structure as a
Graph Neural Network. By using cross-validation, we can automatically balance
the amount of work performed by graphical inference versus learned inference.
Specifically, in Chapter 3, we propose a hybrid framework for a Gaussian Hidden
Markov Model, the type of graphical model used in Kalman Filters. We demon-
strate through a variety of experiments that we can estimate trajectories much
more accurately than either learned or graphical inference run in isolation. In
Chapter 4, we extend the proposed framework to enhance Belief Propagation, a
standardized algorithm used to reason over graphical models.

**Research Question 2:** How can we build effective and yet fast graph neural networks
that are equivariant to Euclidean transformations?

In Chapter 5, we introduce $E(n)$ Equivariant Graph Neural Networks (EGNNs).
In contrast to previous existing $E(n)$ equivariant methods, EGNNs do not re-
quire computationally expensive higher-order representations (spherical harmon-
ics) allowing for significantly faster inference speeds, while still achieving com-
petitive or better performance. Moreover, while existing methods are limited to
equivariance on 3 dimensional spaces, the proposed model can scale to higher-
dimensional spaces. We demonstrate the effectiveness of the EGNN on dynamical
systems modelling, representation learning in graph autoencoders and predict-
ing molecular properties. Due to its benefits, the EGNN has been adopted in
various subsequent works in molecular modelling, and in our case, we further
used it to design equivariant generative models to answer our next Research
Question.

**Research Question 3:** How can we construct $E(3)$ equivariant generative models and
what advancements do they offer in the generation of molecular structures?

Generative models have shown significant breakthroughs in the domains of im-
age and text generation, and they are promising candidates to impact the field
of drug discovery via molecular modeling. Molecules inherently exist within a
3-dimensional space, subjecting them to Euclidean symmetries, such as rotations
and translations. Leveraging these symmetries can enhance the generalization
capabilities of generative models for molecular structures.

In Chapters 6 and 7, we build upon the EGNN framework from the previous
chapter to develop two novel equivariant generative models: the $E(n)$ Equiva-
rient Normalizing Flows (E-NFs) and the $E(3)$ Equivariant Diffusion Model (EDM).
The EDM, in particular, marks a significant improvement in the performance of molecular generative models. Additionally, we experiment with EDM to condition the generative process on targeted properties, aiming to produce molecules with specific characteristics.

1.3 Subsequent Impact

In this section, we discuss some of the subsequent impacts on the literature derived from the research presented in this thesis.

E(n) Equivariant Graph Neural Networks (discussed in Chapter 5) have been used in a wide variety of applications within the field of molecular modelling. In addition to parameterizing the molecular generative models (Satorras et al., 2021a; Hoogeboom et al., 2022), we introduce in Chapters 6 and 7, the EGNN has also been used in the literature to model binding interactions between ligands and molecules/proteins, a key problem in drug discovery. Some works use the EGNN to construct conditional generative models of ligands (Igashov et al., 2022; Schneuing et al., 2022; Rozenberg and Freedman, 2022), while others use or adapt the EGNN in a discriminative manner to predict structure coordinates in binding interactions (Stärk et al., 2022; Masters et al., 2022; Dhakal et al., 2023; Sestak et al., 2023; Zhang et al., 2023; Guan et al., 2023).

Continuing in the realm of proteins, the EGNN has been applied in a variety of tasks such as antibody structure prediction (Abanades et al., 2022), protein design (Song et al., 2023), protein backbone generation (Trippe et al., 2022; Mahmud et al., 2023; Wu et al., 2021), protein representation learning (Zhang et al., 2022) and protein dynamics simulations (Chen et al., 2023).

Further works include improving molecular Force Fields through transfer learning (Gao et al., 2022; Cui et al., 2023), improving Density Functional Theory predictions through delta-learning (Atz et al., 2022), materials design (Govindarajan et al., 2023), developing more accurate equivariant networks (Brandstetter et al., 2021) and further topics such as robotic kinematics (Limoyo et al., 2023).

Moving to Chapters 6 and 7, we presented Equivariant Generative Models for molecule generation. This family of generative models is starting to have a significant impact on molecular modelling. In particular, some of the works already mentioned in the EGNN paragraphs that generate ligands in molecule-ligand interactions have been adapted from E(n) Equivariant Normalizing Flows introduced in Chapter 6 (Rozenberg and Freedman, 2022) and from the Equivariant Diffusion Models introduced in Chapter 7 (Igashov et al., 2022; Schneuing et al., 2022). More broadly, equivariant generative models are emerging as a new paradigm in the field of chemical sciences (Anstine and Isayev, 2023) and po-
tentially influencing key applications such as drug design (Isert et al., 2023) and material design (Zeni et al., 2023).

Last but not least, the hybrid models discussed in chapters 3 and 4 have influenced subsequent research in model-based deep learning, leading to enhancements in Neural Network Kalman Filters and in signal processing as seen in the works (Revach et al., 2022; Pratik et al., 2020; Shlezinger et al., 2023).
### 2.1 Notation

This section outlines the main notation used in the thesis. Additional notation will be provided as required in different chapters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x, y, z$</td>
<td>Scalars are denoted by lowercase italic letters.</td>
<td>$x = 3$</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>Vectors are represented by boldface lowercase letters.</td>
<td>$x = (x_1, x_2, x_3)$</td>
</tr>
<tr>
<td>$X, Y, Z$</td>
<td>Matrices are denoted by boldface uppercase letters.</td>
<td>$X = \begin{bmatrix} x_{11} &amp; x_{12} \ x_{21} &amp; x_{22} \end{bmatrix}$</td>
</tr>
<tr>
<td>$S, \mathcal{V}, \mathcal{U}$</td>
<td>Sets are represented by calligraphic uppercase letters.</td>
<td>$S = {s_1, s_2, s_3}$</td>
</tr>
<tr>
<td>$f, g, \phi$</td>
<td>Functions are denoted by lowercase letters.</td>
<td>$f(x) = x^2$</td>
</tr>
<tr>
<td>$\nabla, \Delta$</td>
<td>Common operators such as the gradient and Laplacian.</td>
<td>$\nabla f, \Delta f$</td>
</tr>
<tr>
<td>$\mathcal{N}(\mu, \Sigma)$</td>
<td>Multivariate Gaussian distribution with mean vector $\mu$ and covariance matrix $\Sigma$.</td>
<td>$\mathcal{N}(0, I)$</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>Probability density function of a random variable $x$.</td>
<td>$p(x) \propto e^{-x^T x}$</td>
</tr>
<tr>
<td>$\mathbb{R}^N$</td>
<td>N-dimensional Euclidean space.</td>
<td>$\mathbb{R}^3$</td>
</tr>
</tbody>
</table>

Table 1: General notation for scalars, vectors, and matrices used throughout the thesis, including notation for multivariate Gaussian distributions and probability density functions.

The following sections recall some basic background concepts that are used throughout the thesis.
2.2 NEURAL NETWORKS

A neural network in its most basic form is a sequence of linear operations interspersed with non-linear functions also known as activation layers. To be more precise, we can define a neural network \( \phi \) as a function composed of linear operations \( f_l(h) = W_l h + b_l \) and non-linearities such as the sigmoid function \( \sigma(x) = 1/(1+e^{-x}) \) which operates element-wise, as detailed below:

\[
\phi = f_L \circ \sigma \circ f_{L-1} \circ \cdots \circ \sigma \circ f_2 \circ \sigma \circ f_1
\]  

(1)

where \( W_l \in \mathbb{R}^{m_l \times n_l} \) are the weights of the matrix multiplication and addition term \( b_l \in \mathbb{R}^{m_l} \) at the linear layer \( l \). Notice that all learnable parameters are contained in the linear layers \( f_l \). The resulting neural network is a function \( \phi : \mathbb{R}^{n_0} \rightarrow \mathbb{R}^{m_L} \) that maps from an input space of dimensionality \( n_0 \) defined as the number of columns in \( W_0 \) to an output space of dimensionality \( m_L \) defined as number of rows in \( \{W_l, b_l\} \). The remaining number of rows in the weight matrices of this neural network are of arbitrary choice (as long as \( m_l = n_{l+1} \) for all \( l \)). Therefore some of the most common hyperparameters to tune in a neural network are what we usually call the number of hidden neurons per layer \( m_l \) for \( l < N \) and the number of layers \( L \).

A strength of neural networks is that they are universal approximators for continuous functions (Cybenko, 1989), meaning that a neural network with at least one hidden layer and a sufficient number of neurons can approximate any continuous function. Notice that this characteristic does not guarantee generalization but the capacity to overfit the training data. Therefore, incorporating inductive biases into neural networks is crucial to obtain good generalization performance. Multilayered neural networks as the one defined in this section are also known by the name Multilayer Perceptron (MLP).

2.3 GRAPH NEURAL NETWORKS

Graph Neural Networks are permutation equivariant networks that operate on graph structured data (Bruna et al., 2013; Defferrard et al., 2016; Kipf and Welling, 2016a). Consider a graph \( G = (\mathcal{V}, \mathcal{E}) \) with nodes \( v_i \in \mathcal{V} \) and edges \( e_{ij} \in \mathcal{E} \) where each edge connect a pair of nodes. Each node \( v_i \) has associated a node of features \( h_i \in \mathbb{R}^{nf} \) where "nf" is the number of features.

Then, a Graph Neural Network (GNN) takes as input the edges \( \mathcal{E} \) and a set of node features \( H^0 = \{h_1, \ldots, h_i, \ldots h_N\} \) at layer 0 and outputs a transformation \( H^L \) after \( L \) layers such as \( H^L = \text{GNN}[H^0, \mathcal{E}] \). A very important property of GNNs
not present in Multilayer Perceptrons from previous Section 2.2 is that they are permutation equivariant. In other words, permuting the input results in the same permutation of the output such as $P(H^1) = \text{GNN}[P[H^0, \varepsilon]]$ where $P$ is a permutation operator of the node indexes.

A GNN is usually defined as a sequence of Graph Convolutional Layers (GCL) which are also permutation equivariant. Each GCL takes as input $H^l$ at a given layer $l$ and outputs an update $H^{l+1}$ such as $H^{l+1} = \text{GCL}[H^l, \varepsilon]$. Following the notation from Gilmer et al., 2017 we define a GCL layer as:

$$m_{ij} = \phi_e(h^l_i, h^l_j, a_{ij}) \quad \text{Edge message} \quad (2)$$

$$m_l = \sum_{j \in N(i)} m_{ij} \quad \text{Aggregation} \quad (3)$$

$$h^{l+1}_i = \phi_h(h^l_i, m_l) \quad \text{Node update} \quad (4)$$

where $h^l_i \in \mathbb{R}^{nf}$ is the nf-dimensional embedding of node $v_i$ at layer $l$, $a_{ij}$ are optional edge attributes, $N(i)$ represents the set of neighbors of node $v_i$. Finally, $\phi_e$ and $\phi_h$ are the edge and node operations respectively which are commonly modelled by Multilayer Perceptrons (MLPs) such as the network introduced in previous Section 2.2. The GCL defined here and illustrated in Figure 1 consists of three main operations:

*Edge message:* This operation computes a message for each edge $(i, j)$ in the graph, taking as input features of a neighbor node $h^l_j$ and the node itself $h^l_i$. Additional edge features can be incorporated if necessary through the vector $a_{ij}$.

*Aggregation:* This operation aggregates the incoming message to a node $i$ from all its neighbor nodes $N(i)$. Typically it is just a sum operation but it could take other forms as long as it satisfies permutation equivariance.
Figure 2: (Left) Example of a very simple directed graphical model. (Right) its representation as a Factor Graph.

Node update: This operation computes an update on the node embeddings given the embeddings $h^1_l$ and the aggregated message $m_l$.

2.4 Graphical Models

A Graphical Model is a structured representation of the data generating process, where nodes represent random variables and edges describe the dependence between these random variables. This allows for an efficient representation of complex probability distributions.

Graphical Models can be categorized as directed or undirected depending on whether their edges contain directional information, and also as cyclic or acyclic depending on whether we can find loops in the graph. An example of a Directed Acyclic Graphical Model is shown at the left of Figure 2. This graphical model contains four random variables $x_I$, $x_D$, $x_G$, $x_L$ and its joint distribution can be factorized as $p(x_I, x_D, x_G, x_L) = p(x_I)p(x_D)p(x_G|x_I, x_D)p(x_L|x_G)$. Imagine $x_I$ is a random variable describing the intelligence of a student, $x_D$ the difficulty of an exam, $x_G$ the obtained grade and $x_L$ whether getting or not a recommendation letter. This graphical model shows that for example, given $x_G$, the variable $x_L$ will be independent from $x_I$ and $x_D$. Now we can ‘reason’ over this graphical model to obtain some desired measurements such as the marginal of one of its variables, for example, to obtain the marginal $p(x_L)$ we need to marginalize the other variables $p(x_L) = \sum_I \sum_D \sum_G p(x_I)p(x_D)p(x_G|x_I, x_D)p(x_L|x_G)$ which we can do in two steps, first $p(x_L|x_I, x_D) = \sum_G p(x_G|x_I, x_D)p(x_L|x_G)$ and then $p(x_L) = \sum_I \sum_{x_D} p(x_I)p(x_D)p(x_L|x_I, x_D)$.

These two steps can be conceptualized as local operations or messages among subsets of nodes in the graphical model. Even for a small graphical model of 4 nodes, these integrals start to look convoluted. If we want to compute multiple marginals on much larger graphs, coming up with these marginalization rules may become much more complex. To facilitate this, message passing algorithms have been developed to perform inference on graphical model variables, such
as the sum-product algorithm also known as Belief Propagation (Pearl, 1988). Belief Propagation locally marginalizes over random variables. It exploits the structure of factor graphs, allowing more efficient computation of the marginals. We will introduce this algorithm in more detail in Chapter 4. For a graphical model without cycles, Belief Propagation can obtain the true marginals.

2.4.1 Factor Graphs

Factor Graphs (Loeliger, 2004) are a convenient way of representing graphical models. A factor graph is a bipartite graph that interconnects a set of factors \( f_s(x_s) \) with a set of variables \( x \). Here, each \( x_s \) is a subset of the variables \( x \), and each factor \( f_s(x_s) \) defines dependencies among its subset of variables \( x_s \). A visual representation of a Factor Graph derived from the previous directed graphical model is depicted at the right of Figure 2, where black squares represent factors and blue circles variables. For this particular example in Figure 2, \( x = \{x_I, x_D, x_G, x_L\} \), and for instance, the factor in the middle of the graph that connects to three variables would be defined as \( f_{x_I, x_D, x_G}(x_I, x_D, x_G) \). A global probability distribution \( p(x) \) can be defined as the product of all factors in the graphical model \( p(x) = \frac{1}{Z} \prod_{s \in F} f_s(x_s) \), where \( Z \) is the normalization constant of the probability distribution and \( F \) is the set of all factors. We can re-write the previous graphical model as the factor graph: \( p(x_I, x_D, x_G, x_L) = f_{x_I}(x_I)f_{x_D}(x_D)f_{x_G, x_I, x_D}(x_G, x_I, x_D)f_{x_L, x_G}(x_L, x_G) \). Notice that the factor graph notation discards the directional dependencies between variables. This Factor Graph notation will be used Chapter 4.

2.5 Equivariance

In simple terms, equivariance is a concept in which the output of a function changes in a consistent way in response to transformations applied to its input. For example, if rotating the input of a function \( \phi \) results in the same rotation at the output, the function is considered equivariant to rotations such as \( R(\phi(X)) = \phi(R(X)) \), where \( R \) is a rotation operator and \( X = (x_1, \ldots, x_M) \in \mathbb{R}^{M \times n} \) an input set of \( M \) points in a point cloud embedded in a \( n \)-dimensional space.

Formally, equivariance can be defined as follows. Let \( T_g : X \to X \) be a set of transformations on \( X \) for an abstract group \( g \in G \). We say a function \( \phi : X \to Y \) is equivariant to \( g \) if there exists an equivalent transformation on its output space \( S_g : Y \to Y \) such that \( \phi(T_g(x)) = S_g(\phi(x)) \). In this thesis, particularly in Chapter 5 and 6, we focus on the Euclidean group \( E(n) \) which includes translations, rotations and reflections in addition to also being interested in the permutation group. Specifically, given \( X \in \mathbb{R}^{M \times n} \) and \( \phi(X) = Y \in \mathbb{R}^{M \times n} \) the transformed set of point clouds, we are interested in the following types of equivariance:
Translation equivariance: Translating the input by \( g \in \mathbb{R}^n \) results in an equivalent translation of the output. Let \( X + g \) be shorthand for \((x_1 + g, \ldots, x_M + g)\). Then \( Y + g = \phi(X + g) \).

Rotation (and reflection) equivariance: For any orthogonal matrix \( Q \in \mathbb{R}^{n \times n} \), let \( QX \) be shorthand for \((Qx_1, \ldots, Qx_M)\). Then rotating the input results in an equivalent rotation of the output \( QY = \phi(QX) \).

Permutation equivariance: Permuting the input results in the same permutation of the output \( P(Y) = \phi(P(X)) \) where \( P \) is a permutation on the row indexes.

For instance, the forces within a molecule, resulting from its atomistic interactions are rotation equivariant. This implies that if we rotate the Cartesian positions of the molecule in a 3D space, the vector force field rotates accordingly.

### 2.6 Deep Generative Models

A Generative Model is a statistical model that is capable of generating new samples from a probability distribution \( x \sim p_\theta(x) \) where \( \theta \) are the learnable parameters that define the model. With the advance of deep learning, Deep Generative Models have evolved to model much more complex probability distributions. This has lead to very impactful applications in image, text and audio generation (Ramesh et al., 2021; Brown et al., 2020; Oord et al., 2016).

Deep Generative Models aim to model a probability distribution \( p(x) \) to which we may not have direct access. However, we often have access to a set of samples drawn from that probability distribution \( \mathcal{D} = \{x_1, \ldots, x_D\} \). These samples can be used to learn a probability distribution as \( p_\theta(x) \approx p(x) \), approximating the true one.

Ideally, to learn \( p_\theta \), we would like to optimize a similarity metric between the true and the parametrized distributions with respect to \( \theta \). A common choice to measure distribution similarity is the Kullback–Leibler divergence \( \text{KL}(p, p_\theta) = \int p(x) \log \frac{p(x)}{p_\theta(x)} \). As shown in the next equations, minimizing the \( \text{KL}(p, p_\theta) \) between distributions with respect to \( \theta \) is equivalent to minimizing the cross-entropy \( H(p, p_\theta) \):
\[ \hat{\theta} = \arg\min_{\theta} \left\{ \text{KL}(p, p_\theta) = \arg\min_{\theta} \int p(x) \log p(x) - p(x) \log p_\theta(x) \right\} \] (5)

\[ = \arg\min_{\theta} \int - p(x) \log p_\theta(x) \] (6)

\[ = \arg\min_{\theta} H(p, p_\theta) \] (7)

This is possible because the first term of the KL divergence does not depend on \( \theta \), allowing us to discard that term when optimizing with respect to \( \theta \). The entropy term \( H(p, p_\theta) = \int -p(x) \log p_\theta(x) \) can be rewritten as an expectation over samples \( \mathbb{E}_{x \sim p(x)}[- \log p_\theta(x)] \). However, we do not have access to the true distribution \( p(x) \), but we can approximate it from a limited set of samples \( \mathbb{E}_{x \sim D}[- \log p_\theta(x)] \) from our dataset. This results in minimizing the negative log-likelihood of the data with respect to the model parameters \( \theta \) resulting in the following equation to optimize:

\[ \hat{\theta} = \arg\min_{\theta} \mathbb{E}_{x \sim D}[- \log p_\theta(x)] \] (8)

In practice, direct minimization of the negative log-likelihood is not always tractable, especially for some models that introduce latent variables \( p_\theta(x) = \int p_\theta(x|z)p(z)dz \) such as Variational Autoencoders (Kingma and Welling, 2013) and Diffusion Models (Ho et al., 2020). However, in such cases, we can optimize a variational lower bound on the log-likelihood \( \log p_\theta(x) \) (Kingma and Welling, 2013). Different generative models approach the optimization the log-likelihood term or the lower bound in different ways. In this thesis we work with Normalizing Flows and Diffusion Models, the details on how these methods are optimized are introduced in their respective chapters 6 and 7. For both cases we will incorporate E(3) Equivariant constraints into these generative models to adapt them for data existing in a 3-dimensional space.
Part I

HYBRID INFERENCE
HYBRID INFERENCE IN HIDDEN MARKOV MODELS

This Chapter is based on the content of:

3.1 INTRODUCTION

Currently, deep learning is a dominant paradigm in the machine learning community. Before that, however, one of the dominant paradigms in machine learning was graphical models (Bishop, 2006; Murphy, 2012; Koller et al., 2009). Graphical models structure the space of random variables by organizing them into a dependency graph. For instance, some variables have parents/children dependencies (directed models) or neighbor dependencies (undirected models). These dependencies are encoded by conditional probabilities (directed models) or potentials (undirected models). While these interactions can have learnable parameters, the structure of the graph imposes a strong inductive bias onto the model. Reasoning in graphical models is performed by a process called probabilistic inference where the posterior distribution, or the most probable state of a set of variables, is computed given observations of other variables. Many approximate algorithms have been proposed to solve this problem efficiently, among which are MCMC sampling (Neal et al., 2011; Salimans et al., 2015), variational inference (Kingma and Welling, 2013) and belief propagation algorithms (Crick and Pfeffer, 2002; Koller et al., 2009).

Graphical models are a kind of generative model where we specify important aspects of the generative process. They excel in the low data regime because we maximally utilize expert knowledge (a.k.a. inductive bias). However, human imagination often falls short of modeling all of the intricate details of the true underlying generative process. In the large data regime there is an alternative strategy which we could call “learning to infer”. Here, we create lots of data pairs \( \{ x_n, y_n \} \) with \( \{ y_n \} \) the observed variables and \( \{ x_n \} \) the latent unobserved random variables. These can be generated from the generative model or are avail-
able directly in the dataset. Our task is now to learn a flexible mapping \( q(x|y) \) to infer the latent variables directly from the observations. This idea is known as “inverse modeling” in some communities. It is also known as “amortized” inference (Rezende and Mohamed, 2015a) or recognition networks in the world of variational autoencoders (Kingma and Welling, 2013) and Helmholtz machines (Dayan et al., 1995).

In this chapter we consider inference as an iterative message passing scheme over the edges of the graphical model. We know that (approximate) inference in graphical models can be formulated as message passing, known as belief propagation, so this is a reasonable way to structure our computations. When we unroll these messages for \( N \) steps we have effectively created a recurrent neural network as our computation graph. We will enrich the traditional messages with a learnable component that has the function to correct the original messages when there is enough data available. In this way we create a hybrid message passing scheme with prior components from the graphical model and learned messages from data. The learned messages may be interpreted as a kind of graph convolutional neural network (Bruna et al., 2013; Henaff et al., 2015; Kipf and Welling, 2016a).

Our hybrid model neatly trades off the benefit of using inductive bias in the small data regime and the benefit of a much more flexible and learnable inference network when sufficient data is available. In this chapter we restrict ourselves to a sequential model known as a hidden Markov process.

### 3.2 The Hidden Markov Process

In this section we briefly explain the Hidden Markov Process and how we intend to extend it. In a Hidden Markov Model (HMM), a set of unobserved variables \( X = \{x_1, \ldots, x_K\} \) define the state of a process at every time step \( 0 < k < K \). The set of observable variables from which we want to infer the process states are denoted by \( Y = \{y_1, \ldots, y_K\} \). HMMs are used in diverse applications as localization, tracking, weather forecasting and computational finance among others. (in fact, the Kalman filter was used to land the Eagle on the moon.)
We can express $p(X|Y)$ as the probability distribution of the hidden states given the observations. Our goal is to find which states $x$ maximize this probability distribution. More formally:

$$\hat{X} = \arg\max_X p(X|Y)$$  \hspace{1cm} (9)

Under the Markov assumption i) the transition model is described by the transition probability $p(x_t|x_{t-1})$, and ii) the measurement model is described by $p(y_t|x_t)$. Both distributions are stationary for all $k$. The resulting graphical model can be expressed with the following equation:

$$p(X, Y) = p(x_0) \prod_{k=1}^{K} p(x_k|x_{k-1})p(y_k|x_k)$$  \hspace{1cm} (10)

One of the best known approaches for inference problems in this graphical model are the Kalman Filter (Kalman, 1960) and Smoother (Rauch et al., 1965). The Kalman Filter assumes both the transition and measurement distributions are linear and Gaussian. The prior knowledge we have about the process is encoded in linear transition and measurement processes, and the uncertainty of the predictions with respect to the real system is modeled by Gaussian noise:

$$x_k = Fx_{k-1} + q_k$$  \hspace{1cm} (11)

$$y_k = Hx_k + r_k$$  \hspace{1cm} (12)

Here $q_k, r_k$ come from Gaussian distributions $q_k \sim N(0, Q), r_k \sim N(0, R)$. $F, H$ are the linear transition and measurement functions respectively. If the process from which we are inferring $x$ is actually Gaussian and linear, a Kalman Filter + Smoother with the right parameters is able to infer the optimal state estimates.

The real world is usually non-linear and complex, assuming that a process is linear may be a strong limitation. Some alternatives like the Extended Kalman Filter (Ljung, 1979) and the Unscented Kalman Filter (Wan and Van Der Merwe, 2000) are used for non-linear estimation, but even when functions are non-linear, they are still constrained to our knowledge about the dynamics of the process which may differ from real world behavior.

To model the complexities of the real world we intend to learn them from data through flexible models such as neural networks. In this work we present an hybrid inference algorithm that combines the knowledge from a generative model (e.g. physics equations) with a function that is automatically learned from data using a neural network. In our experiments we show that this hybrid method outperforms the graphical inference methods and also the neural network methods for low and high data regimes respectively. In other words, our method benefits from the inductive bias in the limit of small data and also the high capacity of
a neural networks in the limit of large data. The model is shown to gracefully interpolate between these regimes.

3.3 RELATED WORK

The proposed method has interesting relations with meta learning (Andrychowicz et al., 2016) since it learns more flexible messages on top of an existing algorithm. It is also related to structured prediction energy networks (Belanger et al., 2017), which are discriminative models that exploit the structure of the output.

Structured inference in relational outputs has been effective in a variety of tasks like pose estimation (Wei et al., 2016), activity recognition (Deng et al., 2016) or image classification (Nauata et al., 2018). One of the closest works is Recurrent Inference Machines (RIM) (Putzky and Welling, 2017) where a generative model is also embedded into a Recurrent Neural Network (RNN). However in that work graphical models played no role. In the same line of learned recurrent inference, our optimization procedure shares similarities with Iterative Amortized Inference (Marino et al., 2018), although in our work we are refining the gradient using a hybrid setting while they are learning it.

Another related line of research is the convergence of graphical models with neural networks, (Mirowski and LeCun, 2009) replaced the joint probabilities with trainable factors for time series data. Learning the messages in conditional random fields has been effective in segmentation tasks (Chen et al., 2014; Zheng et al., 2015). Relatedly, Johnson et al. (2016) runs message passing algorithms on top of a latent representation learned by a deep neural network. More recently (Yoon et al., 2018) showed the efficacy of using Graph Neural Networks (GNNs) for inference on a variety of graphical models, and compared the performance with classical inference algorithms. This last work is in a similar vein as ours, but in our case, learned messages are used to correct the messages from graphical inference. In the experiments we will show that this hybrid approach really improves over running GNNs in isolation.

The Kalman Filter is a widely used algorithm for inference in Hidden Markov Processes. Some works have explored the direction of coupling them with machine learning techniques. A method to discriminatively learn the noise parameters of a Kalman Filter was introduced by Abbeel et al. (2005). In order to input more complex variables, Haarnoja et al. (2016) back-propagates through the Kalman Filter such that an encoder can be trained at its input. Similarly, Coskun et al. (2017) replaces the dynamics defined in the Kalman Filter with a neural network. In our hybrid model, instead of replacing the already considered dynamics, we simultaneously train a learnable function for the purpose of inference.
3.4 Model

We cast our inference model as a message passing scheme where the nodes of a probabilistic graphical model can send messages to each other to infer estimates of the states $x$. Our aim is to develop a hybrid scheme where messages derived from the generative graphical model are combined with GNN messages:

**Graphical Model Messages (GM-messages):** These messages are derived from the generative graphical model (e.g. equations of motion from a physics model).

**Graph Neural Network Messages (GNN-messages):** These messages are learned by a GNN which is trained to reduce the inference error on labelled data in combination with the GM-messages.

In the following two subsections we introduce the two types of messages and the final hybrid inference scheme.

3.4.1 Graphical Model Messages

In order to define the GM-messages, we interpret inference as an iterative optimization process to estimate the maximum likelihood values of the states $X$. In its more generic form, the recursive update for each consecutive estimate of $X$ is given by:

$$X^{(t+1)} = X^{(t)} + \gamma \nabla_{X^{(t)}} \log(p(X^{(t)}, Y))$$  \quad (13)
Factorizing Equation 13 to the hidden Markov Process from Equation 10, we get three input messages for each inferred node \(x_k\):

\[
x_k^{(t+1)} = x_k^{(t)} + \gamma \mu_k^{(t)}
\]

\[
\mu_k^{(t)} = \mu_{x_{k-1} \rightarrow x_k}^{(t)} + \mu_{x_{k+1} \rightarrow x_k}^{(t)} + \mu_{y_k \rightarrow x_k}^{(t)}
\]

\[
\mu_{x_{k-1} \rightarrow x_k}^{(t)} = \frac{\partial}{\partial x_k^{(t)}} \log(p(x_k^{(t)} | x_{k-1}^{(t)}))
\]

\[
\mu_{x_{k+1} \rightarrow x_k}^{(t)} = \frac{\partial}{\partial x_k^{(t)}} \log(p(x_{k+1}^{(t)} | x_k^{(t)}))
\]

\[
\mu_{y_k \rightarrow x_k}^{(t)} = \frac{\partial}{\partial x_k^{(t)}} \log(p(y_k | x_k^{(t)}))
\]

These messages can be obtained by computing the three derivatives from equations 15, 16, 17. It is often assumed that the transition and measurement distributions \(p(x_k | x_{k-1})\), \(p(y_k | x_k)\) are linear and Gaussian (e.g. Kalman Filter model). Next, we provide the expressions of the GM-messages when assuming the linear and Gaussian functions from equations 11, 12:

\[
\mu_{x_{k-1} \rightarrow x_k} = -Q^{-1}(x_k - Fx_{k-1})
\]

\[
\mu_{x_{k+1} \rightarrow x_k} = F^TQ^{-1}(x_{k+1} - Fx_k)
\]

\[
\mu_{y_k \rightarrow x_k} = G^TR^{-1}(y_k - Gx_k)
\]

### 3.4.2 Adding GNN-messages

We call \(V\) the collection of nodes of the graphical model \(V = X \cup Y\). We also define an analogous graph where the GNN operates by propagating the GNN messages. We build the following mappings from the nodes of the graphical model to the nodes of the GNN: \(H_x = \{|\psi(x) : x \in X\}, H_y = \{|\psi(y) : y \in Y\}\). Analogously, the union of both collections would be \(H_v = H_x \cup H_y\). Therefore, each node of the graphical model has a corresponding node \(h\) in the GNN. The edges for both graphs are also equivalent. Values of \(H_x^{(0)}\) that correspond to unobserved variables \(X\) are randomly initialized. Instead, values \(H_y^{(0)}\) are obtained by forwarding each \(y_k\) through a linear layer. The elements within these sets are denoted \(h_v \in H_v\) and \(h_x \in H_x\).

Next we present the equations of the learned messages, which consist of a GNN message passing operation. Similarly to (Li et al., 2015; Kipf et al., 2018), a GRU
(Chung et al., 2014) is added to the message passing operation to make it recursive:

\[ m_{k,n}(t) = \phi_e(h^{(t)}_x, h^{(t)}_v, \mu_{v_n \rightarrow x_k}) \]  
\[ m_k(t) = \sum_{v_n \in N(x_k)} m_{k,n}(t) \]  
\[ h^{(i+1)}_{x_k} = \text{GRU}(m_k(t), h^{(t)}_{x_k}) \]  
\[ e^{(t+1)}_k = \phi_{dec}(h^{(t+1)}_{x_k}) \]

Each GNN message \( m_{k,n}^{(t)} \) is computed by the function \( \phi_e(\cdot) \), which receives as input two hidden states from the previous recurrent iteration, and their corresponding GM-message \( \mu_{v_n \rightarrow x_k}^{(t)} \), this function is approximated by a different neural network for the two types of edges (e.g. transition or measurement in the Hidden Markov Model from Equation 10). Equation 22 aggregates all incoming messages in the neighborhood set \( N(x_k) \), this sum of messages is represented as \( m_k^{(t)} \). The sum of messages \( m_k^{(t)} \) is then provided as input to the GRU neural network that updates each hidden state \( h^{(t)}_{x_k} \) for each node. The GRU is composed by a single GRU cell preceded by a linear layer at its input. Finally a correction signal \( e_k^{(t+1)} \) is decoded from each hidden state \( h^{(t+1)}_{x_k} \) and it is added to the recursive operation resulting in the final equation:

\[ x^{(t+1)}_k = x^{(t)}_k + \gamma(\mu^{(t)}_k + e^{(t+1)}_k) \]  

In summary, Equation 25 defines our hybrid model in a simple recursive form where \( x_k \) is updated through two contributions: one that relies on the probabilistic graphical model messages \( \mu_k^{(t)} \), and \( e_k^{(t)} \), that is automatically learned. We note that it is important that the GNN messages model the “residual error” of the GM inference process, which is often simpler than modeling the full signal. A visual representation of the algorithm is shown in Figure 2.

In the experimental section of this work we apply our model to the Hidden Markov Process, however, the above mentioned GNN-messages are not constrained to this particular graphical structure. The GM-messages can also be obtained for other arbitrary graph structures by applying the recursive inference equation to their respective graphical models.
3.4.3 Training Procedure

The loss function is computed at every iteration, with a weighted sum that emphasizes later iterations, $w_i = \frac{i}{N}$, more formally:

$$\text{Loss}(\Theta) = \sum_{i=1}^{N} w_i \mathcal{L}(\mathbf{gt}, \Gamma(\mathbf{x}^{(t)}))$$ (26)

In this equation, the function $\Gamma(\cdot)$ is designed to extract the elements of the hidden state $\mathbf{x}$ that overlap with the ground truth $\mathbf{gt}$. To give a more concrete example, imagine $\mathbf{x}$ contains positions, velocity, and acceleration. Out of these, in many tracking systems, we may only have the ground truth for positions, while the rest is inferred by model. The function $\Gamma(\cdot)$ would extract the positions from $\mathbf{x}$ to be compared against the ground truth. In our experiments we choose the mean square error as the loss $\mathcal{L}(\cdot)$.

The training procedure consists of three main steps. First, we initialize $\mathbf{x}_k^{(0)}$ at the value that maximizes $p(y_k|x_k)$. For example, in a trajectory estimation problem where $p(y_k|x_k)$ is approximated as gaussian we initialize the position values of $\mathbf{x}_k^{(0)}$ as the observed positions $y_k$. Second, we tune/sweep over the hyper-parameters of the graphical model as it would be done with a Kalman Filter, which are usually the variance of Gaussian distributions $\mathbf{Q}$ from Equation 12. Finally, we train the proposed hybrid model using the above mentioned loss.

3.5 EXPERIMENTS

In this section we compare our Hybrid model with the Kalman Smoother and a recurrent GNN. We show that our Hybrid model can leverage the benefits of both methods for different data regimes. Next we define the models used in the experiments

**Kalman Smoother**: The Kalman Smoother is the widely known Kalman Filter algorithm (Kalman, 1960) + the RTS smoothing step (Rauch et al., 1965). In experiments where the transition function is non-linear we use the Extended Kalman Filter + smoothing step which we will call “E-Kalman Smoother”.

**GM-messages**: As a special case of our Hybrid model we propose to remove the learned signal $\epsilon_k^{(t)}$ and base our predictions only on the graphical model messages from Eq. 14.

**GNN-messages**: The GNN model is another special case of our model when all the GM-messages are removed and only GNN messages are propagated. Instead of decoding a refinement for the current $\mathbf{x}_k^{(t)}$ estimate, we directly esti-
mate: $x_k^{(1)} = G^T y_k + \phi_{dec}(h_k^{(1)})$. The resulting algorithm is equivalent to a Gated Graph Neural Network (Li et al., 2015).

*Hybrid model:* This is the name used for our proposed model explained in Section 3.4.2.

For the training settings, we set $\gamma = 0.005$ from Equation 25 and use the Adam optimizer with a learning rate $10^{-3}$. The number of inference iterations used in the Hybrid model, GNN-messages and GM-messages is $N=50$. $\phi_e$ and $\phi_{dec}$ are 2-layers MLPs with Leaky Relu and Relu activations (Nair and Hinton, 2010) respectively. The number of features in the hidden layers of the GRU, $\phi_e$ and $\phi_{dec}$ is $n_f=48$. In trajectory estimation experiments, $y_k$ values may take any value from the real numbers $\mathbb{R}$. Shifting a trajectory to a non-previously seen position may hurt the generalization performance of the neural network. To make the problem translation invariant we modify $y_k$ before mapping it to $h_{y_k}$, we use the difference between the observed current position with the previous one and with the next one.

### 3.5.1 Linear Dynamics

The aim of this experiment is to infer the position of every node in trajectories generated by linear and gaussian equations. The advantage of using a synthetic environment is that we know in advance the original equations the motion pattern was generated from, and by providing the right linear and gaussian equations to a Kalman Smoother we can obtain the optimal inferred estimate as a lower bound of the test loss.

Among other tasks, Kalman Filters are used to refine the noisy measurement of GPS systems. A physics model of the dynamics can be provided to the graphical model that, combined with the noisy measurements, gives a more accurate estimation of the position. The real world is usually more complex than the equations we may provide to our graphical model, leading to a gap between the assumed dynamics and the real world dynamics. Our Hybrid model is able to fill this gap without the need to learn everything from scratch.

To show that, we generate synthetic trajectories $T = \{X, Y\}$. Each state $x_k \in \mathbb{R}^6$ is a 6-dimensional vector that encodes position, velocity and acceleration $(p, v, a)$ for two dimensions. Each $y_k \in \mathbb{R}^2$ is a noisy measurement of the position also for two dimensions. The transition dynamic is a non-uniform accelerated motion that also considers drag (air resistance):

$$\frac{\partial p}{\partial t} = v, \quad \frac{\partial v}{\partial t} = a - cv, \quad \frac{\partial a}{\partial t} = -\tau v \quad (27)$$
Figure 5: MSE comparison with respect to the number of training samples for the linear dynamics dataset.

Where $-cv$ represents the air resistance (Falkovich, 2011), with $c$ being a constant that depends on the properties of the fluid and the object dimensions. Finally, the variable $-\tau v$ is used to non-uniformly accelerate the object.

To generate the dataset, we sample from the Markov process of equation (10) where the transition probability distribution $p(x_{k+1}|x_k)$ and the measurement probability distribution $p(y_k|x_k)$ follow equations (11) and (12). Values $F, Q, G, R$ for these distributions are described in the Appendix A. In particular, $F$ is analytically obtained from the above mentioned differential equations (27). We sample two different motion trajectories from 50 to 100K time steps each, one for validation and the other for training. An additional 10K time steps trajectory is sampled for testing. The sampling time step is $\Delta t = 1$.

Alternatively, the graphical model of the algorithm is limited to a uniform motion pattern $p = p_0 + vt$. Its equivalent differential equations form would be $\frac{dp}{dt} = v$. Notice that the air friction is not considered anymore and velocity and acceleration are assumed to be uniform. Again the parameters for the matrices $F, Q, G, R$ when considering a uniform motion pattern are analytically obtained and described in Appendix A.

Results. The Mean Square Error with respect to the number of training samples is shown for different algorithms in Figure 5. The plot shows the average and the standard deviation over 7 runs, the sampled test trajectory remains the same over all runs, this is not the case for the training and validation sampled trajectories. Note that the MSE of the Kalman Smoother and GM-messages overlap in the plot since both errors were exactly the same.
Our model outperforms both the GNN or Kalman Smoother in isolation in all data regimes, and it has a significant edge over the Kalman Smoother when the number of samples is larger than 1K. This shows that our model is able to ensemble the advantages of prior knowledge and deep learning in a single framework. These results show that our Hybrid model benefits from the inductive bias of the graphical model equations when data is scarce, and simultaneously it benefits from the flexibility of the GNN when data is abound.

A clear trade-off can be observed between the Kalman smoother and the GNN. The Kalman Smoother clearly performs better for low data regimes, while the GNN outperforms it for larger amounts of data (>10K). The Hybrid model is able to benefit from the strengths of both.

### 3.5.2 Lorenz Attractor

The Lorenz equations describe a non-linear chaotic system used for atmospheric convection. Learning the dynamics of this chaotic system in a supervised way is expected to be more challenging than for linear dynamics, making it an interesting evaluation of our Hybrid model. A Lorenz system is modelled by three differential equations that define the convection rate, the horizontal temperature variation and the vertical temperature variation of a fluid:

\[
\begin{align*}
\frac{\partial z_1}{\partial t} &= 10(z_1 - z_2), \\
\frac{\partial z_2}{\partial t} &= z_1(28 - z_3) - z_2, \\
\frac{\partial z_3}{\partial t} &= z_1z_2 - \frac{8}{3}z_3
\end{align*}
\]  

(28)

To generate a trajectory we run the Lorenz equations with a \( \Delta t = 10^{-5} \) from which we sample with a time step of \( \Delta t = 0.05 \) resulting in a single trajectory of 104K time steps. Each point is then perturbed with gaussian noise of standard deviation \( \lambda = 0.5 \). From this trajectory, 4K time steps are separated for testing, the remaining trajectory of 100K time steps is equally split between training and validation partitions.

Assuming \( x \in \mathbb{R}^3 \) is a 3-dimensional vector \( x = [z_1, z_2, z_3]^T \), we can write down the dynamics matrix of the system as \( A_x \) from the Lorenz differential eq.\(^{28}\), and obtain the transition function \( F_{|x_k} \) (Labbe, 2014) using the Taylor Expansion.

\[
\dot{x} = A_x x = \begin{bmatrix} -10 & 10 & 0 \\ 28 - z_3 & -1 & 0 \\ z_2 & 0 & -\frac{8}{3} \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \\ z_3 \end{bmatrix}, \quad F_{|x_k} = I + \sum_{j=1}^{J} \frac{(A_{|x_k} \Delta t)^j}{j!}
\]  

(29)

where \( I \) is the identity matrix and \( J \) is the number of terms from the Taylor expansion. We run simulations for \( J=1 \), \( J=2 \) and \( J=5 \). For larger \( J \) the improvement was minimal. For the measurement model \( G = I \) we use the identity matrix. For
the noise distributions $Q = \sigma^2 \Delta t I$ and $R = 0.5^2 I$ we use diagonal matrices. The only hyper-parameter to tune from the graphical model is $\sigma$.

Since the dynamics are non-linear, the matrix $F|_{x_k}$ depends on the values $x_k$. The presence of these variables inside the matrix introduces a simple non-linearity that makes the function much harder to learn.

Results. The results in Figure 6 show that the GNN struggles to achieve low accuracies for this chaotic system, i.e. it does not converge together with the Hybrid model even when the training dataset contains up to $10^5$ samples and the hybrid loss is already $0.01 \sim 0.02$. We attribute this difficulty to the fact the matrix $F|_{x_k}$ is different at every state $x_k$, becoming harder to approximate.

This behavior is different from the previous experiment (linear dynamics) where both the Hybrid model and the GNN converged to the optimal solution for high data regimes. In this experiment, even when the GNN and the E-Kalman Smoother perform poorly, the Hybrid model gets closer to the optimal solution, outperforming both of them in isolation. This shows that the Hybrid model benefits from the labeled data even in situations where its fully-supervised variant or the E-Kalman Smoother are unable to properly model the process. One reason for this could be that the residual dynamics (i.e. the error of the E-Kalman Smoother) are much more linear than the original dynamics and hence easier to model by the GNN.

As can be seen in Figure 6, depending on the amount of prior knowledge used in our Hybrid model we will need more or less samples to achieve a particular accuracy. Following, we show in Table 2 the approximate number of training
samples required to achieve accuracies 0.1 and 0.05 depending on the amount of ‘knowledge’ we provide (i.e. the number of J terms in the Taylor expansion). The hybrid method requires ~ 10 times less samples than the fully-learned method for MSE=0.1 and ~ 20 times less samples for MSE=0.05.

Table 2: Number of samples required to achieve a given MSE depending on the amount of prior knowledge (i.e. J). These numbers have been extracted from Figure 6.

<table>
<thead>
<tr>
<th>MSE</th>
<th>GNN (J = 0)</th>
<th>Hybrid (J = 1)</th>
<th>Hybrid (J = 2 &amp; J = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>~ 5.000</td>
<td>~ 500</td>
<td>~ 400</td>
</tr>
<tr>
<td>0.05</td>
<td>~ 90.000</td>
<td>~ 5.000</td>
<td>~ 4.000</td>
</tr>
</tbody>
</table>

Finally, qualitative results of estimated trajectories by the different algorithms on the Lorenz attractor are depicted in Figure 3. The plots correspond to a 5K length test trajectory (with $\Delta t = 0.01$). All trainable methods in this plot have been trained on 5K length trajectories.

3.5.3 Real World Dynamics: Michigan NCLT Dataset

To demonstrate the generalizability of our Hybrid model to real world data, we use the Michigan NCLT (Carlevaris-Bianco et al., 2016) dataset which is collected by a segway robot moving around the University of Michigan, North Campus. It comprises different trajectories where the GPS measurements and the ground truth location of the robot are provided. Given these noisy GPS observations, our goal is to infer a more accurate position of the segway at a given time.

In our experiments we arbitrarily use the session with date 2012-01-22 which consists of a single trajectory of 6.1 Km on a cloudy day. Sampling at 1Hz results in 4.629 time steps and after removing the parts with an unstable GPS signal, 4.344 time steps remain. Finally, we split the trajectory into three sections: 1.502 time steps for training, 1.469 for validation and 1.373 for testing. The GPS measurements are assumed to be the noisy measurements denoted by $y$.

Table 3: MSE for different methods on the Michigan NCLT dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations (Baseline)</td>
<td>3.4974</td>
</tr>
<tr>
<td>Kalman Smoother</td>
<td>3.0099</td>
</tr>
<tr>
<td>GM-MESSAGES</td>
<td>3.0048</td>
</tr>
<tr>
<td>GNN-MESSAGES</td>
<td>1.7929</td>
</tr>
<tr>
<td>Hybrid model</td>
<td>1.4109</td>
</tr>
</tbody>
</table>

For the transition and measurement graphical model distributions we assume the same uniform motion model used in Section 3.5.1, specifically the dynamics of a uniform motion pattern. The only parameters to learn from the graphical
model will be the variance of the measurement and transition distributions. The detailed equations are presented in Appendix A.

**Results.** Our results show that our Hybrid model (1.4109 MSE) outperforms the GNN (1.7929 MSE), the Kalman Smoother (3.0099 MSE) and the GM-messages (3.0048 MSE). One of the advantages of the GNN and the Hybrid methods on real-world datasets is that both can model the correlations through time from the noise distributions while the GM-messages and the Kalman Smoother assume the noise to be uncorrelated through time as it is defined in the graphical model. In summary, this experiment shows that our Hybrid model can generalize with good performance to a real-world dataset.

### 3.6 Discussion

In this work, we explored the combination of recent advances in neural networks (e.g., Graph Neural Networks) with more traditional methods of graphical inference in hidden Markov models for time series. The result is a hybrid algorithm that benefits from the inductive bias of graphical models and from the high flexibility of neural networks. We demonstrated these benefits in three different tasks for trajectory estimation: a linear dynamics dataset, a non-linear chaotic system (Lorenz attractor) and a real-world positioning system. In all three experiments, the hybrid method learns to efficiently combine graphical inference with learned inference, outperforming both when run in isolation.

Possible future directions include applying our idea to other generative models (e.g. different graph structures or discrete data). The equations that describe our hybrid model are defined on edges and nodes, therefore, by modifying the input graph, i.e. by modifying the edges and nodes of the input graph, we can run our algorithm on arbitrary graph structures. Furthermore, hybrid models like the one presented in this chapter can help improve the interpretability of model predictions due to their graphical model backbone.

In the next chapter, we will expand upon the ideas presented here to build a hybrid model for graphical models with discrete variables. A conventional approach to perform inference over graphical models with discrete random variables is Belief Propagation; therefore, we will propose a hybrid model to enhance Belief Propagation with Neural Networks.
NEURAL ENHANCED BELIEF PROPAGATION

This Chapter is based on the content of:

4.1 INTRODUCTION

In the previous Chapter we presented a Hybrid model for Hidden Markov Models that leveraged ideas from Kalman Filters and Graph Neural Networks. This chapter takes those concepts further to create a more generic hybrid model for graphical models with discrete random variables. Typically, Belief Propagation, that we will introduce later in more detail, is used to reason over discrete graphical models. In this chapter we enhance the capabilities of Belief Propagation with graph neural networks, leading to the model name: Neural Enhanced Belief Propagation.

Graphical models (Bishop, 2006; Murphy, 2012) are a structured representation of locally dependent random variables, that combine concepts from probability and graph theory. A standard way to reason over these random variables is to perform inference on the graphical model using message passing algorithms such as Belief Propagation (BP) (Pearl, 2014; Murphy et al., 2013). Provided that the true generative process of the data is given by a non-loopy graphical model, BP is guaranteed to compute the optimal (posterior) marginal probability distributions. However, in real world scenarios, we may only have access to a poor approximation of the true generative process, leading to sub-optimal estimates. In addition, an important limitation of belief propagation is that on graphs with loops BP computes an approximation to the desired posterior marginals or may fail to converge at all.

In this chapter we present a hybrid inference model to tackle these limitations. We cast our model as a message passing method on a factor graph that combines messages from BP and from a Graph Neural Network (GNN). The GNN
messages are learned from data and complement the BP messages. The GNN receives as input the messages from BP at every inference iteration and delivers as output a refined version of them back to BP. As a result, given a labeled dataset, we obtain a more accurate algorithm that outperforms either Belief Propagation or Graph Neural Networks when run in isolation in cases where Belief Propagation is not guaranteed to obtain the optimal marginals.

Belief Propagation has demonstrated empirical success in a variety of applications: Error correction decoding algorithms (McEliece et al., 1998), combinatorial optimization in particular graph coloring and satisfiability (Braunstein and Zecchina, 2004), inference in Markov logic networks (Richardson and Domingos, 2006), the Kalman Filter is a special case of the BP algorithm (Yedidia et al., 2003; Welch, Bishop, et al., 1995) etc. One of its most successful applications is Low Density Parity Check codes (LDPC) (Gallager, 1962) an error correction decoding algorithm that runs BP on a loopy bipartite graph. LDPC is currently part of the Wi-Fi 802.11 standard, it is an optional part of 802.11n and 802.11ac, and it has been adopted for 5G, the fifth generation wireless technology that began wide deployment in 2019. Despite being a loopy algorithm, its bipartite graph is typically very sparse which reduces the number of loops and increases the cycle size. As a result, in practice LDPC has shown excellent results in error correction decoding tasks and performs close to the Shannon limit in Gaussian channels.

However, a Gaussian channel is an approximation of the more complex noise distributions we encounter in the real world. Many of these distributions have no analytical form, but we can approximate them from data. In this chapter we show the robustness of our algorithm over LDPC codes when we assume such a non-analytical form. Our hybrid method is able to closely match the performance of LDPC in Gaussian channels while outperforming it for deviations from this assumption (i.e. a bursty noise channel (Gilbert, 1960; Kim et al., 2018)).

The three main contributions in this chapter are: i) We extend the standard graph neural network equations to factor graphs (FG-GNN). ii) We present a new hybrid inference algorithm, Neural Enhanced Belief Propagation (NEBP) that refines BP messages using the FG-GNN. iii) We apply our method to an error correction decoding problem for a non-Gaussian (bursty) noise channel and show clear improvement on the Bit Error Rate over existing LDPC codes.

4.2 BACKGROUND

4.2.1 Factor Graphs

Factor graphs (Loeliger, 2004) already introduced in background Section 2.4.1 are a convenient way of representing graphical models. To recall the definition, a factor graphs is a bipartite graph that interconnects a set of factors $f_s(x_s)$ with
a set of variables \( x = \{x_1, \ldots, x_i\} \), each factor defining dependencies among its subset of variables. A global probability distribution \( p(x) \) can be defined as the product of all these factors \( p(x) = \frac{1}{Z} \prod_{s \in \mathcal{F}} f_s(x_s) \), where \( Z \) is the normalization constant of the probability distribution. A visual representation of a Factor Graph is depicted in the left image of Figure 7.

### 4.2.2 Belief Propagation

Belief Propagation (Bishop, 2006), also known as the sum-product algorithm, is a message passing algorithm that performs inference on graphical models by locally marginalizing over random variables. It exploits the structure of factor graphs, allowing more efficient computation of the marginals. Belief Propagation directly operates on factor graphs by sending messages (real valued functions) on its edges. These messages exchange ‘beliefs’ of the sender nodes about the receiver nodes, thereby transporting information about the variable’s probabilities. We can distinguish two types of messages: those that go from variables to factors and those that go from factors to variables.

**Variable to factor:** \( \mu_{x_m \to f_s}(x_m) \) is the product of all incoming messages to variable \( x_m \) from all neighbor factors \( \mathcal{N}(x_m) \) except for factor \( f_s \).

\[
\mu_{x_m \to f_s}(x_m) = \prod_{l \in \mathcal{N}(x_m) \setminus f_s} \mu_{f_l \to x_m}(x_m) \tag{30}
\]

**Factor to variable:** \( \mu_{f_s \to x_i}(x_i) \) is the product of the factor \( f_s \) itself with all its incoming messages from all variable neighbor nodes except for \( x_i \) marginalized over all associated variables \( x_s \) except \( x_i \).

\[
\mu_{f_s \to x_i}(x_i) = \sum_{x_s \setminus x_i} f_s(x_s) \prod_{m \in \mathcal{N}(f_s) \setminus x_i} \mu_{x_m \to f_s}(x_m) \tag{31}
\]

To run the Belief Propagation algorithm, messages are initialized with uniform probabilities, and the two above mentioned operations are then recursively run until convergence. One can subsequently obtain marginal estimates \( p(x_i) \) by multiplying all incoming messages from the neighboring factors:

\[
p(x_i) \propto \prod_{s \in \mathcal{N}(x_i)} \mu_{f_s \to x_i}(x_i) \tag{32}
\]
From now on, we simplify notation by removing the argument of the messages function, such that the variable to factor messages simplify to \( \mu_{f \rightarrow x_i} \) and the factor to variable messages simplify to \( \mu_{f \rightarrow x_i} \). When we want to refer to all set of messages in the graph from a factors to variables instead of to single one, we denote it \( \mu_{f \rightarrow x} \) and the set of messages in the graph from variables to factors \( \mu_{x \rightarrow f} \). In the left side of Figure 7 we can see the defined messages on a factor graph where black squares represent factors and blue circles represent variables.

4.2.3 LDPC Codes

In this chapter we will apply our proposed method to error correction decoding. Low Density Parity Check (LDPC) codes (Gallager, 1962; MacKay, 2003) are linear codes used to correct errors in data transmitted through noisy communication channels. The sender encodes the data with redundant bits while the receiver has to decode the original message. In an LDPC code, a parity check sparse matrix \( H \in \mathbb{B}^{[(n-k) \times n]} \) is designed, such that given a code-word \( x \in \mathbb{B}^n \) of \( n \) bits the product of \( H \) and \( x \) is constrained to equal zero: \( Hx = 0 \). \( H \) can be interpreted as an adjacency matrix that connects \( n \) variables (i.e. the transmitted bits) with \((n - k)\) factors, i.e. the parity checks that must sum to 0. The entries of \( H \) are 1 if there is an edge between a factor and a variable, where rows index factors and columns index variables. For a linear code \((n, k)\), \( n \) is the number of variables and \((n - k)\) the number of factors. The prior probability of the transmitted code-word \( P(x) \propto 1[Hx = 0 \mod 2] \) can be factorized as:

\[
P(x) \propto \prod_s \prod_{n \in \mathbb{N}(s)} \left[ \sum_{x_n = 0 \mod 2} \prod_{s} f_s(x_s) \right]
\] (33)

At the receiver we get a noisy version of the code-word, \( r \). The noise is assumed to be i.i.d, therefore we can express the probability distribution of the received code-word as \( x \) as \( P(r|x) = \prod_n P(r_n|x_n) \). Finally we can express the posterior distribution of the transmitted code-word given the received signal as:

\[
P(x|r) \propto P(x)P(r|x)
\] (34)

Equation 34 is a product of factors, where some factors in \( P(x) \) (eq. 33) are connected to multiple variables expressing a constraint among them. Other factors \( P(r|x) \) are connected to a single variable expressing a prior distribution for that variable. A visual representation of this factor graph is shown in the left image of Figure 7. Finally, in order to infer the transmitted code-word \( x \) given \( r \), we can just run (loopy) Belief Propagation described in section 4.2.2 on the Factor Graph described above (equation 34). In other words, error correction with LDPC codes can be interpreted as an instance of Belief Propagation applied to its associated factor graph.
4.3 Related Work

One of the closest works to this method is (Satorras et al., 2019) also mentioned in the previous Chapter, which also combines graphical inference with graph neural networks. However, the previous chapter model is only applied to the Kalman Filter, a Hidden Gaussian Markov model for time sequences, and all factor graphs are assumed to be pair-wise. In this new chapter, we run the GNN in arbitrary Factor Graphs, and we hybridize Belief Propagation, which allows us to enhance one of its main applications (LDPC codes). Other works from literature also learn an inference model from data like Recurrent Inference Machines (Putzky and Welling, 2017) and Iterative Amortized Inference (Marino et al., 2018). However, in our case we are presenting a hybrid algorithm instead of a fully learned one. Additionally in (Putzky and Welling, 2017) graphical models play no role.

Our work is also related to meta learning (Schmidhuber, 1987; Andrychowicz et al., 2016) in the sense that it learns a more flexible algorithm on top of an already existing one. It also has some interesting connections to the ideas from the consciousness prior (Bengio, 2017) since our model is an actual implementation of a sparse factor graph that encodes prior knowledge about the task to solve.

Another interesting line of research concerns the convergence of graphical models with neural networks. In (Mirowski and LeCun, 2009), the conditional probability distributions of a graphical model are replaced with trainable factors. (Johnson et al., 2016) learns a graphical latent representation and runs Belief Propagation on it. Combining the strengths of convolutional neural networks and conditional random fields has shown to be effective in image segmentation tasks (Chen et al., 2014; Zheng et al., 2015). A model to run Neural Networks on factor graphs was also introduced in (Zhang et al., 2019). However, in our case, we simply adjust the Graph Neural Network equations to the factor graph scenario as a building block for our hybrid model (NEBP).

More closely to our work, (Yoon et al., 2018) trains a graph neural network to estimate the marginals in Binary Markov Random Fields (Ising model) and the performance is compared with Belief Propagation for loopy graphs. In our work we are proposing a hybrid method that combines the benefits of both GNNs and BP in a single model. In (Nachmani et al., 2016) some weights are learned in the edges of the Tanner graph for High Density Parity Check codes, in our case we use a GNN on the defined graphical model and we test our model on Low Density Parity Check codes, one of the standards in communications for error decoding. A subsequent work (Liu and Poulin, 2019) uses the model from (Nachmani et al., 2016) for quantum error correcting codes. Recently, (Kuck et al., 2020) presented a strict generalization of Belief Propagation with Neural Networks, in contrast, our model augments Belief Propagation with a Graph Neural Network which learned messages are not constrained to the message passing scheme of
Belief Propagation, refining BP messages without need to backpropagate through them.

4.4 Method

4.4.1 Graph Neural Network for Factor Graphs

We will propose a hybrid method to improve Belief Propagation (BP) by combining it with Graph Neural Networks (GNNs). Both methods can be seen as message passing on a graph. However, where BP sends messages that follow directly from the definition of the graphical model, messages sent by GNNs must be learned from data. To achieve seamless integration of the two message passing algorithms, we will first extend GNNs to factor graphs.

Graph Neural Networks (Bruna et al., 2013; Defferrard et al., 2016; Kipf and Welling, 2016) operate on graph-structured data by modelling interactions between pairs of nodes. A graph is defined as a tuple $G = (V, E)$, with nodes $v \in V$ and edges $e \in E$. For a recap, a more precise definition of Graph Neural Network and the detailed equations are provided in the Background Section 2.3.

In order to integrate the GNN messages with those of BP we have to run them on a Factor Graph. In (Yoon et al., 2018) a GNN was defined on pair-wise factor graphs (i.e. a factor graph where each factor contains only two variables). In their work each variable of the factor graph represents a node in the GNN, and each factor connecting two variables represented an edge in the GNN. Properties of the factors were associated with edge attributes $a_{ij}$. The mapping between GNNs and Factor Graphs becomes less trivial when each factor may contain more than two variables. We can then no longer consider each factor as an edge of the GNN. In this work we propose special case of GNNs to run on factor graphs with an arbitrary number of variables per factor.
Similarly to Belief Propagation, we first consider a Factor Graph as a bipartite graph $G_f = (V_f, E_f)$ with two type of nodes $V_f = X \cup F$, variable-nodes $v_x \in X$ and factor-nodes $v_f \in F$, and two types of edge interactions, depending on if they go from factor-node to variable-node or vice-versa. With this graph definition, all interactions are again pair-wise (between factor-nodes and variable-nodes in the bipartite graph).

Figure 7 illustrates how a factor graph is transformed into its equivalent representation for our GNN. Each variable in the factor graph, depicted by blue circles, corresponds to a node in the GNN. However, Factors (shown as black squares in the factor graph) are only represented in the GNN if they connect to multiple variables; single edge factors are treated as attributes of their connected variable-node, eliminating unnecessary nodes. Once we have defined our graph, we use the GNN notation from the Background Section to describe the Graph Convolutional Layer for factor graphs, which define the layers of the FG-GNN. The definition of a FG-GCL is detailed in Table 4.

Table 4: Graph Convolutional Layer of a FG-GNN.

<table>
<thead>
<tr>
<th>FG-GCL</th>
<th>Edge message</th>
<th>Aggregation</th>
<th>Node Update</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m_{x_m \rightarrow f_s} = \phi_{x \rightarrow f}(h_{f_s}^1, h_{x_m}^1, a_{x_m \rightarrow f_s})$</td>
<td>$m_{f_s \rightarrow x_i} = \phi_{f \rightarrow x}(h_{x_i}^1, h_{f_s}^1, a_{f_s \rightarrow x_i})$</td>
<td>$h_{f_s}^{l+1} = \phi_{v_f}(h_{f_s}^l, m_{f_s \rightarrow x_i}, a_{f_s \rightarrow x_i})$</td>
</tr>
<tr>
<td></td>
<td>$m_{f_s \rightarrow x_i} = \sum_{x_m \in N(f_s)} m_{x_m \rightarrow f_s}$</td>
<td>$m_{x_i} = \sum_{f_s \in N(x_i)} m_{f_s \rightarrow x_i}$</td>
<td>$h_{x_i}^{l+1} = \phi_{v_x}(h_{x_i}^l, m_{x_i}, a_{x_i})$</td>
</tr>
</tbody>
</table>

In the GNN we did not have two different kind of variables in the graph and hence we only used one edge function $\phi_e$. In the FG-GNN however, we now have two types of nodes, which lead to to two type of edges which we model with different functions $\phi_{x \rightarrow f}$ and $\phi_{f \rightarrow x}$, depending on whether the message was sent by a variable or a factor node. In addition, we also have two type of node embeddings $h_{x_i}$ and $h_{f_s}$ for the two types of nodes $v_x$ and $v_f$. Again we sum over all incoming messages for each node, but now in the node update we have two different functions, $\phi_{v_f}$ for the factor-nodes and $\phi_{v_x}$ for the variable-nodes. The optional edge attributes are now named $a_{f_s \rightarrow x_i}$ and $a_{x_i \rightarrow f_s}$. The node attributes are named $a_{f_s}$ and $a_{x_i}$.
4.4.2 Notation Clarification

Differently to the standard notation described in Section 2.1, we refer to the embedding variables of the whole graph by omitting the subindex instead of using a capital letter. For example, if \( h_{x_i} \in \mathbb{R}^{nf} \) is the embedding of a variable node \( x_i \) with "nf" being the number of features in the embedding, then we refer to the set of all variable node embeddings as \( h_x \). We follow this convention for the rest of embeddings in the neural network, such that \( h_f \), \( m_{x \to f} \) represent the set of embeddings in the graph, with their respective node-wise and edge-wise embeddings being \( h_{f_x}, m_{f \to x_i} \).

4.4.3 Neural Enhanced Belief Propagation

Now that we have defined the FG-GNN we can introduce our hybrid method that runs co-jointly with Belief Propagation on a factor graph, we denote this new method Neural Enhanced Belief Propagation (NEBP). At a high level, the procedure is as follows: after every Belief Propagation iteration, we input the BP messages into the FG-GNN. The FG-GNN then runs for two iterations and updates the BP messages. This step is repeated recursively for \( N \) iterations. After that, we can compute the marginals from the refined BP messages.

We first define the two functions \( \text{BP}(\cdot) \) for Belief Propagation and \( \text{FG-GNN}(\cdot) \). \( \text{BP}(\cdot) \) takes as input all the factor-to-node messages \( \mu_{f \to x}^t \), then runs the two BP updates eqns. 30 and 31 respectively and outputs the result of that computation as \( \tilde{\mu}_{f \to x}, \tilde{\nu}_{x \to f}^t \). We initialize \( \mu_{0 \to x} \) as uniform distributions.

The function \( \text{FG-GNN}(\cdot) \) runs the equations displayed in Table 4. At every "t" iteration we give it as input the quantities \( H^t = \{ h_x^t, h_f^t \}, a_{x \to f}, a_{f \to x} \) and \( a_v \). \( H^t \) is initialized randomly at \( H^0 \) by sampling from a normal distribution. Notice this \( H \) is a different variable than \( H \) from Section 4.2.3. Moreover, the attributes \( a_{x \to f} \) and \( a_{f \to x} \) are provided to the function \( \text{FG-GNN}(\cdot) \) as the messages \( \tilde{\mu}_{x \to f} \).
and \( \tilde{\mu}_{t \rightarrow x} \) obtained from BP(\( \cdot \)), as an exception, the subset of messages from \( \tilde{\mu}_{t \rightarrow x} \) that go from a singleton factor \( f_i \) to its neighbor variable are treated as attributes \( a_v \). The output of the FG-GNN(\( \cdot \)) are the updated latent node representations \( H^{t+1} \) and the latent messages representations \( \tilde{m}_{f \rightarrow x} \), which are computed as part of the FG-GNN algorithm in Table 4. These latent representations \( \tilde{m}_{f \rightarrow x} = m_{f \rightarrow x} \cup h^{t+1}_x \) will be used to update the current message estimates \( \tilde{\mu}_{t \rightarrow x} \), specifically \( h^{t+1}_x \) will refine those messages \( \tilde{\mu}_{t \rightarrow x} \) that go from a singleton factor to its neighbor variable, and \( m_{f \rightarrow x} \) will refine the rest of messages \( \tilde{\mu}_{t \rightarrow x} \setminus \tilde{\mu}_{t \rightarrow x} \). All other variables computed inside FG-GNN(\( \cdot \)) are kept internal to this function.

Finally, \( f_s(\cdot) \) and \( f_u(\cdot) \) take as input the embeddings \( m_{f \rightarrow x} \) and output a refinement for the current message estimates \( \tilde{\mu}_{t \rightarrow x} \). Particularly, \( f_s(\cdot) \) outputs a positive scalar value that multiplies the current estimate, and \( f_u(\cdot) \) outputs a positive vector which is summed to the estimate. Both functions encompass two Multi Layer Perceptrons (MLP), one MLP takes as input the node embeddings \( h^{t+1}_x \) and outputs the refinement for the singleton factor messages, the second MLP takes as input the edge embeddings \( m_{f \rightarrow x} \) and outputs a refinement for the rest of messages \( \tilde{\mu}_{t \rightarrow x} \setminus \tilde{\mu}_{t \rightarrow x} \). In summary, the hybrid algorithm thus looks as follows:

\[
\begin{align*}
\tilde{\mu}_{t \rightarrow x}, \tilde{\mu}_{x \rightarrow f} &= \text{BP}(\mu_{t \rightarrow x}) \\
H^{t+1}, \tilde{m}_{f \rightarrow x} &= \text{FG-GNN}(H^t, \tilde{\mu}_{t \rightarrow x}, \tilde{\mu}_{x \rightarrow f}) \\
\mu_{t+1}^{t+1} &= \tilde{\mu}_{t \rightarrow x} f_s(\tilde{m}_{f \rightarrow x}) + f_u(\tilde{m}_{f \rightarrow x})
\end{align*}
\] (35)

After running the algorithm for \( N \) iterations. We obtain the estimate \( \hat{p}(x_i) \) by using the same operation as in Belief Propagation (eq. 32), which amounts to taking a product of all incoming messages to node \( x_i \), i.e. \( \hat{p}(x_i) \propto \prod_{s \in N(x_i)} \mu_{f_s \rightarrow x_i} \). From these marginal distributions we can compute any desired quantity on a node.

4.4.4 Training and Loss

The loss is computed from the estimated marginals \( \hat{p}(x) \) and ground truth values \( x_{gt} \), which we assume known during training. In the LDPC experiment the ground truths \( x_{gt} \) are the transmitted bits which are known by the receiver during the training stage.

\[
\text{Loss}(\Theta) = \mathcal{L}(x_{gt}, \hat{p}(x)) + \mathcal{R}
\] (36)

During training we back-propagate through the whole multi-layer estimation model (with each layer an iteration of the hybrid model), updating the FG-GNN, \( f_s(\cdot) \) and \( f_u(\cdot) \) weights \( \Theta \). The number of training iterations is chosen by cross-validation. In our experiments we use the binary cross entropy loss for \( \mathcal{L} \). The reg-
ularization term $\mathcal{R}$ is the mean of $f_u(\cdot)$ outputs, i.e. $\mathcal{R} = \frac{1}{N} \sum_t \text{mean}(f_u(\mathbf{m}_{t \rightarrow x}^t))$. It encourages the model to behave closer to Belief Propagation. In case, $f_u(\cdot)$ output is set to 0, the hybrid algorithm would be equivalent to Belief Propagation. This happens because $f_s(\cdot)$ outputs a scalar value that on its own only modifies the norm of $\mathbf{m}_{t \rightarrow x}^t$. Belief Propagation can operate on unnormalized beliefs, although it is a common practice to normalize them at every BP iteration to avoid numerical instabilities. Therefore, only modifying the norm of the messages on its own doesn’t change our hybrid algorithm because messages are being normalized at every BP iteration.

4.5 Experiments

We analyze the performance of Belief Propagation, FG-GNNs, and our Neural Enhanced Belief Propagation (NEBP) in an error correction task where Belief Propagation is also known as LDPC (Section 4.2.3). In both FG-GNN and NEBP, the edge operations $\sigma_{x \rightarrow f}$, $\sigma_{f \rightarrow x}$ defined in Section 4.4 consist of two layers Multilayer Perceptrons (MLP). The node update functions $\sigma_{v_{t \rightarrow f}}$ and $\sigma_{v_{x \rightarrow y}}$ consist of two layer MLPs followed by a Gated Recurrent Unit (Chung et al., 2014). Functions $f_s(\cdot)$ and $f_u(\cdot)$ from the NEBP combination module also contain two layers MLPs.

4.5.1 Low Density Parity Check Codes

LDPC codes, explained in Section 4.2.3 are a particular case of Belief Propagation run on a bipartite graph for error correction decoding tasks. Bipartite graphs contain cycles, hence Belief Propagation is no longer guaranteed to converge nor to provide the optimal estimates. Despite this lack of guarantees, LDPC has shown excellent results near the Shannon limit (MacKay and Neal, 1996) for Gaussian channels. LDPC assumes a channel with an analytical solution, commonly a Gaussian channel. In real world scenarios, the channel may differ from Gaussian or it may not even have a clean analytical solution to run Belief Propagation on, leading to sub-optimal estimates. An advantage of neural networks is that, in such cases, they can learn a decoding algorithm from data.

In this experiment we consider the bursty noisy channel from (Kim et al., 2018), where a signal $x_t$ is transmitted through a standard Gaussian channel $z_t \sim N(0, \sigma^2_c)$, however this time, a larger noise signal $w_t \sim N(0, \sigma^2_b)$ is added with a small probability $\rho$. More formally:

$$r_t = x_t + z_t + p_t w_t \quad (37)$$

Where $r_t$ is the received signal, and $p_t$ follows a Bernoulli distribution such that $p_t = 1$ with probability $\rho$, and $p_t = 0$ with probability $1 - \rho$. In our experiments, we set $\rho = 0.05$ as done in (Kim et al., 2018). This bursty channel describes how unexpected signals may cause interference in the middle of a transmitted frame.
For example, radars may cause bursty interference in wireless communications. In LDPC, the SNR is assumed to be known and fixed for a given frame, yet, in practice it needs to be estimated with a known preamble (the pilot sequence) transmitted before the frame. If bursty noise occurs in the middle of the transmission, the estimated SNR is blind to this new noise level.

dataset: We use the parity check matrix $H$ "96.3.963" from (MacKay and Codes, 2009) for all experiments, with $n = 96$ variables and $k = 48$ factors, i.e. a transmitted code-word $x \in \mathbb{B}^n$ contains 96 bits. The training dataset consists of pairs of received and transmitted code-words $\{(r_d, x_d)\}_{1 \leq d \leq L}$. The transmitted code-words $x$ are used as ground truth for training the decoding algorithm. The received code-words $r$ are obtained by transmitting $x$ through the bursty channel from Equation 37. We generate samples for $\text{SNR}_{db} = \{0, 1, 2, 3, 4\}$. Regarding the bursty noise $\sigma_b$, we randomly sample its standard deviation from a uniform distribution $\sigma_b \in [0, 5]$. We generate a validation partition of 750 code-words (150 code-words per $\text{SNR}_{db}$ value). For the training partition we keep generating samples until convergence, i.e. until we do not see further improvement in the validation accuracy.

training procedure: We provide as input to the model the received code-word $r_d$ and the SNR for that code-word. These values are provided as node attributes $a_v$ described in Section 4.4. We run the algorithms for 20 iterations and the loss is computed as the cross entropy between the estimated $\hat{x}$ and the ground truth $x_d$. We use an Adam optimizer (Kingma and Ba, 2014) with a learning rate.
and batch size of 1. The number of hidden features is 32 and all activation functions are ‘Selus’ (Klambauer et al., 2017). As a evaluation metric we compute the Bit Error Rate (BER), which is the number of error bits divided by the total amount of transmitted bits. The number of test code-words we used to evaluate each point from our plots (Figure 9) is at least $\frac{200}{BER \cdot n}$, where $n$ is the number of bits per code-word and BER is the estimated Bit Error Rate for that point.

**Baselines:** Beside the already mentioned methods (FG-GNN and standard LDPC error correction decoding), we also run two extra baselines. The first one we call *Bits baseline*, which consists of independently estimating each bit that maximizes $p(r_i|x_i)$. The other baseline, called *LDPC-bursty*, is a variation of LDPC, where instead of considering a SNR with a noise level $\sigma_c^2 = \text{var}[z]$, we consider the noise distribution from Equation 37 such that now the noise variance is $\sigma^2 = \text{var}[z + pw] = \sigma_c^2 + (\rho(1 - \rho) + \rho^2)\text{var}[\sigma_b^2]$. This is a fairer comparison to our learned methods, because even if we are blind to the $\sigma_b$ value, we know there may be a bursty noise with probability $\rho$ and $\sigma_b \sim U(0, 5)$.

![Figure 10: Bit Error Rate (BER) with respect to $\sigma_b$ value for a fixed SNR=3.](image)

**Results:** In Figure 9 we show six different plots for each of the $\sigma_b$ values {0, 1, 2, 3, 4, 5}. In each plot we sweep the SNR from 0 to 4. Notice that for $\sigma_b = 0$ the bursty noise is non-existent and the channel is equivalent to an Additive White Gaussian Noise channel (AWGN). LDPC has analytically been designed for this channel obtaining its best performance here. The aim of our algorithm is to outperform LDPC for $\sigma_b > 0$ while still matching its performance for $\sigma_b = 0$. As shown in the plots, as $\sigma_b$ increases, the performance of NEBP and FG-GNN improves compared to the other methods, with NEBP always achieving the best performance, and getting close to the LDPC performance for the AWGN channel ($\sigma_b = 0$). In summary, the hybrid method is more robust than LDPC, obtaining competitive results to LDPC for AWGN channels but still outperforming it when
bursty interferences are present. The FG-GNN instead, obtains relatively poor performance compared to LDPC for small $\sigma_b$, demonstrating that belief propagation is still a very powerful tool compared to pure learned inference for this task. Our NEBP is able to combine the benefits from both LDPC and the FG-GNN to achieve the best performance, exploiting the adaptability of FG-GNN and the prior knowledge of Belief Propagation. Finally, LDPC-bursty shows a more robust performance as we increase $\sigma_b$ but it is significantly outperformed by NEBP in bursty channels, and it also performs slightly worse than LDPC for the AWGN channel ($\sigma_b = 0$).

In order to better visualize the decrease in performance as the burst variance increases, we sweep over different $\sigma_b$ values for a fixed SNR=3. The result is shown in Figure 10. The larger $\sigma_b$, the larger the BER. However, the performance decreases much less for our NEBP method than for LDPC and LDPC-bursty. In other words, NEBP is more robust as we move away from the AWGN assumption. We want to emphasize that in real world scenarios, the channel may always deviate from gaussian. Even if assuming an AWGN channel, its parameters (SNR) must be estimated in real scenarios. This potential deviations make hybrid methods a very promising approach.

4.6 CONCLUSIONS

In this chapter, we presented a hybrid inference method that enhances Belief Propagation by co-jointly running a Graph Neural Network that we designed for factor graphs. In cases where the data generating process is not fully known (e.g. the parameters of the graphical model need to be estimated from data), belief propagation doesn’t perform optimally. Our hybrid model in contrast is able to combine the prior knowledge encoded in the graphical model (albeit with the wrong parameters) and combine this with a (factor) graph neural network with its parameters learned from labeled data on a representative distribution of channels. Note that we can think of this as meta-learning because the FG-GNN is not trained on one specific channel but on a distribution of channels and therefore must perform well on any channel sampled from this distribution without knowing its specific parameters. We tested our ideas on a state-of-the-art LDPC implementation with realistic bursty noise distributions. Our experiments show that the neural enhancement of LDPC improves performance both relative to LDPC and relative to FG-GNN as the variance in the bursts gets larger.
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E(N) EQUIVARIANT GRAPH NEURAL NETWORKS

This Chapter is based on the content of:

5.1 INTRODUCTION

In the following chapters we focus on developing machine learning models that leverage symmetries inherent in the data. Specifically, we focus on the Euclidean symmetry group which includes translations, rotations and reflections. In this chapter we design a variant of graph neural networks that is equivariant to Euclidean transformations which we name E(n) Equivariant Graph Neural Networks (EGNNs).

Although deep learning has largely replaced hand-crafted features, many advances are critically dependent on inductive biases in deep neural networks. An effective method to restrict neural networks to relevant functions is to exploit the symmetry of problems by enforcing equivariance with respect to transformations from a certain symmetry group. Notable examples are translation equivariance in Convolutional Neural Networks and permutation equivariance in Graph Neural Networks (Bruna et al., 2013; Defferrard et al., 2016; Kipf and Welling, 2016a).

Many problems exhibit 3D translation and rotation symmetries. Some examples are point clouds (Uy et al., 2019), 3D molecular structures (Ramakrishnan et al., 2014) or N-body particle simulations (Kipf et al., 2018). The group corresponding to these symmetries is named the Euclidean group: SE(3) or when reflections are included E(3). It is often desired that predictions on these tasks are either equivariant or invariant with respect to E(3) transformations.

Recently, various forms and methods to achieve E(3) or SE(3) equivariance have been proposed (Thomas et al., 2018b; Fuchs et al., 2020; Finzi et al., 2020b; Köhler et al., 2020a). Many of these works achieve innovations in studying types of
higher-order representations for intermediate network layers. However, the transformations for these higher-order representations require coefficients or approximations that can be expensive to compute. Additionally, in practice for many types of data the inputs and outputs are restricted to scalar values (for instance temperature or energy, referred to as type-0 in literature) and 3d vectors (for instance velocity or momentum, referred to as type-1 in literature).

In this work we present a new architecture that is translation, rotation and reflection equivariant (E(n)), and permutation equivariant with respect to an input set of points. Our model is simpler than previous methods in that it does not require the spherical harmonics as in (Thomas et al., 2018b; Fuchs et al., 2020) while it can still achieve competitive or better results. In addition, equivariance in our model is not limited to the 3-dimensional space and can be scaled to larger dimensional spaces without a significant increase in computation.

We evaluate our method in modelling dynamical systems, representation learning in graph autoencoders and predicting molecular properties in the QM9 dataset. Our method reports the best or very competitive performance in all three experiments.

5.2 BACKGROUND

In this section we introduce the relevant materials on equivariance and graph neural networks which will later complement the definition of our method.
5.2.1 Equivariance

The concept of equivariance is introduced in more detail in the Background Section 2.5. For a quick recapitulation, consider a set of \( M \) points in an \( n \)-dimensional space \( X = \{x_1, \ldots, x_M\} \in \mathbb{R}^{M \times n} \). Let \( T_g : X \rightarrow X \) be a set of transformations on \( X \) for the abstract group \( g \in G \). We say a function \( \phi : X \rightarrow Y \) is equivariant to \( g \) if there exists an equivalent transformation on its output space \( S_g : Y \rightarrow Y \) such that:

\[
\phi(T_g(X)) = S_g(\phi(X)) \tag{38}
\]

In this particular chapter we are interested in equivariance to Euclidean transformations, such as translations, rotations, and reflections. As well as to permutations, which are already inherent in graph neural networks. Our method introduced in this chapter will satisfy these four mentioned equivariant constraints.

5.2.2 Graph Neural Networks

Graph Neural Networks are permutation equivariant networks that operate on graph structured data (Bruna et al., 2013; Defferrard et al., 2016; Kipf and Welling, 2016a). They have been introduced in more detail in the Background Section 2.3. Given a graph \( G = (V, E) \) with nodes \( v_i \in V \) and edges \( e_{ij} \in E \) we can recall the equations of a graph convolutional layer from Section 2.3 as:

\[
\begin{align*}
m_{ij} &= \phi_e(h_i^l, h_j^l, a_{ij}) \tag{39} \\
m_i^l &= \sum_{j \in N(i)} m_{ij} \tag{40} \\
h_i^{l+1} &= \phi_h(h_i^l, m_i^l) \tag{41}
\end{align*}
\]

Where \( h_i^l \in \mathbb{R}^{n_f} \) is the \( n_f \)-dimensional embedding of node \( v_i \) at layer \( l \). \( a_{ij} \) are the edge attributes. \( N(i) \) represents the set of neighbors of node \( v_i \). Finally, \( \phi_e \) and \( \phi_h \) are the edge and node operations respectively which are commonly approximated by Multilayer Perceptrons (MLPs). The \( E(n) \) Equivariant Graph Neural Network introduced in this chapter is build on top this Graph Neural Network equations.

5.3 Equivariant Graph Neural Networks

In this section we present Equivariant Graph Neural Networks (EGNNs). Following the notation from background Section 5.2.2 we consider a graph \( G = (V, E) \) with nodes \( v_i \in V \) and edges \( e_{ij} \in E \). In addition to the feature node embeddings \( h_i \in \mathbb{R}^{n_f} \) we now also consider a \( n \)-dimensional coordinate \( x_i \in \mathbb{R}^n \) associated
with each of the graph nodes. Our model will preserve equivariance to rotations and translations on these set of coordinates $x_i$ and it will also preserve equivariance to permutations on the set of nodes $\mathcal{V}$ in the same fashion as GNNs.

Our Equivariant Graph Convolutional Layer (EGCL) takes as input the set of node embeddings $H^l = \{h^l_0, \ldots, h^l_{M-1}\}$, coordinates $X^l = \{x^l_0, \ldots, x^l_{M-1}\}$ and edge information $\mathcal{E} = (e_{ij})$ and outputs a transformation on $H^{l+1}$ and $X^{l+1}$. Concisely: $H^{l+1}, X^{l+1} = \text{EGCL}[H^l, X^l, \mathcal{E}]$. The equations that define this layer are the following:

\[
\begin{align*}
    m_{ij} &= \phi_e \left( h^l_i, h^l_j, \|x^l_i - x^l_j\|^2, a_{ij} \right) \quad \text{(42)} \\
    x^l_{i+1} &= x^l_i + C \sum_{j \neq i} \left( x^l_i - x^l_j \right) \phi_x (m_{ij}) \quad \text{(43)} \\
    m_i &= \sum_{j \neq i} m_{ij} \quad \text{(44)} \\
    h^l_{i+1} &= \phi_h \left( h^l_i, m_i \right) \quad \text{(45)}
\end{align*}
\]

Notice the main differences between the above proposed method and the original Graph Neural Network from Equation 39 are found in equations 42 and 43. In equation 42 we now input the relative squared distance between two coordinates $\|x^l_i - x^l_j\|^2$ into the edge operation $\phi_e$. The embeddings $h^l_i, h^l_j$, and the edge attributes $a_{ij}$ are also provided as input to the edge operation as in the GNN case. In our case the edge attributes will incorporate the edge values $a_{ij} := e_{ij}$, but they can also include additional edge information.

In Equation 43 we update the position of each particle $x_i$ as a vector field in a radial direction. In other words, the position of each particle $x_i$ is updated by the weighted sum of all relative differences $(x_i - x_j)_{\forall j}$. The weights of this sum are provided as the output of the function $\phi_x : \mathbb{R}^n \rightarrow \mathbb{R}$ that takes as input the edge embedding $m_{ij}$ from the previous edge operation and outputs a scalar value. C is chosen to be $1/(M-1)$, which divides the sum by its number of elements. This equation is the main difference of our model compared to standard GNNs and it is the reason why equivariances 1, 2 are preserved (proof in Appendix B.1). Despite its simplicity, this equivariant operation is very flexible since the embedding $m_{ij}$ can carry information from the whole graph and not only from the given edge $e_{ij}$.

Finally, equations 44 and 45 follow the same updates than standard GNNs. Equation 44 is the aggregation step, in this work we choose to aggregate messages from all other nodes $j \neq i$, but we could limit the message exchange to a given neighborhood $j \in \mathcal{N}(i)$ if desired in both equations 44 and 43. Equation 45 per-
forms the node operation $\phi_h$ which takes as input the aggregated messages $m_i$, the node embedding $h_i$ and outputs the updated node embedding $h_i^{l+1}$.

5.3.1 Analysis on $E(n)$ Equivariance

In this section we analyze the equivariance properties of our model for $E(3)$ symmetries (i.e. properties 1 and 2 stated in section 2.5). In other words, our model should be translation equivariant on $X$ for any translation vector $g \in \mathbb{R}^n$ and it should also be rotation and reflection equivariant on $X$ for any orthogonal matrix $Q \in \mathbb{R}^{n \times n}$. Let $QX$ be shorthand for $(Qx_1, \ldots, Qx_M)$, more formally our model satisfies:

$$QX^{l+1} + g \cdot H^{l+1} = \text{EGCL}(QX^l + g, H^l)$$

We provide a formal proof of this in Appendix B.1. Intuitively, let’s consider a $h_i^l \in H^l$ feature which is already $E(n)$ invariant, then we can see that the resultant edge embedding $m_{ij}$ from Equation 42 will also be $E(n)$ invariant, because in addition to $h_i^l$ and $h_j^l$, it only depends on squared distances $\|x_i^l - x_j^l\|^2$, which are $E(n)$ invariant. Next, Equation 43 computes $x_i^{l+1}$ by a weighted sum of differences $(x_i - x_j)$ which is added to $x_i$, this transforms as a type-1 vector and preserves equivariance (see Appendix B.1). Finally the last two equations 44 and 45 that generate the next layer node-embeddings $h_i^{l+1}$ remain $E(n)$ invariant since they only depend on $h_i$ and $m_{ij}$ which, as we saw above, are $E(n)$ invariant. Therefore the output $h_i^{l+1}$ is $E(n)$ invariant and $x_i^{l+1}$ is $E(n)$ equivariant to $x_i^l$. Inductively, a composition of EGCLs will also be equivariant.

5.3.2 Extending EGNNs for Vector Type Representations

In this section we propose a slight modification to the presented method such that we explicitly keep track of the particle’s momentum. In some scenarios this can be useful not only to obtain an estimate of the particle’s velocity at every layer but also to provide an initial velocity value in those cases where it is not $0$. We can include momentum $V^l = \{v_{0}^l, \ldots, v_{M-1}^l\}$ to our proposed method by just replacing Equation 43 of our model with the following equation:

$$v_i^{l+1} = \phi_v(h_i^l) v_i^{\text{init}} + C \sum_{j \neq i} (x_i^l - x_j^l) \phi_x(m_{ij})$$

$$x_i^{l+1} = x_i^l + v_i^{l+1}$$

(46)

Note that this extends the EGCL layer as $H^{l+1}, X^{l+1}, V^{l+1} = \text{EGCL}[H^l, X^l, V^{\text{init}}, \varepsilon]$. The only difference is that now we broke down the coordinate update (Eq. 43) in two steps, first we compute the velocity $v_i^{l+1}$ and then we use this velocity to update the position $x_i^l$. The initial velocity $v_i^{\text{init}}$ is scaled by a new function $\phi_v : \mathbb{R}^N \rightarrow \mathbb{R}^l$ that maps the node embedding $h_i$ to a scalar value. Notice that if the initial velocity is set to zero ($v_i^{\text{init}} = 0$), both equations 43 and 46 become...
5.3.3 Inferring the Edges

Given a point cloud or a set of nodes, we may not always be provided with an adjacency matrix. In those cases we can assume a fully connected graph where all nodes exchange messages with each other \( j \neq i \) as done in Equation 44. This fully connected approach may not scale well to large point clouds where we may want to locally limit the exchange of messages \( \mathbf{m}_i = \sum_{j \in \mathcal{N}(i)} \mathbf{m}_{ij} \) to a neighborhood \( \mathcal{N}(i) \) to avoid an overflow of information.

Similarly to (Serviansky et al., 2020; Kipf et al., 2018), we present a simple solution to infer the relations/edges of the graph in our model, even when they are not explicitly provided. Given a set of neighbors \( \mathcal{N}(i) \) for each node \( i \), we can re-write the aggregation operation from our model (Eq. 44) in the following way:

\[
\mathbf{m}_i = \sum_{j \in \mathcal{N}(i)} \mathbf{m}_{ij} = \sum_{j \neq i} e_{ij} \mathbf{m}_{ij}
\]

(47)

Where \( e_{ij} \) takes value 1 if there is an edge between nodes \( (i, j) \) and 0 otherwise. Now we can choose to approximate the relations \( e_{ij} \) with the following function \( e_{ij} \approx \phi_{\text{inf}}(\mathbf{m}_{ij}) \), where \( \phi_{\text{inf}} : \mathbb{R}^{nf} \to [0, 1] \) resembles a linear layer followed by a sigmoid function that takes as input the current edge embedding and outputs a soft estimation of its edge value. This modification does not change the \( \mathcal{E}(n) \) properties of the model since we are only operating on the messages \( \mathbf{m}_{ij} \) which are already \( \mathcal{E}(n) \) invariant.

5.4 Related Work

Group equivariant neural networks have demonstrated their effectiveness in a wide variety of tasks (Cohen and Welling, 2016; Cohen and Welling, 2017; Weiler and Cesa, 2019; Rezende et al., 2019; Romero and Cordonnier, 2021). Recently, various forms and methods to achieve \( \mathcal{E}(3) \) or \( \text{SE}(3) \) equivariance have been proposed. Thomas et al. (2018b) and Fuchs et al. (2020) utilize the spherical harmonics to compute a basis for the transformations, which allows transformations between higher-order representations. A downside to this method is that the spherical harmonics need to be recomputed which can be expensive. Currently, an extension of this method to arbitrary dimensions is unknown. Finzi et al. (2020b) parametrize transformations by mapping kernels on the Lie Algebra. For this method the neural network outputs are in certain situations stochastic, which may be undesirable. Horie et al. (2020) proposes a set of isometric invariant and equivairant transformations for Graph Neural Networks. Köhler et al. (2019) and
Another related line of research concerns message passing algorithms on molecular data. (Gilmer et al., 2017) presented a message passing setting (or Graph Neural Network) for quantum chemistry, this method is permutation equivariant but not translation or rotation equivariant. (Kondor et al., 2018) extends the equivariance of GNNs such that each neuron transforms in a specific way under permutations, but this extension only affects its permutation group and not translations or rotations in a geometric space. Further works (Schütt et al., 2017b; Schütt et al., 2017a) build E(n) invariant message passing networks by inputting the relative distances between points. Klicpera et al. (2020a) and Klicpera et al. (2020b) in addition to relative distances it includes a modified message passing scheme analogous to Belief Propagation that considers angles and directional information equivariant to rotations. It also uses Bessel functions and spherical harmonics to construct and orthogonal basis. Anderson et al. (2019) and Miller et al. (2020) include SO(3) equivariance in its intermediate layers for modelling the behavior and properties of molecular data. Our method is also framed as a message passing framework but in contrast to these methods it achieves E(n) equivariance.

Table 5: Comparison of different works from the literature written under the message passing notation. We created this table with the aim of providing a clear and simple way to compare these different methods. The names from left to right are: Graph Neural Networks (Gilmer et al., 2017); Radial Field from Equivariant Flows (Köhler et al., 2020); Tensor Field Networks (Thomas et al., 2018b); Schnet (Schütt et al., 2017b); and our Equivariant Graph Neural Network. The rows in the table below the model name represent the edge operation, aggregation and node update respectively. The difference between two points is written as \( r_{ij} = (x_i - x_j) \). The layer index \( l + 1 \) is written as \( l' \).

<table>
<thead>
<tr>
<th>GNN</th>
<th>Radial Field</th>
<th>TFN</th>
<th>Schnet</th>
<th>EGNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_{i,j} = \phi_h(h_i^l, h_j^l) )</td>
<td>( m_{i,j} = \phi_h((r_{ij}^l)^2) )</td>
<td>( m_{i,j} = \sum_k W_{i,j}^k h_i^l h_j^l )</td>
<td>( m_{i,j} = \phi_h((r_{ij}^l)^2) )</td>
<td>( m_{i,j} = \phi_h(h_i^l, h_j^l,</td>
</tr>
<tr>
<td>( m_i = \sum_{j \in N(i)} m_{i,j} )</td>
<td>( m_i = \sum_{j \neq i} m_{i,j} )</td>
<td>( m_i = \sum_{j \neq i} m_{i,j} )</td>
<td>( m_i = \sum_{j \neq i} m_{i,j} )</td>
<td>( \hat{m}<em>i = r_i^l \phi_h(m</em>{i,j}) )</td>
</tr>
<tr>
<td>( h_i^{l'} = \phi_h(h_i^l, m_i) )</td>
<td>( x_i^{l'} = x_i^l + m_i )</td>
<td>( h_i^{l', t} = \nu^{l'} h_i^{l, t} + m_i )</td>
<td>( h_i^{l'} = \phi_h(h_i^l, m_i) )</td>
<td>( x_i^{l'} = x_i^l + \hat{m}_i )</td>
</tr>
</tbody>
</table>

Köhler et al. (2020a) propose an E(n) equivariant network to model 3D point clouds, but the method is only defined for positional data on the nodes without any feature dimensions.
Relationship with existing methods

In Table 5, the EGNN equations are detailed together with some of its closest methods from the literature under the message passing notation from (Gilmer et al., 2017). This table aims to provide a simple way to compare these different algorithms. It is structured in three main rows that describe i) the edge ii) aggregation and iii) node update operations. The GNN algorithm is the same as the previously introduced in Section 5.2.2. Our EGNN algorithm is also equivalent to the description in Section 5.3 but notation has been modified to match the (edge, aggregation, node) format. In all equations $r_{ij} = (x_i - x_j)$. Notice that except the EGNN, all algorithms have the same aggregation operation and the main differences arise from the edge operation. The algorithm that we call "Radial Field" is the $E(n)$ equivariant update from (Köhler et al., 2019). This method is $E(n)$ equivariant, however its main limitation is that it only operates on $x_i$ and it does not propagate node features $h_i$ among nodes. In the method $\phi_{rf}$ is modelled as an MLP. Tensor Field Networks (TFN) (Thomas et al., 2018b) instead propagate the node embeddings $h$ but it uses spherical harmonics to compute its learnable weight kernel $W_{lk} : \mathbb{R}^3 \rightarrow \mathbb{R}^{(2\ell+1) \times (2k+1)}$ which preserves $SE(3)$ equivariance but is expensive to compute and limited to the 3 dimensional space. The $SE(3)$ Transformer (Fuchs et al., 2020) (not included in this table), can be interpreted as an extension of TFN with attention. Schnet (Schütt et al., 2017b) can be interpreted as an $E(n)$ invariant Graph Neural Network where $\phi_c$ receives as input relative distances and outputs a continuous filter convolution that multiplies the neighbor embeddings $h_i$. Our EGNN differs from these other methods in terms that it performs two different updates in each of the table rows, one related to the embeddings $h_i$ and another related to the coordinates $x_i$. These two variables exchange information in the edge operation. In summary the EGNN can retain the flexibility of GNNs while remaining $E(n)$ equivariant as the Radial Field algorithm and without the need to compute expensive operations (i.e. spherical harmonics).

5.5 EXPERIMENTS

5.5.1 Modelling a Dynamical System | N-body System

In a dynamical system a function defines the time dependence of a point or set of points in a geometrical space. Modelling these complex dynamics is crucial in a variety of applications such as control systems (Chua et al., 2018), model based dynamics in reinforcement learning (Nagabandi et al., 2018), and physical systems simulations (Grzeszczuk et al., 1998; Watters et al., 2017). In this experiment we forecast the positions for a set of particles which are modelled by simple interaction rules, yet can exhibit complex dynamics.
Similarly to (Fuchs et al., 2020), we extended the Charged Particles N-body experiment from (Kipf et al., 2018) to a 3 dimensional space. The system consists of 5 particles that carry a positive or negative charge and have a position and a velocity associated in 3-dimensional space. The system is controlled by physicist rules: particles are attracted or repelled depending on their charges. This is an equivariant task since rotations and translations on the input set of particles result in the same transformations throughout the entire trajectory.

**Dataset:** We sampled 3,000 trajectories for training, 2,000 for validation and 2,000 for testing. Each trajectory has a duration of 1,000 timesteps. For each trajectory we are provided with the initial particle positions $\mathbf{p}^0 = \{\mathbf{p}^0_1, \ldots, \mathbf{p}^0_5\} \in \mathbb{R}^{5 \times 3}$, their initial velocities $\mathbf{v}^0 = \{\mathbf{v}^0_1, \ldots, \mathbf{v}^0_5\} \in \mathbb{R}^{5 \times 3}$ and their respective charges $c = \{c_1, \ldots, c_5\} \in \{-1, 1\}^5$. The task is to estimate the positions of the five particles after 1,000 timesteps. We optimize the averaged Mean Squared Error of the estimated position with the ground truth one.

**Implementation details:** In this experiment we used the extension of our model that includes velocity from Section 5.3.2. We input the positions $\mathbf{p}^0_i$ as the first layer coordinates $x^0_i$ of our model and the velocity $\mathbf{v}^0_i$ as the initial velocity in Equation 46, the norms $||\mathbf{v}^0_i||$ are also provided as features to $h^0_i$ through a linear mapping. The charges are input as edge attributes $a_{ij} := c_i c_j$. The model outputs the last layer coordinates $X_L$ as the estimated positions. We compare our method to its non equivariant Graph Neural Network (GNN) cousin, and the equivariant methods: Radial Field (Köhler et al., 2019), Tensor Field Networks and the SE(3) Transformer. All algorithms are composed of 4 layers and have been trained under the same conditions, batch size 100, 10,000 epochs, Adam optimizer, the learning rate was tuned independently for each model. We used 64 features for the hidden layers in the Radial Field, the GNN and our EGNN. As non-linearity we used the Swish activation function (Ramachandran et al., 2017). For TFN and the SE(3) Transformer we swept over different number of vector types and features and chose those that provided the best performance. Further implementation details are provided in Appendix B.3.1. A Linear model that simply considers the motion equation $\mathbf{p}^{(t)}_i = \mathbf{p}^0_i + \mathbf{v}^0_i t$ is also included as a baseline. We also provide the average forward pass time in seconds for each of the models for a batch of 100 samples in a GTX 1080 Ti GPU.

**Results:** As shown in Table 6, our model significantly outperforms the other equivariant and non-equivariant alternatives while still being efficient in terms of running time. It reduces the error with respect to the second best performing method by a 32%. In addition it doesn’t require the computation of spherical harmonics which makes it more time efficient than Tensor Field Networks and the SE(3) Transformer.
Table 6: Mean Squared Error for the future position estimation in the N-body system experiment, and forward time in seconds for a batch size of 100 samples running in a GTX 1080Ti GPU.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>Forward time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.0819</td>
<td>0.0001</td>
</tr>
<tr>
<td>SE(3) Transformer</td>
<td>0.0244</td>
<td>0.1346</td>
</tr>
<tr>
<td>Tensor Field Network</td>
<td>0.0155</td>
<td>0.0343</td>
</tr>
<tr>
<td>Graph Neural Network</td>
<td>0.0107</td>
<td>0.0032</td>
</tr>
<tr>
<td>Radial Field</td>
<td>0.0104</td>
<td>0.0039</td>
</tr>
<tr>
<td>EGNN</td>
<td>0.0071</td>
<td>0.0062</td>
</tr>
</tbody>
</table>

Analysis for Different Number of Training Samples: We want to analyze the performance of our EGNN in the small and large data regime. In the following, we report on a similar experiment as above, but instead of using 3,000 training samples we generated a new training partition of 50,000 samples and we sweep over different amounts of data from 100 to 50,000 samples. We compare the performances of our EGNN vs its non-equivariant GNN counterpart and the Radial Field algorithm. Results are presented in Figure 12. Our method outperforms both Radial Field and GNNs in the small and large data regimes. This shows the EGNN is more data efficient than GNNs since it doesn’t require to generalize over rotations and translations of the data while it ensembles the flexibility of GNNs in the larger data regime. Due to its high model bias, the Radial Field algorithm performs well when data is scarce but it is unable to learn the subtleties of the dataset as we increase the training size. In summary, our EGNN benefits from both the high bias of E(n) methods and the flexibility of GNNs.

5.5.2 Graph Autoencoder

A Graph Autoencoder can learn unsupervised representations of graphs in a continuous latent space (Kipf and Welling, 2016; Simonovsky and Komodakis, 2018). In this experiment section we use our EGNN to build an Equivariant Graph Autoencoder. We will explain how Graph Autoencoders can benefit from equivariance and we will show how our method outperforms standard GNN autoencoders in the provided datasets. This problem is particularly interesting since the embedding space can be scaled to larger dimensions and is not limited to a 3-dimensional Euclidean space.

Similarly to the work of (Kipf and Welling, 2016) further extended by Section 3.3 in (Liu et al., 2019), our graph auto-encoder $Z = q(G)$ embeds a graph $G$...
Figure 12: Mean Squared Error in the N-body experiment for the Radial Field, GNN and EGNN methods when sweeping over different amounts of training data.

into a set of latent nodes \( Z = \{ z_1, \ldots z_M \} \in \mathbb{R}^{M \times n} \), where \( M \) is the number of nodes and \( n \) the embedding size per node. Notice this may reduce the memory complexity to store the graphs from \( O(M^2) \) to \( O(Mn) \) where \( n \) may depend on \( M \) for a certain approximation error tolerance. This differs from the variational autoencoder proposed in (Simonovsky and Komodakis, 2018) which embeds the graph in a single vector \( z \in \mathbb{R}^K \), which causes the reconstruction to be computationally very expensive since the nodes of the decoded graph have to be matched again to the ground truth. In addition to the introduced graph generation and representation learning methods, it is worth mentioning that in the context of graph compression other methods (Candès and Recht, 2009) can be used.

More specifically, we will compare our Equivariant Graph Auto-Encoder in the task presented in (Liu et al., 2019) where a graph \( G = (V, E) \) with node features \( H \in \mathbb{R}^{M \times nf} \) and adjacency matrix \( A \in \{0, 1\}^{M \times M} \) is embedded into a latent space \( Z = q(H, A) \in \mathbb{R}^{M \times n} \). Following (Kipf and Welling, 2016b; Liu et al., 2019), we are only interested in reconstructing the adjacency matrix \( A \) since the datasets we will work with do not contain node features. The decoder \( q(\cdot) \) proposed by (Liu et al., 2019) takes as input the embedding space \( Z \) and outputs the reconstructed adjacency matrix \( \hat{A} = g(Z) \), this decoder function is defined as follows:

\[
\hat{A}_{ij} = g_e(z_i, z_j) = \frac{1}{1 + \exp(w \| z_i - z_j \|^2 + b)} 
\]

(48)

Where \( w \) and \( b \) are its only learnable parameters and \( g_e(\cdot) \) is the decoder edge function applied to every pair of node embeddings. It reflects that edge probabilities will depend on the relative distances among node embeddings. The training
loss is defined as the binary cross entropy between the estimated and the ground truth edges $\mathcal{L} = \sum_{ij} \text{BCE}(\hat{A}_{ij}, A_{ij})$.

**The Symmetry Problem:** The above stated autoencoder may seem straightforward to implement at first sight but in some cases there is a strong limitation regarding the symmetry of the graph. Graph Neural Networks are convolutions on the edges and nodes of a graph, i.e. the same function is applied to all edges and to all nodes. In some graphs (e.g. those defined only by its adjacency matrix) we may not have input features in the nodes, and for that reason the difference among nodes relies only on their edges or neighborhood topology. Therefore, if the neighborhood of two nodes is exactly the same, their encoded embeddings will be the same too. A clear example of this is a cycle graph (an example of a 4 nodes cycle graph is provided in Figure 13). When running a Graph Neural Network encoder on a node featureless cycle graph, we will obtain the exact same embedding for each of the nodes, which makes it impossible to reconstruct the edges of the original graph from the node embeddings. The cycle graph is a severe example where all nodes have the exact same neighborhood topology but these symmetries can be present in different ways for other graphs with different edge distributions or even when including node features if these are not unique.

An ad-hoc method to break the symmetry of the graph is introduced by (Liu et al., 2019). This method introduces noise sampled from a Gaussian distribution into the input node features of the graph $h_0^i \sim N(0, \sigma I)$. This noise allows different representations for all node embeddings and as a result the graph can be decoded again, but it comes with a drawback, the network has to generalize over the new introduced noise distribution. Our Equivariant Graph Autoencoder will remain translation and rotation equivariant to this sampled noise which we find makes the generalization much easier. Another way of looking at this is considering the sampled noise makes the node representations go from structural to positional (Srinivasan and Ribeiro, 2019) where $E(n)$ equivariance may be beneficial. In our case we will simply input this noise as the input coordinates $X^0 \sim N(0, \sigma I) \in \mathbb{R}^{M \times n}$ of our EGNN which will output an equivariant transformation of them.
Table 7: We report the Binary Cross Entropy, % Error and F1 scores for the test partition on the Graph Autoencoding experiment in the Community Small and Erdos&Renyi datasets.

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Community Small</th>
<th></th>
<th>Erdos&amp;Renyi</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BCE</td>
<td>% Error</td>
<td>F1</td>
<td>BCE</td>
</tr>
<tr>
<td>Baseline</td>
<td>-</td>
<td>31.79</td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>GNN</td>
<td>6.75</td>
<td>1.29</td>
<td>0.980</td>
<td>14.15</td>
</tr>
<tr>
<td>Noise-GNN</td>
<td>3.32</td>
<td>0.44</td>
<td>0.993</td>
<td>4.56</td>
</tr>
<tr>
<td>Radial Field</td>
<td>9.22</td>
<td>1.19</td>
<td>0.981</td>
<td>6.78</td>
</tr>
<tr>
<td>EGNN</td>
<td>2.14</td>
<td>0.06</td>
<td>0.999</td>
<td>1.65</td>
</tr>
</tbody>
</table>

Figure 14: In this figure we report the F1 score when overfitting a training partition of 100 samples in the Erdos&Renyi dataset for different values of sparsity $p_e$. The GNN is not able to successfully auto-encode sparse graphs (small $p_e$ values) for the Erdos&Renyi dataset even when evaluating on the training set an overfitting task. This is due to the symmetry problem already discussed.

$X^L$, this output will be used as the embedding of the graph (i.e. $Z = X^L$) which is the input to the decoder from Equation 48.

**Dataset:** We generated community-small graphs (You et al., 2018; Liu et al., 2019) by running the original code from (You et al., 2018). These graphs contain $12 \leq M \leq 20$ nodes. We also generated a second dataset using the Erdos&Renyi generative model (Bollobás, 1998) sampling random graphs with an initial number of $7 \leq M \leq 16$ nodes and edge probability $p_e = 0.25$. We sampled 5,000 graphs for training, 500 for validation and 500 for test for both datasets. Each graph is defined as and adjacency matrix $A \in \{0, 1\}^{M \times M}$.

**Implementation details:** Our Equivariant Graph Auto-Encoder is composed of an EGNN encoder followed by the decoder from Equation 48. The graph edges $A_{ij}$ are input as edge attributes $a_{ij}$ in Equation 42. The noise used
to break the symmetry is input as the coordinates \( \sigma X^0 \sim \mathcal{N}(0, \sigma I) \in \mathbb{R}^{M \times n} \) in the first layer and \( H^0 \) is initialized as ones since we are working with featureless graphs. As mentioned before, the encoder outputs an equivariant transformation on the coordinates which is the graph embedding and input to the decoder \( Z = X^L \in \mathbb{R}^{M \times n} \). We use \( n = 8 \) dimensions for the embedding space. We compare the EGNN to its GNN cousin, we also compare to Noise-GNN which is an adaptation of our GNN to match the setting from (Liu et al., 2019), and we also include the Radial Field algorithm as an additional baseline. All four models have 4 layers, 64 features for the hidden layers, the Swish activation function as a non-linearity and they were all trained for 100 epochs using the Adam optimizer and learning rate \( 10^{-4} \). More details are provided in Appendix B.

RESULTS: In the table from Figure 7 we report the Binary Cross Entropy loss between the estimated and ground truth edges, the % Error which is defined as the percentage of wrong predicted edges with respect to the total amount of potential edges, and the F1 score of the edge classification, all numbers refer to the test partition. We also include a "Baseline" that predicts all edges as missing \( \hat{A}_{ij} = 0 \). The standard GNN seems to suffer from the symmetry problem and provides the worst performance. When introducing noise (Noise-GNN), both the loss and the error decrease showing that it is actually useful to add noise to the input nodes. Finally, our EGNN remains \( \mathbb{E}(\sigma) \) equivariant to this noise distribution and provides the best reconstruction with a 0.11% error in the Erdos&Renyi dataset and close to optimal 0.06% in the Community Small dataset. A further analysis of the reconstruction error for different \( n \) embedding sizes is reported in Appendix B.4.1

OVERFITTING THE TRAINING SET: We explained the symmetry problem and we showed the EGNN outperforms other methods in the given datasets. Although we observed that adding noise to the GNN improves the results, it is difficult to exactly measure the impact of the symmetry limitation in these results independent from other factors such as generalization from the training to the test set. In this section we conduct an experiment where we train the different models in a subset of 100 Erdos&Renyi graphs and embedding size \( n = 16 \) with the aim to overfit the data. We evaluate the methods on the training data. In this experiment the GNN is unable to fit the training data properly while the EGNN can achieve perfect reconstruction and Noise-GNN close to perfect. We sweep over different \( p_e \) sparsity values from 0.1 to 0.9 since the symmetry limitation is more present in very sparse or very dense graphs. We report the F1 scores of this experiment in the right plot of Figure 7.
In this experiment we showed that \( E(n) \) equivariance improves performance when embedding graphs in a continuous space as a set of nodes in dimension \( n \). Even though this is a simple reconstruction task, we think this can be a useful step towards generating graphs or molecules where often graphs (i.e. edges) are decoded as pairwise distances or similarities between nodes e.g. (Kipf and Welling, 2016b; Liu et al., 2019; Grover et al., 2019), and these metrics (e.g. Eq. 48) are \( E(n) \) invariant. Additionally this experiment also showed that our method can successfully perform in a \( E(n) \) equivariant task for higher dimensional spaces where \( n > 3 \).

5.5.3 Molecular Data | QM9

The QM9 dataset (Ramakrishnan et al., 2014) has become a standard in machine learning as a chemical property prediction task. The QM9 dataset consists of small molecules represented as a set of atoms (up to 29 atoms per molecule), each atom having a 3D position associated and a five dimensional one-hot node embedding that describe the atom type (H, C, N, O, F). The dataset labels are a variety of chemical properties for each of the molecules which are estimated through regression. These properties are invariant to translations, rotations and reflections on the atom positions. Therefore those models that are \( E(3) \) invariant are highly suitable for this task.

We imported the dataset partitions from (Anderson et al., 2019), 100K molecules for training, 18K for validation and 13K for testing. A variety of 12 chemical properties were estimated per molecule. We optimized and report the Mean Absolute Error between predictions and ground truth.

implementation details: Our EGNN receives as input the 3D coordinate locations of each atom which are provided as \( x^0_i \) in Equation 42 and an embedding of the atom properties which is provided as input node features \( h^0_i \). Since this is an invariant task and also \( x^0_i \) positions are static, there is no need to update the particle’s position \( x_i \) by running Equation 43 as we did in previous experiments. Consequently, we tried both manners and we didn’t notice any improvement by updating \( x_i \). When not updating the particle’s position (i.e. skipping Equation 43), our model becomes \( E(n) \) invariant, which is analogous to a standard GNN where all relative squared norms between pairs of points \( \| x_i - x_j \|^2 \) are inputted to the edge operation (eq. 42). Additionally, since we are not provided with an adjacency matrix and molecules can scale up to 29 nodes, we use the extension of our model from Section 5.3.3 that infers a soft estimation of the edges. Our EGNN network consists of 7 layers, 128 features per hidden layer and the Swish activation function as a non-linearity. A sum-pooling operation preceded and followed by two layers MLPs maps all the node embeddings \( h^L_i \) from the output of the EGNN to the estimated property value. Further implementation details are reported in Appendix. B.3. We compare to NMP (Gilmer et al., 2017).
Table 8: Mean Absolute Error for the molecular property prediction benchmark in QM9 dataset. *DimeNet++ uses slightly different train/val/test partitions than the other works listed here.

<table>
<thead>
<tr>
<th>Task</th>
<th>α (meV)</th>
<th>Δ ε (meV)</th>
<th>ε_{HOMO} (meV)</th>
<th>ε_{LUMO} (meV)</th>
<th>µ (D)</th>
<th>C_v (meV)</th>
<th>G (meV)</th>
<th>H (meV)</th>
<th>R^2 (meV)</th>
<th>U (meV)</th>
<th>U_0 (meV)</th>
<th>ZPVE (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMP</td>
<td>.092</td>
<td>.030</td>
<td>.040</td>
<td>19</td>
<td>17</td>
<td>.180</td>
<td>20</td>
<td>20</td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schnet</td>
<td>.235</td>
<td>.033</td>
<td>.033</td>
<td>14</td>
<td>14</td>
<td>.073</td>
<td>19</td>
<td>14</td>
<td>1.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cormorant</td>
<td>.085</td>
<td>.038</td>
<td>.026</td>
<td>20</td>
<td>21</td>
<td>.961</td>
<td>21</td>
<td>22</td>
<td>2.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1Net</td>
<td>.088</td>
<td>.043</td>
<td>.031</td>
<td>14</td>
<td>14</td>
<td>.354</td>
<td>14</td>
<td>13</td>
<td>1.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LieConv</td>
<td>.084</td>
<td>.032</td>
<td>.038</td>
<td>22</td>
<td>24</td>
<td>.800</td>
<td>19</td>
<td>19</td>
<td>2.28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DimeNet++</td>
<td>.044</td>
<td>.030</td>
<td>.023</td>
<td>8</td>
<td>7</td>
<td>.331</td>
<td>6</td>
<td>6</td>
<td>1.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFN</td>
<td>.223</td>
<td>.064</td>
<td>.101</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(3)-Tr.</td>
<td>.142</td>
<td>.051</td>
<td>.054</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGNn</td>
<td>.071</td>
<td>.029</td>
<td>.031</td>
<td>12</td>
<td>12</td>
<td>.106</td>
<td>12</td>
<td>11</td>
<td>1.55</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Schnet (Schütt et al., 2017b), Cormorant (Anderson et al., 2019), L1Net (Miller et al., 2020), LieConv (Finzi et al., 2020b), DimeNet++ (Klicpera et al., 2020a), TFN (Thomas et al., 2018b) and SE(3)-Tr. (Fuchs et al., 2020).

RESULTS: Results are presented in Table 8. Our method reports very competitive results in all property prediction tasks while remaining relatively simple, i.e. not introducing higher order representations, angles or spherical harmonics. Perhaps, surprisingly, we outperform other equivariant networks that consider higher order representations while in this task, we are only using type-0 representations (i.e. relative distances) to define the geometry of the molecules. In Appendix B.5 we prove that when only positional information is given (i.e. no velocity or higher order type features), then the geometry is completely defined by the norms in-between points up to E(n)-transformations, in other words, if two collections of points separated by E(n) transformations are considered to be identical, then the relative norms between points is a unique identifier of the collection.

5.6 CONCLUSIONS

Equivariant graph neural networks are receiving increasing interest from the natural and medical sciences as they represent a new tool for analyzing molecules and their properties. In this chapter, we have introduced a new E(n) equivariant deep architecture for graphs that is computationally efficient, easy to implement, and significantly improves over the current state-of-the-art on a wide range of tasks. We believe these properties make it ideally suited to make a direct impact on topics such as drug discovery, protein folding and the design of new materials, as well as applications in 3D computer vision.
In particular, after its publication (Satorras et al., 2021b), the Equivariant Graph Neural Network (EGNN) introduced in this chapter has been used in a wide variety of applications in the literature of molecular sciences as mentioned in the Subsequent Impact Section 1.3. And it will be our architecture of choice to build equivariant generative models in the following chapters. A benefit of the EGNN in the context of generative models is its high efficiency, which is particularly advantageous in the generative models used in the next chapters such as Normalizing Flows or and Diffusion Models that require multiple calls of the network to generate a single sample or a batch of samples.

Following the development of the EGNN, many new E(3) and SE(3) equivariant models have been proposed in literature providing better accuracy (e.g. Schütt et al., 2021; Thölke and De Fabritiis, 2022; Brandstetter et al., 2021). Nevertheless, the EGNN continues to be the architecture of choice in certain works due to its speed and simplicity as noted in Abanades et al., 2022.
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E(N) EQUIVARIANT NORMALIZING FLOWS

This Chapter is based on the content of:

6.1 INTRODUCTION

In the previous chapter, we introduced an equivariant graph neural network for discriminative tasks, named the E(n) Equivariant Graph Neural Network (EGNN). In this and subsequent chapters, we build upon the EGNN to design equivariant generative models.

Generative models have made a significant impact in the domains of image and text generation (Ramesh et al., 2021), and they are promising candidates to impact the field of drug discovery through molecular modelling. Molecules inherently exist within a 3-dimensional space, subjecting them to Euclidean symmetries, such as rotations and translations. Leveraging these symmetries can enhance the generalization capabilities of generative models for molecular structures. For instance, forces on a molecule derived from its interatomic potentials are rotation equivariant with respect to the positional coordinates of their atoms.

As discussed in Chapter 5, considering these symmetries has substantially improved performance for discriminatory machine learning tasks on 3D coordinate data (Thomas et al., 2018b; Anderson et al., 2019; Finzi et al., 2020a; Fuchs et al., 2020; Klicpera et al., 2020b; Satorras et al., 2021b). However, for generative tasks, such as sampling new molecular structures, at the time of this work (Satorras et al., 2021a), the development of efficient yet powerful rotation equivariant approaches, despite making great progress, was still in its infancy.

In this chapter, we introduce a generative model equivariant to Euclidean symmetries: E(n) Equivariant Normalizing Flows (E-NFs). To construct E-NFs, we take the discriminative E(n) Graph Neural Networks and integrate them as a differ-
Figure 15: Overview of our method in the sampling direction. An equivariant invertible function $g_\theta$ has learned to map samples from a Gaussian distribution to molecules in 3D, described by $x, h$.

ential equation to obtain an invertible equivariant function. More specifically, we parameterize a continuous-time flow, where the first-order derivative is modeled by an EGNN. We also present minor improvements in the EGNN architecture to improve stability when used as a derivative. We show that our proposed flow model significantly outperforms its non-equivariant counterparts and previous equivariant generative methods (Köhler et al., 2020a). Additionally, we apply our method to molecule generation and demonstrate that our method can generate realistic molecules when trained on the QM9 dataset.
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6.3 BACKGROUND

6.3.1 Notation Clarification

In the Background Section 2.1 we indicated that vectors are represented by boldface lowercase letters ($x, y, z$) and matrices by boldface uppercase letters ($X, Y, Z$). However, in this and the subsequent chapters, we slightly deviate from this notation and represent both in lowercase. That is, a set of points $x = (x_1, \ldots, x_M) \in \mathbb{R}^{M \times n}$ is represented as $x$ instead of $X$. We have chosen this notation in these chapters because our primary focus will be on the point cloud $x \in \mathbb{R}^{M \times n}$ when defining the generative models, rather than the individual points/nodes $x_i \in \mathbb{R}^n$. This choice is more consistent with the notation used in related literature on generative models (Kobyzev et al., 2020; Ho et al., 2020; Kingma et al., 2021).
6.3.2 Normalizing Flows

In Background Section 2.6 we discussed in high level the basics of a generative models and we explained how we can approximate a probability distribution by minimizing the negative log-likelihood of the data with respect to the model parameters. In this section we explain the basics of Normalizing Flows and how the optimization of the log-likelihood is formalized for this family of model.

A basic base distribution \( p_Z(z) \), such as a normal distribution, together with a learnable invertible transformation \( x = g_\theta(z) \), results in a complex distribution \( p_X(x) \). By defining \( f_\theta \) as the inverse of \( g_\theta \), i.e., \( f_\theta = g_\theta^{-1} \), we can calculate the likelihood of a data point \( x \) under \( p_X \) with the change of variables formula, as follows:

\[
p_X(x) = p_Z(z) |\det J_f(x)|, \quad \text{where} \quad z = f(x),
\]

(49)

where \( J_f \) is the Jacobian of \( f_\theta \). A particular type of normalizing flows are continuous-time normalizing flows (Chen et al., 2017; Chen et al., 2018; Grathwohl et al., 2018). These flows use a conceptual time direction to denote an invertible transformation in the form of a differential equation. The first order differential is predicted by a neural network \( \phi \), referred to as the dynamics. The formulation for continuous-time change of variables is given by:

\[
\log p_X(x) = \log p_Z(z) + \int_0^1 \text{Tr} J_\phi(x(t)) dt, \quad \text{where} \quad z = x + \int_0^1 \phi(x(t)) dt,
\]

(50)

Here, \( x(0) = x \) and \( x(1) = z \). In practice, the trace is estimated using Hutchinson’s trace estimator as suggested by (Chen et al., 2018; Grathwohl et al., 2018), and the integrals can be straightforwardly computed using the torchdiffeq package developed by Chen et al. (2018). Regularizing the dynamics is often desired for faster training and more stable solutions (Finlay et al., 2020). In the context of designing a generative equivariant model, continuous-time normalizing flows are desirable because the constraints that need to be enforced on \( \phi \) are relatively mild: \( \phi \) only needs to be high order differentiable and Lipschitz continuous, with a possibly large Lipschitz constant.

6.3.3 Equivariance in Normalizing Flows

The concept of equivariance concerning Euclidean symmetries was introduced in the Background Section 2.5. In the context of probability distributions, the property of interest is often invariance, whereas for transformations \( g_\theta \) we are interested in equivariance. To give an example, the likelihood of a molecule with
coordinates \( x = (x_1, \ldots, x_M) \) should remain constant under any orientation, implying that \( p(x) = p(Rx) \), with no orientation being more likely than another.\(^1\)

Specifically, if a function \( g_0 \) is equivariant and a base distribution \( p_Z(z) \) is invariant, then the distribution \( p_X \) given by \( x = g_0(z) \) where \( z \sim p_Z(z) \) will also be invariant (Köhler et al., 2020a). Consequently, one can create expressive invariant distributions by combining an invariant base distribution \( p_Z \) with an equivariant function \( g_0 \). Furthermore, when \( g_0 \) is restricted to be bijective and \( f_0 = g_0^{-1} \), then equivariance of \( g_0 \) implies equivariance of \( f_0 \). Additionally, the likelihood \( p_X \) can be directly computed using the change of variables formula.

6.4 RELATED WORK

Group equivariant neural networks (Cohen and Welling, 2016; Cohen and Welling, 2017; Dieleman et al., 2016) have demonstrated their effectiveness in a wide variety of tasks. A growing body of literature is finding neural networks that are equivariant to transformations in Euclidean space (Thomas et al., 2018b; Fuchs et al., 2020; Horie et al., 2020; Finzi et al., 2020a; Hutchinson et al., 2020; Satorras et al., 2021b). These methods have proven their efficacy in discriminative tasks and modeling dynamical systems. On the other hand, graph neural networks (Bruna et al., 2013; Kipf and Welling, 2016a) can be seen as networks equivariant to permutations. Often, the methods that study Euclidean equivariance operate on point clouds embedded in Euclidean space, and so they also incorporate permutation equivariance.

Normalizing Flows (Rippel and Adams, 2013; Rezende and Mohamed, 2015b; Dinh et al., 2015) are an attractive class of generative models since they admit exact likelihood computation and can be designed for fast inference and sampling. Notably, Chen et al., 2018a; Chen et al., 2018b; Grathwohl et al., 2018 introduced continuous-time normalizing flows, a flow that is parametrized via a first-order derivative over time. This class of flows is useful because of the mild constraints on the parametrization function compared to other flow approaches (Dinh et al., 2017; Kingma and Dhariwal, 2018).

There are several specialized methods for molecule generation: Gebauer et al., 2019 generate 3D molecules iteratively via an autoregressive approach, but discretize positions and use additional focus tokens which makes them incomparable in log-likelihood. Gómez-Bombarelli et al., 2016; You et al., 2018; Liao et al., 2019 generate discrete graph structures instead of a coordinate space and Xu et al., 2021a generate molecule positions only. Some flows in the literature Noé

\(^1\) To be precise, in matrix multiplication notation \([Rx_1, \ldots, Rx_M]\) = \(xR^T\), for simplicity we use the notation \(Rx = (Rx_1, \ldots, Rx_M)\) and see \(R\) as an operation instead of a direct multiplication on the entire \(x\).
6.5 Method: E(n) Equivariant Normalizing Flows

In this section we propose our E(n) Equivariant Normalizing Flows, a probabilistic model for data with Euclidean symmetry. The generative process is defined by a simple invariant distribution \( p_Z(z_x, z_h) \) (such as a Gaussian) over a latent representation of positions \( z_x \in \mathbb{R}^{M \times n} \) and a latent representation of invariant features \( z_h \in \mathbb{R}^{M \times nf} \), from which an invertible transformation \( g_\theta(z_x, z_h) = (x, h) \) generates \( V = (x, h) \). These nodes consist of node features \( h \in \mathbb{R}^{M \times nf} \) and position coordinates \( x \in \mathbb{R}^{M \times n} \) embedded in an \( n \)-dimensional space. Together, \( p_Z \) and \( g_\theta \) define a distribution \( p_V \) over node positions and invariant features.

Recently various forms of normalizing flows for equivariance have been proposed: Köhler et al., 2019; Köhler et al., 2020a propose flows for positional data with Euclidean symmetries, Rezende et al., 2019 introduce a Hamiltonian flow which can be designed to be equivariant using an invariant Hamiltonian function. Liu et al., 2019; Biloš and Günnemann, 2020 model distributions over graphs, with flows equivariant to permutations. Boyda et al., 2021 introduce equivariant flows for SU(n) symmetries. For adversarial networks, Dey et al., 2021 introduced a generative network equivariant to 90 degree image rotations and reflections. Our work differs from these approaches in that we design a general-purpose normalizing flow for sets of nodes that contain both positional and invariant features while remaining equivariant to E(n) transformations. This combination of positional and non-positional information results in a more expressive message passing scheme that defines the dynamics of our ODE. A by-product of our general approach is that it also allows us to jointly model features and structure of molecules in 3D space without any additional domain knowledge.
Since we will restrict \( g_\theta \) to be invertible, \( f_\theta = g_\theta^{-1} \) exists and allows us to map from data space to latent space. This makes it possible to directly optimize the implied likelihood \( p_V \) of a datapoint \( V \) utilizing the change of variables formula:

\[
p_V(V) = p_V(x, h) = p_Z(f_\theta(x, h)) \mid \det J_f = p_Z(z_x, z_h) \mid \det J_f, \tag{51}
\]

where \( J_f = \frac{d(z_x, z_h)}{dV} \) is the Jacobian, where all tensors are vectorized for the Jacobian computation. The goal is to design the model \( p_V \) such that translations, rotations and reflections of \( x \) do not change \( p_V(x, h) \), meaning that \( p_V \) is \( E(n) \) invariant with respect to \( x \). Additionally, we want \( p_V \) to also be invariant to permutations of \( (x, h) \). A rich family of distributions can be learned by choosing \( p_Z \) to be invariant, and \( f_\theta \) to be equivariant.

### 6.5.1 The Normalizing Flow

As a consequence, multiple constraints need to be enforced on \( f_\theta \). From a probabilistic modelling perspective 1) we require \( f_\theta \) to be invertible, and from a symmetry perspective 2) we require \( f_\theta \) to be equivariant. One could utilize the EGNN (Satorras et al., 2021) which is \( E(n) \) equivariant, and adapt the transformation so that it is also invertible. The difficulty is that when both these constraints are enforced naively, the space of learnable functions might be small. For this reason we opt for a method that only requires mild constraints to achieve invertibility: neural ordinary differential equations. These methods require functions to be Lipschitz (which most neural networks are in practice, since they operate on a restricted domain) and to be continuously differentiable (which most smooth activation functions are).

To this extent, we define \( f_\theta \) to be the differential equation, integrated over a conceptual time variable using a differential predicted by the EGNN \( \phi \). We redefine \( x, h \) as functions depending on time, where \( x(t = 0) = x \) and \( h(t = 0) = h \) in the data space. Then \( x(1) = z_x, h(1) = z_h \) are the latent representations. This admits a formulation of the flow \( f \) as the solution to an ODE defined as:

\[
z_x, z_h = f(x, h) = [x(0), h(0)] + \int_0^1 \phi(x(t), h(t))dt. \tag{52}
\]

The solution to this equation can be straightforwardly obtained by using the torchdiffeq package, which also supports backpropagation. The Jacobian term under the ODE formulation is \( \log |\det J_f| = \int_0^1 \text{Tr} J_{\phi}(x(t), h(t))dt \) as explained in Section 6.3 Equation 50. The Trace of \( J_{\phi} \) has been approximated with the Hutchinson’s trace estimator.
6.5.2 The Dynamics

The dynamics function \( \phi \) in Equation 52 models the first derivatives of \( x \) and \( h \) with respect to time, over which we integrate. Specifically:

\[
\frac{dx(t)}{dt}, \frac{dh(t)}{dt} = \phi(x(t), h(t)).
\]

This derivative is modelled by the EGNN of \( L \) layers introduced in Chapter 5:

\[
\frac{dx(t)}{dt}, \frac{dh(t)}{dt} = x^L(t) - x(t), h^L(t) \quad \text{where} \quad x^L(t), h^L(t) = \text{EGNN}[x(t), h(t)].
\]

Notice that we directly consider the output \( h^L \) from the last layer \( L \) of the EGNN as the differential \( \frac{dh(t)}{dt} \) of the node features, since the representation is invariant. In contrast, the differential of the node coordinates is computed as the difference between the EGNN output and input \( \frac{dx(t)}{dt} = x^L - x(t) \). This choice is consistent with the nature of velocity-type equivariance: although \( \frac{dx(t)}{dt} \) rotates exactly like \( x \), it is unaffected by translations as desired when computing velocities or forces. The original EGNN equations from (Satorras et al., 2021b) are unstable when utilized in an ODE because the coordinate update from Equation 43 would easily explode. To counter this, we propose a simple extension in Equation 54 that normalizes the relative difference of two coordinates \( x_i^l - x_j^l \) by their norm plus a constant \( C \) to ensure differentiability. In practice we set \( C = 1 \) and found this to give stable results. The full definition of the EGNN, considering this update, is provided in Appendix C.1

\[
x_i^{l+1} = x_i^l + \sum_{j \neq i} \frac{(x_i^l - x_j^l)}{\|x_i^l - x_j^l\| + C} \phi_x(m_{ij})
\]

6.5.3 Translation Invariance

Recall that we want the distribution \( p_V(V) \) to be translation invariant with respect to the overall location and orientation of positional coordinates \( x \). For simplicity, let’s assume only a distribution \( p_X(x) \) over positions and an invertible function \( z = f(x) \). Translation invariance is defined as \( p_X(x + t) = p_X(x) \) for all \( t \): a constant function. However, this cannot be a distribution since it cannot integrate to one. Instead, we have to restrict \( p_X \) to a subspace.

To construct a translation invariant \( p_X \), we can restrict the data, flow \( f_0 \) and prior \( p_Z \) to a translation invariant linear subspace, for instance by centering the nodes so that their center of gravity is zero. Then the positions \( x \in \mathbb{R}^{M \times n} \) lie on the \((M - 1) \times n\)-dimensional linear subspace defined by \( \sum_{i=1}^{M} x_i = 0 \). However, from a modelling perspective it is easier to represent node positions as \( M \) sets of coordinates that are \( n \)-dimensional in the ambient space. In short, we desire
the distribution to be defined on the subspace, but with the representation of the
nodes in the ambient space. To limit the flow to the subspace, in practice only
the mean of the output of the dynamics network $\phi$ is removed, following (Köhler
et al., 2020). Additionally, we can find the proper normalization constant for the
base distribution.

6.5.4 The Base Distribution

Next we need to define a base distribution $p_Z$. This base distribution can be
divided in two parts: the positional part $p(z_x)$ and the feature part $p(z_h)$. We will
choose these parts to be independent so that $p(z_x, z_h) = p(z_x) \cdot p(z_h)$. The feature
part is straightforward because the features are already invariant with respect to
$E(n)$ symmetries, and only need to be permutation invariant. A common choice
is a standard Gaussian $p(z_h) = N(z_h | 0, I)$. For the positional part recall that $z_x$
lies on an $(M - 1)n$ subspace, and we need to specify the distribution over this
space. Standard Gaussian distributions are reflection and rotation invariant since $||Rz_x||^2 = z_x^T R^T Rz_x = z_x^T R^T Rz_x = ||z_x||^2$ for any rotation or reflection $R$. Further
more, our particular projection $z_x = Pz_x$ lies in a subspace $\sum_{i=1}^M z_{xi} = 0$
in which the point cloud is centered at the origin of coordinates. A valid choice for
a rotation invariant base distribution on the subspace is given by:

$$p(z_x) = N(z_x | 0, I) = \frac{1}{(2\pi)^{(M-1)n/2}} \exp \left(-\frac{1}{2} ||z_x||^2 \right), \quad (55)$$

Which can be directly computed in the ambient space using $||z_x||^2$, with the
important property that the normalization constant uses the dimensionality of the
subspace: $(M - 1)n$, so that the distribution is properly normalized. A more formal
proof to derive this distribution can be found in (Satorras et al., 2021a).

6.5.5 Modelling Discrete Properties

Normalizing flows model continuous distributions. However, the node features $h$
may contain both ordinal (e.g. charge) and categorical (e.g. atom type) features.
To train a normalizing flow on these, the values need to be lifted to a continuous
space. Let $h = (h_{\text{ord}}, h_{\text{cat}})$ be divided in ordinal and categorical features. For
this we utilize variational dequantization (Ho et al., 2019) for the ordinal features
and argmax flows (Hoogeboom et al., 2021) for the categorical features. For the
ordinal representation $h_{\text{ord}}$, interval noise $u \sim q_{\text{ord}}(\cdot | h_{\text{ord}})$ is used to lift to the
continuous representation $h_{\text{ord}} = h_{\text{ord}} + u$. Similarly, $h_{\text{cat}}$ is lifted using a
distribution $h_{\text{cat}} \sim q_{\text{cat}}(\cdot | h_{\text{cat}})$ where $q_{\text{cat}}$ is the probabilistic inverse to an argmax
function. Both $q_{\text{ord}}$ and $q_{\text{cat}}$ are parametrized using normal distributions where
the mean and standard deviation are learned using an EGN conditioned on
the discrete representation. This formulation allows training on the continuous
representation $h = (h_{\text{ord}}, h_{\text{cat}})$ as it lowerbounds an implied log-likelihood of the discrete representation $h$ using variational inference:

$$\log p_{H}(h) \geq E_{h \sim q_{\text{ord, cat}}(\cdot | h)} \left[ \log p_{H}(h) - \log q_{\text{ord, cat}}(h|h) \right]$$  \hspace{1cm} (56)

To sample the discrete $h \sim p_{H}$, first sample the continuous $h \sim p_{H}$ via a flow and then compute $h = (\text{round}(h_{\text{ord}}), \text{argmax}(h_{\text{cat}}))$ to obtain the discrete version. In short, instead of training directly on the discrete properties $h$, the properties are lifted to the continuous variable $h$. The lifting method depends on whether a feature is categorical or ordinal. On this lifted continuous variable $h$ the flow learns $p_{H}$, which is guaranteed to be a lowerbound via Equation 56 on the discrete $p_{H}$. To avoid clutter, in the remainder of this chapter no distinction is made between $h$ and $h$ as one can easily transition between them using $q_{\text{ord}}, q_{\text{cat}}$ and the round, argmax functions.

### 6.5.6 Modelling the Number of Nodes

Finally, the number of nodes $M$ may differ depending on the data. In this case we extend the model using a simple one dimensional categorical distribution $p_{M}$ of $M$ categories. This distribution $p_{M}$ is constructed by counting the number of molecules and dividing by the total. The likelihood of a set of nodes is then $p_{V}(x, h, M) = p_{V|M}(x, h|M)p_{M}(M)$, where $p_{V|M}(x, h|M)$ is modelled by the flow as before and the same dynamics can be shared for different sizes as the EGNN adapts to the number of nodes. In notation we sometimes omit the $M$ conditioning for clarity. To generate a sample, we first sample $M \sim p_{M}$, then $z_{x}, z_{h} \sim p_{Z}(z_{x}, z_{h}|M)$ and finally transform to the node features and positions via the flow.

### 6.6 Experiments

#### 6.6.1 DW4 and LJ13

In this section we study two relatively simple systems, DW-4 and LJ-13, presented in (Köhler et al., 2020a) where $E(n)$ symmetries are present. These datasets have been synthetically generated by sampling from their respective energy functions using Markov Chain Monte Carlo (MCMC).

**DW4:** This system consists of only $M=4$ particles embedded in a 2-dimensional space which are governed by an energy function that defines a coupling effect between pairs of particles with multiple metastable states. More details are provided in Appendix C.2.

**LJ-13:** This is the second dataset used in (Köhler et al., 2020a) which is given by the Leonard-Jones potential. It is an approximation of inter-molecular pair potentials that models repulsive and attractive interactions. It captures essential
Table 9: Negative Log Likelihood comparison on the test partition over different methods on DW4 and LJ13 datasets for different amount of training samples averaged over 3 runs.

<table>
<thead>
<tr>
<th># Samples</th>
<th>DW4</th>
<th></th>
<th></th>
<th></th>
<th>LJ13</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10^2</td>
<td>11.93</td>
<td>11.31</td>
<td>10.38</td>
<td>7.95</td>
<td>43.56</td>
<td>42.84</td>
<td>37.17</td>
</tr>
<tr>
<td>10^3</td>
<td>11.65</td>
<td>11.13</td>
<td>9.34</td>
<td>7.83</td>
<td>43.32</td>
<td>36.22</td>
<td>33.84</td>
</tr>
<tr>
<td>10^4</td>
<td>8.81</td>
<td>8.31</td>
<td>7.90</td>
<td>7.61</td>
<td>41.09</td>
<td>31.50</td>
<td>30.74</td>
</tr>
<tr>
<td>10^n</td>
<td>9.58</td>
<td>9.51</td>
<td>9.53</td>
<td>9.47</td>
<td>33.67</td>
<td>33.10</td>
<td>32.79</td>
</tr>
<tr>
<td>10^n</td>
<td>8.74</td>
<td>8.67</td>
<td>8.42</td>
<td>8.26</td>
<td>35.03</td>
<td>31.49</td>
<td>31.17</td>
</tr>
<tr>
<td>10^n</td>
<td>8.31</td>
<td>8.15</td>
<td>7.69</td>
<td>7.48</td>
<td>33.12</td>
<td>30.99</td>
<td>30.56</td>
</tr>
</tbody>
</table>

physical principles and it has been widely studied to model solid, fluid and gas states. The dataset consists of M=13 particles embedded in a 3-dimensional state. More details are provided in Appendix C.2.

Both energy functions (DW4 and LJ13) are equivariant to translations, rotations and reflections which makes them ideal to analyze the benefits of equivariant methods when E(n) symmetries are present on the data. We use the same MCMC generated dataset from (Köhler et al., 2020a). For both datasets we use 1,000 validation samples, and 1,000 test samples. We sweep over different numbers of training samples {10^2, 10^3, 10^4, 10^5} and {10, 10^2, 10^3, 10^4} for DW4 and LJ13 respectively to analyze the performance in different data regimes.

Implementation details: We compare to the state-of-the-art E(n) equivariant flows "Simple Dynamics" and "Kernel Dynamics" presented in (Köhler et al., 2020a). We also compare to non-equivariant variants of our method, Graph Normalizing Flow (GNF), GNF with attention (GNF-att) and GNF with attention and data augmentation (GNF-att-aug), i.e. augmenting the data with rotations. Our E-NF method and its non-equivariant variants (GNF, GNF-att, GNF-att-aug) consist of 3 layers each, 32 features per layer, and SiLU activation functions. All reported numbers have been averaged over 3 runs. Further implementation details are provided in the Appendix C.2.

Results: In Table 9 we report the cross-validated Negative Log Likelihood for the test partition. Our E-NF outperforms its non-equivariant variants (GNF, GNF-att and GNF-att-aug) and (Köhler et al., 2020a) methods in all data regimes. It is interesting to see the significant increase in performance when including data augmentation (from GNF-att to GNF-att-aug) in the non-equivariant models.
6.6.2 QM9 Positional

We introduce QM9 Positional as a subset of QM9 that only considers positional information and does not encode node features. The aim of this experiment is to compare our method to those that only operate on positional data (Köhler et al., 2020a) while providing a more challenging scenario than synthetically generated datasets. QM9 Positional consists only of molecules with 19 atoms/nodes, where each node only has a 3-dimensional positional vector associated. The likelihood of a molecule should be invariant to translations and rotations on a 3-dimensional space which makes equivariant models very suitable for this type of data. The dataset consists of 13831 training samples, 2501 for validation and 1813 for test.

In this experiment, in addition to reporting the estimated Negative Log Likelihood, we designed a metric to get an additional insight into the quality of the generated samples. More specifically, we produce a histogram of relative distances between all pairs of nodes within each molecule and we compute the Jensen–Shannon divergence (Lin, 1991) $\text{JS}_{\text{div}}(P_{\text{gen}} || P_{\text{data}})$ between the normalized histograms from the generated samples and from the training set. See Figure 17 for an example.

![Relative distances distribution](image)

Figure 17: Normalized histogram of relative distances between atoms for QM9 Positional and E-NF generated samples.

**Implementation details:** As in the previous experiment, we compare our E-NF to its non-equivariant variants GNF, GNF-att, GNF-att-aug and to the equivariant methods from (Köhler et al., 2020a) Simple Dynamics and Kernel Dynamics. The dynamics of our E-NF, GNF, GNF-att and GNF-att-aug consist of 6 convolutional layers each, the number of features is set to 64 and all activation layers are SiLUs. The learning rate is set to $5 \cdot 10^{-4}$ for all experiments except for the E-NF and Simple dynamics which was set to $2 \cdot 10^{-4}$ for stability reasons. All experiments have been trained for 160 epochs. The JS divergence values have been averaged over the last 10 epochs for all models.
Table 10: Negative Log Likelihood (NLL) \( -\log p_V(x) \) for the QM9 Positional dataset on the test data.

<table>
<thead>
<tr>
<th># Metrics</th>
<th>NLL</th>
<th>JS (rel. dist)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple dynamics</td>
<td>73.0</td>
<td>0.086</td>
</tr>
<tr>
<td>Kernel dynamics</td>
<td>38.6</td>
<td>0.029</td>
</tr>
<tr>
<td>GNF</td>
<td>-00.9</td>
<td>0.011</td>
</tr>
<tr>
<td>GNF-att</td>
<td>-26.6</td>
<td>0.007</td>
</tr>
<tr>
<td>GNF-att-aug</td>
<td>-33.5</td>
<td>0.006</td>
</tr>
<tr>
<td>E-NF (ours)</td>
<td>-70.2</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Figure 18: Training Negative Log Likelihood (NLL) curves for all methods.

Results: In the table from Figure 18 we report the cross validated Negative Log Likelihood \( -\log p_V(x) \) for the test data and the Jensen-Shannon divergence. Our E-NF outperforms all other algorithms in terms of NLL of the dataset. Additionally, the optimization curve with respect to the number of iterations converges much quicker for our E-NF than for the other methods as shown on the right in Figure 18. Regarding the JS divergence, the E-NF and GNF-att-aug achieve the best performance.

6.6.3 QM9 Molecules

QM9 (Ramakrishnan et al., 2014) is a molecular dataset standarized in machine learning as a chemical property prediction benchmark. It consists of small molecules (up to 29 atoms per molecule). Atoms contain positional coordinates embedded in a 3D space, a one-hot encoding vector that defines the type of molecule (H, C, N, O, F) and an integer value with the atom charge. Instead of predicting properties from molecules, we use the QM9 dataset to learn a generative distri-
distribution over molecules. We desire the likelihood of a molecule to be invariant to translations and rotations, therefore, our E(n) equivariant normalizing flow is very suitable for this task. To summarize, we model a distribution over 3D positions \(x\), and atom properties \(h\). These atom properties consist of the atom type (categorical) and atom charge (ordinal).

We use the dataset partitions from (Anderson et al., 2019), 100K / 18K / 13K for training/validation/test respectively. To train the method, the nodes \((x,h)\) are put into Equation 52 as \(x(0), h(0)\) at time 0 and integrated to time 1. Using the continuous-time change of variables formula and the base distribution, the (negative) log-likelihood of a molecule is computed \(-\log p_V(x,h,M)\). Since molecules differ in size, this term includes \(-\log p_M(M)\) which models the number of atoms as a simple 1D categorical distribution and is part of the generative model as described in Section 6.5.

**Implementation details:** We compare our E-NF to the non-equivariant GNF-att and GNF-att-aug introduced in previous experiments. Notice in this experiment we do not compare to (Köhler et al., 2020a) since this dataset contains invariant feature data in addition to positional data. Each model is composed of 6 layers, 128 features in the hidden layers and SiLU activation functions. We use the same learning rates as in QM9 Positional. Note that the baselines can be seen as instances of permutation equivariant flows (Liu et al., 2019; Biloš and Gün nemann, 2020) but where the GNN architectures have been chosen to be as similar as possible to the architecture in our E-NFs.

Table 11: Neg. log-likelihood \(-\log p_V(x,h,M)\), atom stability and mol stability for the QM9 dataset.

<table>
<thead>
<tr>
<th># Metrics</th>
<th>NLL</th>
<th>Atom stability</th>
<th>Mol stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNF-attention</td>
<td>-28.2</td>
<td>72%</td>
<td>0.3%</td>
</tr>
<tr>
<td>GNF-attention-augmentation</td>
<td>-29.3</td>
<td>75%</td>
<td>0.5%</td>
</tr>
<tr>
<td>E-NF (ours)</td>
<td>-59.7</td>
<td>85%</td>
<td>4.9%</td>
</tr>
<tr>
<td>Data</td>
<td>-</td>
<td>99%</td>
<td>95.2%</td>
</tr>
</tbody>
</table>

**Results (quantitative):** Results are reported in Table 11. As in previous experiments, our E-NF significantly outperforms the non-equivariant models GNF and GNF-aug. In terms of negative log-likelihood, the E-NF performs much better than its non-equivariant counterparts. One factor that increases this difference is the E-NFs ability to capture the very specific distributions of inter-atomic distances. Since the E-NF is able to better capture these sharp peaks in the distribution, the negative log-likelihood becomes much lower. This effect is also seen when studying the number of stable atoms and molecules, which is very sensitive to the inter-atomic distances. This stability metric was computed over 10,000
samples from the model, for a detailed explanation of stability see Appendix C.4

Observe that it might also be possible to utilize post-processing to increase the molecule stability using prior knowledge. However, here we are mainly using this metric to see how many stable atoms and molecules the E-NF is able to generate in one shot, only by learning the molecule distribution. The E-NF on average produces 85% valid atoms, whereas the best baseline only produces 75% valid atoms. An even stronger improvement is visible when comparing molecule stability: where the E-NF produces 4.9% stable molecules versus 0.5% by the best baseline. Interestingly, the percentage of stable molecules is much lower than that of atoms. This is not unexpected: if even one atom in a large molecule is unstable, the entire molecule is considered to be unstable.

Finally, we evaluate the Validity, Uniqueness and Novelty as defined in (Simonovsky and Komodakis, 2018) for the generated molecules that are stable. For this purpose, we map the 3-dimensional representation of stable molecules to a graph structure and then to a SMILES notation using the rdkit toolkit. All our stable molecules are already defined as valid, therefore we only report the Novelty and Uniqueness since the Validity of those molecules that are already stable is 100%. The Novelty is defined as the ratio of stable generated molecules not present in the training set and Uniqueness is the ratio of unique stable generated molecules. Notice that different generated point clouds in 3-dimensional space may lead to the same molecule in the graph space or SMILES notation. Therefore, even if in the 3D space, all our generated samples were unique and novel, the underlying molecule that they represent doesn’t have to be. Using our E-NF, we generated 10,000 examples to compute these metrics. We obtained 491 stable molecules (4.91%), from these subset 99.80% were unique and 93.28% were novel. Further analyses are provided in Appendix C.5.

**Results (qualitative):** In Figure 19 samples from our model are shown. The top row contains random samples that have not been cherry-picked in any
way. Note that although the molecule structure is mostly accurate, sometimes small mistakes are visible: Some molecules are disconnected, and some atoms in the molecules do not have the required number of bonds. In the bottom row, random samples have been visualized but under the condition that the sample is stable. Note that atoms might be double-bonded or triple-bonded, which is indicated in the visualization software. For example, in the molecule located in the bottom row 4th column, an oxygen atom is double bonded with the carbon atom at the top of the molecule.

6.7 Conclusions, Limitations and Future Work

In this chapter, we have introduced E(n) Equivariant Normalizing Flows (E-NFs): a generative model equivariant to Euclidean symmetries. E-NFs are continuous-time normalizing flows that use an EGNN with improved stability as parametrization. We have demonstrated that E-NFs considerably outperform existing normalizing flows in log-likelihood on DW4, LJ13, QM9, and also in the stability of generated molecules and atoms.

Despite the positive results, there are some limitations in the proposed model that could be addressed in future work: 1) The ODE type of flow makes training computationally expensive, as the same forward operation must be performed multiple times sequentially to solve the ODE equation. 2) The combination of the ODE with the EGNN exhibited some instabilities that we had to address (Equation 54). Although the model was stable in most experiments, we observed some rare peaks in the loss of the third experiment (QM9) that caused divergence in one very rare instance. 3) Our likelihood estimation is invariant to reflections, meaning our model assigns the same likelihood to both a molecule and its mirrored version. This could be advantageous or disadvantageous depending on whether we wish to assign distinct likelihoods to chiral molecules.

In the following chapter, we propose a new equivariant generative model based on denoising-diffusion models. This model addresses the issues (1) and (2) raised here and provides additional benefits such as greatly improved performance. Specifically, 1) it eliminates the need to forward the same sample multiple times sequentially during training, allowing for faster trainings. 2) The instabilities observed in the combination of the ODE with the EGNN are absent when employing the denoising-diffusion model.
This Chapter is based on the content of:

7.1 INTRODUCTION

This chapter introduces an E(3) Equivariant Diffusion Model (EDM) for molecule generation in 3D. This model builds upon the EGNN from Chapter 5 handling both continuous coordinates and categorical data (atom types). And it addresses some of the main limitations present in the previous E(n) Equivariant Flows (E-NF) from Chapter 6. Particularly, it trains faster than E-NF, resulting in better scalability and significantly improved results compared to previous models in literature. To the best of our knowledge, this is the first diffusion model that directly generates molecules in 3D space.

Deep learning methods are influencing the field of molecular sciences as seen with the success of AlphaFold in protein folding prediction (AlQuraishi, 2019) along with a growing literature on silico molecule synthesis. (Simonovsky and Komodakis, 2018; Gebauer et al., 2019; Klicpera et al., 2020; Simm et al., 2021). Molecules inherently exist within a 3-dimensional space, subjecting them to Euclidean symmetries, such as rotations and translations. Leveraging these symmetries can enhance the generalization capabilities of generative models for molecular structures and it has been extensively studied in (Thomas et al., 2018a; Fuchs et al., 2020; Finzi et al., 2020a).

Previous literature has explored E(3) equivariant layers in generative models such as autoregressive models (Gebauer et al., 2018; Gebauer et al., 2019) which introduce an artificial order in the atoms and are known to be difficult to scale during sampling (Xu et al., 2021c). Alternatively, continuous-time normalizing flows
Figure 20: Overview of the EDM. To generate a molecule, a normal distributed set of points is denoised into a molecule consisting of atom coordinates $x$ in 3D and atom types $h$. As the model is rotation equivariant, the likelihood is preserved when a molecule is rotated by $R$.

such as Köhler et al. (2020b) or E-NF (Satorras et al., 2021a) proposed in the previous chapter are expensive to train due to the need to integrate a differential equation, leading to limited performance and scalability.

Our proposed $E(3)$ Equivariant Diffusion Model (EDM) learns to denoise a diffusion process operating on both continuous coordinates and categorical atom types. EDM does not require a particular atom ordering unlike autoregressive models, and can be trained much more efficiently than normalizing flows. To give an example, when trained on QM9, EDMs generate up to 16 times more stable molecules than E-NFs while requiring half of the training time. This efficiency in scaling allows EDMs to be trained on larger drug-like datasets such as GEOM-Drugs (Axelrod and Gomez-Bombarelli, 2020).

In summary, this chapter introduces a new equivariant denoising diffusion model that operates on both atom coordinates and categorical features. We apply this model to molecule generation, outperforming previous generative models in the literature. Additionally, we demonstrate that we can generate molecules with certain desired properties when conditioned accordingly.
Figure 21: Overview of the Equivariant Diffusion Model. To generate molecules, coordinates $x$ and features $h$ are generated by denoising variables $z(t)$ starting from standard normal noise $z(T)$. This is achieved by sampling from the distributions $p(z(t-1)|z(t))$ iteratively. To train the model, noise is added to a datapoint $x, h$ using $q(z(t)|x, h)$ for the step $t$ of interest, which the network then learns to denoise.
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7.3 BACKGROUND

7.3.1 Notation Clarification

In this section we adhere to the same notation used in previous Chapter 6 in which we represent both vectors and matrices with lower lowercase letters. For example, $x = (x_1, \ldots, x_M) \in \mathbb{R}^{M \times n}$. This differs from what was stated in the Background Section 2.1

7.3.2 Diffusion Models

Diffusion models learn distributions by modeling the reverse of a diffusion process, termed a denoising process. Given a data point $x$, the diffusion (forward)
process is defined as a Markov chain of \( T \) steps that gradually adds Gaussian noise to the sample \( x \). Because the sum of Gaussian distributed variables remains Gaussian, we can define the probability distribution of an intermediate noisy step \( z(t) \) for \( t \in [0, \ldots, T] \) as the following multivariate normal distribution:

\[
q(z(t)|x) = N(z(t)|\alpha_t x, \sigma_t^2 I),
\]

where \( \alpha_t \in \mathbb{R}^+ \) and \( \sigma_t \in \mathbb{R}^+ \) control how much signal is retained and how much noise is added respectively. In general, \( \alpha_t \) is modelled by a function that smoothly transitions from \( \alpha_0 \approx 1 \) towards \( \alpha_T \approx 0 \). A special case of noising process is the variance preserving process (Sohl-Dickstein et al., 2015 Ho et al., 2020), for which \( \alpha_t = \sqrt{1 - \sigma_t^2} \). Following Kingma et al. (2021), we define the signal to noise ratio \( \text{SNR}(t) = \alpha_t^2 / \sigma_t^2 \), which simplifies notations. This diffusion process is Markov and can be equivalently written with transition distributions as:

\[
q(z(t)|z(s)) = N(z(t)|\alpha_t|s z(s), \sigma_t^2|s I),
\]

for any \( t > s \) with \( \alpha_t|s = \alpha_t/\alpha_s \) and \( \sigma_t^2|s = \sigma_t^2 - \alpha_t^2|s \sigma_s^2 \). The entire noising process is then written as:

\[
q(z(0), z(1), \ldots, z(T)|x) = q(z(0)|x) \prod_{t=1}^{T} q(z(t)|z(t-1)).
\]

The posterior of the transitions conditioned on \( x \) gives the inverse of the noising process, the true denoising process. It is also normal and given by:

\[
q(z(s)|x, z(t)) = N(z(s)|\mu_{t\rightarrow s}(x, z(t)), \sigma_{t\rightarrow s}^2 I),
\]

where the definitions for \( \mu_{t\rightarrow s}(x, z(t)) \) and \( \sigma_{t\rightarrow s} \) can be analytically obtained as

\[
\mu_{t\rightarrow s}(x, z(t)) = \frac{\alpha_t|s \sigma_s^2}{\sigma_t^2} z(t) + \frac{\alpha_s \sigma_t^2}{\sigma_t^2} x \quad \text{and} \quad \sigma_{t\rightarrow s} = \frac{\sigma_t|s \sigma_s}{\sigma_t}.
\]

### 7.3.3 The Generative Denoising Process

In contrast to other generative models, in diffusion models, the generative process is defined with respect to the true denoising process. The variable \( x \), which is unknown to the generative process, is replaced by an approximation \( \hat{x} = \phi(z(t), t) \) given by a neural network \( \phi \). Then the generative transition distribution \( p(z(s)|z(t)) \) is chosen to be \( q(z(s)|\hat{x}(z(t), t), z(t)) \). Similarly to Eq. (60), it can be expressed using the approximation \( \hat{x} \) as:

\[
p(z(s)|z(t)) = N(z(s)|\mu_{t\rightarrow s}(\hat{x}, z(t)), \sigma_{t\rightarrow s}^2 I).
\]
With the choice \( s = t - 1 \), a variational lower bound on the log-likelihood of \( x \) given the generative model is given by:

\[
\log p(x) \geq \mathcal{L}_0 + \mathcal{L}_{\text{base}} + \sum_{t=1}^{T} \mathcal{L}_t,
\]

where \( \mathcal{L}_0 = \log p(x|z(0)) \) models the likelihood of the data given \( z(0) \), \( \mathcal{L}_{\text{base}} = -\text{KL}(q(z(T)|x)||p(z(T))) \) models the distance between a standard normal distribution and the final latent variable \( q(z(T)|x) \), and

\[
\mathcal{L}_t = -\text{KL}(q(z(s)|x, z(t))||p(z(s)|z(t))) \quad \text{for } t = 1, \ldots, T.
\]

While in this formulation the neural network directly predicts \( \hat{x} \), Ho et al. (2020) found that optimization is easier when predicting the Gaussian noise instead. Intuitively, the network is trying to predict which part of the observation \( z(t) \) is noise originating from the diffusion process, and which part corresponds to the underlying data point \( x \). Specifically, if \( z(t) = \alpha_t x + \sigma_t \epsilon \), then the neural network \( \phi \) outputs \( \hat{\epsilon} = \phi(z(t), t) \), so that:

\[
\hat{x} = \left(1/\alpha_t\right) z(t) - \left(\sigma_t/\alpha_t\right) \hat{\epsilon}
\]

As shown in (Kingma et al., 2021), with this parametrization \( \mathcal{L}_t \) simplifies to:

\[
\mathcal{L}_t = \mathbb{E}_{\epsilon \sim \mathcal{N}(0,1)} \left[ \frac{1}{2} (1 - \text{SNR}(t-1)/\text{SNR}(t)) \| \epsilon - \hat{\epsilon} \|^2 \right]
\]

In practice the term \( \mathcal{L}_{\text{base}} \) is close to zero when the noising schedule is defined in such a way that \( \alpha_T \approx 0 \). Furthermore, if \( \alpha_0 \approx 1 \) and \( x \) is discrete, then \( \mathcal{L}_0 \) is close to zero as well.

### 7.3.4 \( E(n) \) Equivariant Graph Neural Networks (EGNNs)

In this chapter, we will model the dynamics \( \phi \) of the diffusion model, introduced in Section 7.3.3, using the EGNN (Satorras et al., 2021b) from Chapter 5. However, we introduce a further modification to the network that slightly improves its performance. Given a fully connected graph \( \mathcal{G} \) with nodes \( v_i \in \mathcal{V} \), each node \( v_i \) is endowed with coordinates \( x_i \in \mathbb{R}^3 \) as well as features \( h_i \in \mathbb{R}^d \). We define this new EGNN layer as:

\[
\begin{align*}
m_{ij} &= \phi_e \left( h^1_i, h^1_j, d^2_{ij}, a_{ij} \right), \\
x^{l+1}_i &= x^l_i + \sum_{j \neq i} \frac{x^l_i - x^l_j}{d_{ij} + 1} \phi_x \left( h^{l+1}_i, h^{l+1}_j, d^2_{ij}, a_{ij} \right),
\end{align*}
\]

for \( l = 0, \ldots, T \).
where \( l \) indexes the layer, and \( d_{ij} = \|x_i^l - x_j^l\|_2 \) is the euclidean distance between nodes \((v_i,v_j)\). Note that the difference \((x_i^l - x_j^l)\) in Equation 65 is normalized by \((d_{ij} + 1)\) as we previously did in 6 for improved stability. Additionally, in this chapter, we modify the coordinate update function inputs \( \phi_x \), which now takes as arguments \((h_l+1_i, h_{l+1_j}, d_{ij}^2, a_{ij})\). In chapters 5 and 6, this function took as an argument the output of the function \( \phi_e \). This modification results in less parameter sharing and has shown slightly better performance.

The details on how the EGNN is integrated within the diffusion model are explained in the method Section 7.4. All learnable components \((\phi_e, \phi_h, \phi_x \text{ and } \phi_{inf})\) are parametrized by fully connected neural networks specified in Appendix D.1.1.

### 7.4 EDM: E(3) EQUIVARIANT DIFFUSION MODEL

In this section, we describe the EDM, an E(3) Equivariant Diffusion Model. EDM defines a noising process for both node positions and features, and it uses the E(n) Equivariant Graph Neural Network to learn the generative denoising process.

#### 7.4.1 The Diffusion Process

We first define an equivariant diffusion process for coordinates \( x_i \) with atom features \( h_i \) that adds noise to the data. Recall that we consider a set of points \( \{(x_i, h_i)\}_{i=1,...,M} \), where each node has associated to it a coordinate representation \( x_i \in \mathbb{R}^n \) and an attribute vector \( h_i \in \mathbb{R}^{nf} \). Let \( \cdot, \cdot \) denote a concatenation. We define the equivariant noising process on latent variables \( z(t) = [z(t)^{(x)}, z(t)^{(h)}] \) as:

\[
q(z(t)|x,h) = N_{xh}(z(t)|\alpha_t[x,h], \sigma_t^2 I) \tag{66}
\]

for \( t = 1, \ldots, T \) where \( N_{xh} \) is concise notation for the product of two distributions, one for the noised coordinates \( N_x \) and another for the noised features \( N \) given by:

\[
N_x(z(t)^{(x)}|\alpha_t x, \sigma_t^2 I) \cdot N(z(t)^{(h)}|\alpha_t h, \sigma_t^2 I) \tag{67}
\]

These equations correspond to Equation 57 in a standard diffusion model. Also, a slight abuse of notation is used to aid readability: technically \( x, h, z(t) \) are two-dimensional variables with an axis for the point identifier and an axis for the features. However, in the distributions they are treated as if flattened to a vector.

As explained in the previous chapter, Section 6.5.3, it is impossible to have a non-zero distribution that is invariant to translations, as it cannot integrate to one. However, one can use distributions on the linear subspace where the center of gravity is always zero. Following (Xu et al., 2022), which showed that such a
Algorithm 1 Optimizing EDM

**Input:** Data point \( x \), neural network \( \phi \)
Sample \( t \sim U(0, \ldots, T) \), \( \epsilon \sim N(0, I) \)
Subtract center of gravity from \( \epsilon^{(x)} \) in \( \epsilon = [\epsilon^{(x)}, \epsilon^{(h)}] \)
Compute \( z(t) = \alpha_t [x, h] + \sigma_t \epsilon \)
Minimize \( \| \epsilon - \phi(z(t), t) \|_2^2 \)

Algorithm 2 Sampling from EDM

Sample \( z(t) \sim N(0, I) \)

for \( t \) in \( T, T-1, \ldots, 1 \) where \( s = t - 1 \) do
  Sample \( \epsilon \sim N(0, I) \)
  Subtract center of gravity from \( \epsilon^{(x)} \) in \( \epsilon = [\epsilon^{(x)}, \epsilon^{(h)}] \)
  \[
  z_s = \frac{1}{\alpha_{t_s}} z(t) - \frac{\sigma^2_{t_s}}{\alpha_{t_s} \sigma_t} \cdot \phi(z(t), t) + \sigma_{t \rightarrow s} \cdot \epsilon
  \]
end for
Sample \( x, h \sim p(x, h|z(0)) \)

linear subspace can be consistently used in diffusion, \( N_x \) is defined as a normal distribution on the subspace defined by \( \sum_i x_i = 0 \). Recalling the definition from previous Chapter 6.5.4, \( N_x(x | \mu, \sigma^2 I) = (\sqrt{2\pi\sigma})^{-(M-1)n} \exp \left( -\frac{1}{2\sigma^2} \| x - \mu \|^2 \right) \).

Since the features \( h \) are invariant to \( E(n) \) transformations, the noise distribution for these features can be the conventional normal distribution \( N \).

### 7.4.2 The Generative Denoising Process

To define the generative process, the noise posteriors \( q(z(s)|x, h, z(t)) \) of Equation 66 can be used in the same fashion as in Equation 69 by replacing the data variables \( x, h \) by neural network approximations \( \hat{x}, \hat{h} \):

\[
p(z(s)|z(t)) = N_{x,h}(z(s)|\mu_{t \rightarrow s}([\hat{x}, \hat{h}], z(t)), \sigma^2_{t \rightarrow s} I)
\]

(68)

where \( \hat{x}, \hat{h} \) depend on \( z(t), t \) and the neural network \( \phi \). As conventional in modern diffusion models, we use the noise parametrization to obtain \( \hat{x}, \hat{h} \). Instead of directly predicting them, the network \( \phi \) outputs \( \hat{\epsilon} = [\hat{\epsilon}^{(x)}, \hat{\epsilon}^{(h)}] \) which is then used to compute:

\[
[\hat{x}, \hat{h}] = z(t) / \alpha_t - \hat{\epsilon}_t / \alpha_t
\]

(69)

If \( \hat{\epsilon}_t \) is computed by an equivariant function \( \phi \) then the denoising distribution in Equation 68 is equivariant. To see this, observe that rotating \( z(t) \) to \( Rz(t) \) gives \( R\hat{\epsilon}_t = \phi(Rz(t), t) \). Furthermore, the mean of the denoising equation rotates \( R\hat{x} = Rz(t)^{(x)} / \alpha_t - R\hat{\epsilon}_t^{(x)} \sigma_t / \alpha_t \) and since the noise is isotropic, the distribution is equivariant as desired.
To sample from the model, one first samples $z(t) \sim \mathcal{N}_{xh}(0, I)$ and then iteratively samples $z(t-1) \sim p(z(t-1)|z(t))$ for $t = T, \ldots, 1$ and then finally samples $x, h \sim p(x, h|z(0))$, as described in Algorithm 2.

### 7.4.3 Optimization Objective

Recall that the likelihood term of this model is

$$L_t = -\text{KL}(q(z(s)|x, z(t))||p(z(s)|z(t)))$$

Analogous to Equation 64, in this parametrization the term simplifies to:

$$L_t = \mathbb{E}_{\epsilon_t \sim \mathcal{N}_{xh}(0, I)} \left[ \frac{1}{2} w(t) \| \epsilon_t - \hat{\epsilon}_t \|^2 \right],$$

where $w(t) = (1 - \text{SNR}(t-1)/\text{SNR}(t))$ and $\hat{\epsilon}_t = \phi(z(t), t)$. This is convenient: even though parts of the distribution of $\mathcal{N}_{xh}$ operate on a subspace, the simplification in Equation 64 also holds here, and can be computed for all components belonging to $x$ and $h$ at once. There are three reasons why this simplification remains true: firstly, $\mathcal{N}_x$ and $\mathcal{N}$ within $\mathcal{N}_{xh}$ are independent, so the divergence can be separated into two divergences. Further, the KL divergence between the $\mathcal{N}_x$ components are still compatible with the standard KL equation for normal distributions, as they rely on a Euclidean distance (which is rotation invariant) and the distributions are isotropic with equal variance. Finally, because of the similarity in KL equations, the results can be combined again by concatenating the components in $x$ and $h$. An overview of the optimization procedure is given in Algorithm 1.

Following (Ho et al., 2020) during training we set $w(t) = 1$ as it stabilizes training and it is known to improve sample quality for images. Experimentally we also found this to hold true for molecules: even when evaluating the probabilistic variational objective for which $w(t) = (1 - \text{SNR}(t-1)/\text{SNR}(t))$, the model trained with $w(t) = 1$ outperformed models trained with the variational $w(t)$.

In summary, we have defined a diffusion process, a denoising model and an optimization objective between them. To further specify our model, we need to define the neural network $\phi$ that is used within the denoising model.

### 7.4.4 The Dynamics

We learn the E(n) equivariant dynamics function $[\hat{\epsilon}_t^{(x)}, \hat{\epsilon}_t^{(h)}] = \phi(z(t)^{(x)}, z(t)^{(h)}, t)$ of the diffusion model using the equivariant network EGNN introduced in Section 7.3.4 in the following way:

$$\hat{\epsilon}_t^{(x)}, \hat{\epsilon}_t^{(h)} = \text{EGNN}(z(t)^{(x)}, [z(t)^{(h)}, t/T]) - [z(t)^{(x)}, 0]$$
Notice that we simply input $z(t)^{(x)}$, $z(t)^{(h)}$ to the EGNN with the only difference that $t/T$ is concatenated to the node features. The estimated noise $\hat{\epsilon}_t^{(x)}$ is given by the output of the EGNN from which the input coordinates $z(t)^{(x)}$ are removed. Importantly, since the outputs have to lie on a zero center of gravity subspace, the component $\hat{\epsilon}_t^{(x)}$ is projected down by subtracting its center of gravity. This then satisfies the rotational and reflection equivariance on $\hat{x}$ with the parametrization in Equation 69. Additional details about the dynamics are provided in Appendix D.1.1

### 7.4.5 Categorical Features

For categorical features such as atom type, the aforementioned integer representation is unnatural and can introduce bias. Instead of using integers for these features, we operate directly on a one-hot representation. Suppose $h$ is an array with values representing categories in $c_1, ..., c_d$, such as atom types. Then, $h$ is encoded with a one-hot function, $h \mapsto h_{\text{onehot}}$, such that $h_{\text{onehot}}^i,j = 1$ if $h_i = c_j$. The noising process over $z(t)^{(h)}$ can then be directly defined using the one-hot representation $h_{\text{onehot}}$, similar to its definition for integer values, i.e., $q(z(t)^{(h)}|h) = \mathcal{N}(z(t)^{(h)}|\alpha_t h_{\text{onehot}}, \sigma_t^2 I)$. The only difference is that $z(t)^{(h)}$ has an additional dimension axis with a size equal to the number of categories. Since the data is discrete and the noising process is assumed to be well defined, we can define probability parameters $p$ to be proportional to the normal distribution integrated from $1 - \frac{1}{2}$ to $1 + \frac{1}{2}$ using the same reasoning as for integer data. Intuitively, when a small amount of noise is sampled and added to the one-hot representation, the value corresponding to the active class will almost certainly fall between $1 - \frac{1}{2}$ and $1 + \frac{1}{2}$:

$$p[h|z(0)^{(h)}] = \epsilon(h|p), p \propto \int_{1-\frac{1}{2}}^{1+\frac{1}{2}} \mathcal{N}(u|z(0)^{(h)}, \sigma_0) du$$

Where $p$ is normalized to sum to one and $\epsilon$ represents a categorical distribution. In practice, this distribution will almost certainly equal one for values of $z(0)^{(h)}$ that were sampled from the diffusion process given $h$.

### 7.4.6 Scaling Features

Coordinates and atom types each represent different physical quantities. Consequently, we can establish a relative scaling among them. While normalizing these features simplifies their processing for the neural network, relative scaling has a more profound impact on the model. For instance, when the features $h$ are defined on a smaller scale than the coordinates $x$, the denoising process tends to initially determine rough positions and only decide on the atom types afterwards. Our empirical findings indicate that defining the input to our EDM model...
as \([x, 0.25 \text{onehot}]\) significantly enhances performance compared to non-scaled inputs.

7.4.7 Modelling the Number of Atoms

In the above sections we have considered the number of atoms \(M\) to be known beforehand. To accommodate molecules of varying sizes, we calculate the categorical distribution \(p(M)\) of molecule sizes based on the training set. To sample from the model \(p(x, h, M)\), we first sample \(M \sim p(M)\), and then sample \(x, h \sim p(x, h| M)\) from the EDM. Although this conditioning on \(M\) is often omitted for clarity, it remains an important part of the generative process.

7.4.8 Conditional Generation

In this section we describe a straightforward extension to the proposed method to do conditional generation \(x, h \sim p(x, h| c)\) given some desired property \(c\). We can define the optimization lower bound for the conditional case as \(\log p(x, h| c) \geq \mathcal{L}_{c,0} + \mathcal{L}_{c,\text{base}} + \sum_{t=1}^{T-1} \mathcal{L}_{c,t}\), where the different \(\mathcal{L}_{c,t}\) for \(1 \leq t < T - 1\) are defined similarly to Equation 70, with the important difference that the function \(\hat{\epsilon}_t = \phi(z(t), [t, c])\) takes as additional input a property \(c\) which is concatenated to the nodes features. Given a trained conditional model we define the generative process by first sampling the number of nodes \(M\) and a property value \(c\) from a parametrized distribution \(c, M \sim p(c, M)\) defined in Appendix D.5. Next, we can generate molecules \(x, h\) given \(c, M\) using our Conditional EDM \(x, h \sim p(x, h| c, M)\).

7.5 RELATED WORK

Diffusion models (Sohl-Dickstein et al., 2015) are generative models that have been recently connected to score-based methods through denoising diffusion models (Song and Ermon, 2019; Ho et al., 2020). This new family of generative models has proven to be very effective in generating data such as images (Ho et al., 2020; Nichol and Dhariwal, 2021).

In molecule generation, there are some recent methods that generate molecules directly in their 3D form. G-Schnet (Gebauer et al., 2019) defines an autoregressive distribution from which atoms can be iteratively sampled, and can be used for targeted generation (Gebauer et al., 2021). E-NF (Satorras et al., 2021a) Chapter 6 defines an equivariant normalizing flow via a differential equation. Instead of integrating a differential equation, our method learns to denoise a diffusion process, which scales more favourably during training.
A related branch of literature is concerned with predicting coordinates from molecular graphs, referred to as the conformation. Examples of such methods utilize conditional VAEs (Simm and Hernández-Lobato, 2019), Wasserstein GANs (Hoffmann and Noé, 2019), and normalizing flows (Noé et al., 2019), with adaptations for Euclidean symmetries in (Köhler et al., 2020b; Xu et al., 2021b; Simm et al., 2021; Ganea et al., 2021; Guan et al., 2021) resulting in performance improvements. In recent works (Shi et al., 2021; Luo et al., 2021; Xu et al., 2022), it was shown that score-based and diffusion models are effective at coordinate prediction, especially when the underlying neural network respects the symmetries of the data. Our work can be seen as an extension of these methods that incorporates discrete atom features, and further derives the equations required for log-likelihood computation. In the context of diffusion for discrete variables, unrelated to molecule modelling, discrete diffusion processes have been proposed (Sohl-Dickstein et al., 2015; Hoogeboom et al., 2021; Austin et al., 2021). However, for 3D molecule generation these would require a separate diffusion process for the discrete features and the continuous coordinates. Instead, we define a joint process for both of them.

Tangentially related, other methods generate molecules in graph representation. Examples include autoregressive methods such as (Liu et al., 2018; You et al., 2018; Liao et al., 2019), and one-shot approaches such as (Simonovsky and Komodakis, 2018; De Cao and Kipf, 2018; Bresson and Laurent, 2019; Kosiorek et al., 2020; Krawczuk et al., 2021). However, such methods do not provide conformer information, which is useful for many downstream tasks.

### 7.6 Experiments

#### 7.6.1 Molecule Generation | QM9

QM9 (Ramakrishnan et al., 2014) is a standard dataset that contains molecular properties and atom coordinates for 130k small molecules with up to 9 heavy atoms (29 atoms including hydrogens). In this experiment, we train EDM to unconditionally generate molecules with 3-dimensional coordinates, atom types (H, C, N, O, F), and integer-valued atom charges. We use the train/val/test partitions...
Table 12: Neg. log-likelihood $-\log p(x, h, M)$, atom stability and molecule stability with standard deviations across 3 runs on QM9, each drawing 10000 samples from the model.

<table>
<thead>
<tr>
<th># Metrics</th>
<th>NLL</th>
<th>Atom stable (%)</th>
<th>Mol stable (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-NF</td>
<td>-59.7</td>
<td>85.0</td>
<td>4.9</td>
</tr>
<tr>
<td>G-Schnet</td>
<td>N.A</td>
<td>95.7</td>
<td>68.1</td>
</tr>
<tr>
<td>GDM</td>
<td>-94.7</td>
<td>97.0</td>
<td>63.2</td>
</tr>
<tr>
<td>GDM-aug</td>
<td>-92.5</td>
<td>97.6</td>
<td>71.6</td>
</tr>
<tr>
<td>EDM (ours)</td>
<td>$-110.7 \pm 1.5$</td>
<td>$98.7 \pm 0.1$</td>
<td>$82.0 \pm 0.4$</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td>99.0</td>
<td>95.2</td>
</tr>
</tbody>
</table>

introduced in (Anderson et al., 2019), which consist of 100K/18K/13K samples respectively for each partition.

**Metrics:** Following (Satorras et al., 2021a), we use the distance between pairs of atoms and the atom types to predict bond types (single, double, triple or none). We then measure atom stability (the proportion of atoms that have the right valency) and molecule stability (the proportion of generated molecules for which all atoms are stable).

**Baselines:** We compare EDM to two existing E($3$) equivariant models: G-Schnet (Gebauer et al., 2019) and Equivariant Normalizing Flows (E-NF) (Satorras et al., 2021a). For G-Schnet, we extracted 10000 samples from the publicly available code to run the analysis. To demonstrate the benefits of equivariance, we also perform an ablation study and run a non-equivariant variation of our method that we call Graph Diffusion Models (GDM). The Graph diffusion model is run with the same configuration as our method, except that the EGNN is replaced by a non-equivariant graph network defined in Appendix D.2. We also experiment with GDM-aug, where the GDM model is trained on data augmented with random rotations. All models use 9 layers, 256 features per layer, and SiLU activations. They are trained using Adam with a batch size of 64 and a learning rate of $10^{-4}$.

**Results:** Results are reported in Table 12. Our method outperforms previous methods (E-NF and G-Schnet), as well as its non-equivariant counterparts on all metrics. It is interesting to note that the negative log-likelihood of the EDM is much lower than other models, which indicates that it is able to create sharper peaks in the model distribution.

Further, EDMs are compared to one-shot graph-based molecule generation models that do not operate on 3D coordinates: GraphVAE (Simonovsky and Komodakis, 2018), GraphTransformerVAE (Mitton et al., 2021), and Set2GraphVAE (Vignac and Frossard, 2021). For G-Schnet and EDM, the bonds are directly
Table 13: Validity and uniqueness over 10000 molecules with standard deviation across 3 runs. Results marked (*) are not directly comparable, as they do not use 3D coordinates to derive bonds. H: model hydrogens explicitly

<table>
<thead>
<tr>
<th>Method</th>
<th>H</th>
<th>Valid (%)</th>
<th>Valid and Unique (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph VAE (*)</td>
<td>55.7</td>
<td>42.3</td>
<td></td>
</tr>
<tr>
<td>GTVAE (*)</td>
<td>74.6</td>
<td>16.8</td>
<td></td>
</tr>
<tr>
<td>Set2GraphVAE (*)</td>
<td>59.9±1.7</td>
<td>56.2±1.4</td>
<td></td>
</tr>
<tr>
<td>EDM (ours)</td>
<td>97.5±0.2</td>
<td>94.3±0.2</td>
<td></td>
</tr>
<tr>
<td>E-NF ✓</td>
<td>40.2</td>
<td>39.4</td>
<td></td>
</tr>
<tr>
<td>G-Schnet ✓</td>
<td>85.5</td>
<td>80.3</td>
<td></td>
</tr>
<tr>
<td>GDM-aug ✓</td>
<td>90.4</td>
<td>89.5</td>
<td></td>
</tr>
<tr>
<td>EDM (ours) ✓</td>
<td>91.9±0.5</td>
<td>90.7±0.6</td>
<td></td>
</tr>
<tr>
<td>Data ✓</td>
<td>97.7</td>
<td>97.7</td>
<td></td>
</tr>
</tbody>
</table>

derived from the distance between atoms. We report validity (as measured by RDKit) and uniqueness of the generated compounds. Following (Vignac and Frossard, 2021) novelty is not included here. For a discussion on the issues with the novelty metric, see Appendix D.2. As can be seen in Table 13, the EDM is able to generate a very high rate of valid and unique molecules. This is impressive since the 3D models are at a disadvantage in this metric, as the rules to derive bonds are very strict. Interestingly, even when including hydrogen atoms in the model, the performance of the EDM does not deteriorate much. A possible explanation is that the equivariant diffusion model scales effectively and learn very precise distributions, as evidenced by the low negative log-likelihood.

7.6.2 Conditional Molecule Generation

In this section, we aim to generate molecules targeting some desired properties. This can be of interest towards the process of drug discovery where we need to obtain molecules that satisfy specific properties. We train our conditional diffusion model from Section 7.4.8 in QM9 conditioning the generation on properties \( \alpha \), gap, homo, lumo, \( \mu \) and \( C_v \) described in more detail in Appendix D.5. In order to assess the quality of the generated molecules w.r.t. to their conditioned property, we use the property classifier network \( \phi_c \) from Satorras et al. (2021b). We split the QM9 training partition into two halves \( D_a, D_b \) of 50K samples each. The classifier \( \phi_c \) is trained on the first half \( D_a \), while the Conditional EDM is trained on the second half \( D_b \). Then, \( \phi_c \) is evaluated on the EDM conditionally generated samples. We also report the loss of \( \phi_c \) on \( D_b \) as a lower bound named "QM9 (L-bound)". The better EDM approximates \( D_b \) the smaller the gap between "EDM" and "QM9 (L-bound)". Further implementation details are reported in Appendix D.5.
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Figure 23: Generated molecules by our Conditional EDM when interpolating among different Polarizability $\alpha$ values with the same reparametrization noise $\epsilon$. Each $\alpha$ value is provided on top of each image.

Table 14: Mean Absolute Error for molecular property prediction by a EGNN classifier $\phi_c$ on a QM9 subset, EDM generated samples and two different baselines "Naive (U-bounds)" and "# Atoms".

<table>
<thead>
<tr>
<th>Task</th>
<th>$\alpha$ Units</th>
<th>$\Delta \epsilon$ meV</th>
<th>$\epsilon_{\text{HOMO}}$ meV</th>
<th>$\epsilon_{\text{LUMO}}$ meV</th>
<th>$\mu$ D</th>
<th>$C_v$ cal mol K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive (U-bound)</td>
<td>Bohr$^3$</td>
<td>9.01</td>
<td>1470</td>
<td>645</td>
<td>1457</td>
<td>1.616</td>
</tr>
<tr>
<td>#Atoms</td>
<td></td>
<td>3.86</td>
<td>866</td>
<td>426</td>
<td>813</td>
<td>1.053</td>
</tr>
<tr>
<td>EDM</td>
<td></td>
<td>2.76</td>
<td>655</td>
<td>356</td>
<td>584</td>
<td>1.111</td>
</tr>
<tr>
<td>QM9 (L-bound)</td>
<td></td>
<td>0.10</td>
<td>64</td>
<td>39</td>
<td>36</td>
<td>0.043</td>
</tr>
</tbody>
</table>

BASELINES: We provide two baselines in which molecules are to some extent agnostic to their respective property $c$. In the first baseline we simply remove any relation between molecule and property by shuffling the property labels in $D_b$ and then evaluating $\phi_c$ on it. We name this setting "Naive (Upper-Bound)". The second baseline named "#Atoms" predicts the molecular properties in $D_b$ by only using the number of atoms in the molecule. If "EDM" overcomes "Naive (Upper-Bound)" it should be able to incorporate conditional property information into the generated molecules. If it overcomes "#Atoms" it should be able to incorporate it into the molecular structure beyond the number of atoms.

RESULTS (QUANTITATIVE): Results are reported in Table 14. EDM outperforms both "Naive (U-bound)" and "#Atoms" baselines in all properties (except $\mu$) indicating that it is able to incorporate property information into the generated molecules beyond the number of atoms for most properties. However, we can see there is still room for improvement by looking at the gap between "EDM" and "QM9 (L-bound)".

RESULTS (QUALITATIVE): In Figure 23 we interpolate the conditional generation among different Polarizability values $\alpha$ while keeping the noise $\epsilon$ fixed. The Polarizability is the tendency of a molecule to acquire an electric dipole moment when subject to an external electric field. We can expect less isometrically shaped molecules for large $\alpha$ values. This is the obtained behavior in Figure 23 – we show that this behavior is consistent across different runs in Appendix 19.5.
Table 15: Neg. log-likelihood, atom stability and Wasserstein distance between generated and training set energy distributions.

<table>
<thead>
<tr>
<th># Metrics</th>
<th>NLL</th>
<th>Atom stability (%)</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDM</td>
<td>−14.2</td>
<td>75.0</td>
<td>3.32</td>
</tr>
<tr>
<td>GDM-aug</td>
<td>−58.3</td>
<td>77.7</td>
<td>4.26</td>
</tr>
<tr>
<td>EDM</td>
<td>−137.1</td>
<td>81.3</td>
<td>1.41</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td>86.5</td>
<td>0.0</td>
</tr>
</tbody>
</table>

7.6.3 GEOM-Drugs

While QM9 features only small molecules, GEOM (Axelrod and Gomez-Bombarelli, 2020) is a larger scale dataset of molecular conformers. It features 430,000 molecules with up to 181 atoms and an average of 44.4 atoms. For each molecule, many conformers are provided along with their energy. From this dataset, we retain the 30 lowest energy conformations for each molecule. The models are trained to generate the 3D positions and atom types of these molecules. All models use 4 layers, 256 features per layer, and are trained using Adam with a batch size of 64 and a learning rate of $10^{-4}$.

Since molecules in this dataset are larger and have more complex structures, predicting the bond types using the atom types and the distance between atoms with lookup tables results in more errors than on QM9. For this reason, we only report the atom stability, which measures 86.5% stable atoms on the dataset. Intuitively, this metric describes the percentage of atoms that have bonds within typical ranges – ideally, generative models should generate a comparable number of stable atoms. In Table 15 we can see that the EDM outperforms its non-equivariant counterparts on all metrics. In particular, EDM is able to capture the energy distribution well, as seen in the histograms in Appendix D.2.

7.7 CONCLUSIONS

In this chapter, we introduced an E(3) Equivariant Diffusion Model (EDM) for 3D molecule generation. This model builds upon the E(n) Equivariant Graph Neural Networks from Chapter 5 and addresses the primary scalability limitations found in Equivariant Normalizing Flows from Chapter 6. To the best of our knowledge, EDM is the first diffusion model for 3D molecule generation, establishing a new benchmark in literature. We demonstrate that our model provides superior results to previous molecular generative models and scales to larger molecular data such as GEOM-DRUGS.
Deep learning generative methods hold potential to impact the field of molecular sciences. Particularly, subsequent to this work, numerous diffusion models for molecule generation are influencing application such as molecule-ligand interactions (Igashov et al., 2022, Schneuing et al., 2022), drug discovery (Isert et al., 2023) and material design (Zeni et al., 2023).
CONCLUSIONS

8.1 SUMMARY OF CONCLUSIONS

The main contribution of this thesis has been the enhancement of Graph Neural Networks (GNNs) through the incorporation of physics-based inductive biases, yielding significant improvements across a range of applications, with a particular emphasis on molecular modeling.

The initial part of the thesis explores the combination of recent advances in GNNs with more traditional methods of graphical inference. The result is a hybrid algorithm that benefits from both the inductive bias of graphical models and the high expressivity in data-driven inference of neural networks. The proposed hybrid algorithm demonstrates better performance than its individual components when run in isolation on a variety of tasks such as estimating chaotic trajectories.

Subsequently, the thesis presents a GNN designed to be equivariant to Euclidean transformations in a 3D space, a symmetry group with many important real-world applications such as molecular modeling. We named this model E(n) Equivariant Graph Neural Networks (EGNN). This EGNN is computationally efficient, simple to implement, and outperforms more expensive equivariant networks in molecular property prediction and dynamics forecasting. The efficiency and efficacy of the EGNN have made the network a valuable tool adopted in a wide variety of subsequent works in the context of molecular sciences, as mentioned in Section 1.3.

Further advancing the field of deep learning for molecular modeling, the thesis extends the EGNN to build E(n) Equivariant Generative Models, with a focus on molecular structure generation in three dimensions. The E(n) Equivariant Normalizing Flows (E-NFs) and the E(3) Equivariant Diffusion Model (EDM), the latter offering superior performance and scalability than previous literature. These
advancements in generative models have begun to influence applications in drug design and material sciences.

8.2 research questions

Having introduced our work, we can now attempt to answer the research questions:

Research Question 1: How can we benefit from both the expressivity of GNNs and the generalization and data efficiency of graphical models?

This thesis has demonstrated that it is possible to leverage the generalization capabilities of graphical models with the expressivity of GNNs. Through the design of a hybrid message-passing framework, we achieved better performance and generalization than pure graphical inference or pure GNN data-learned inference in a variety of tasks, such as estimating chaotic trajectories.

Research Question 2: How can we build effective and yet fast graph neural networks that are equivariant to Euclidan transformations?

By developing E(n) Equivariant Graph Neural Networks (EGNNs), we have demonstrated that it is possible to obtain an equivariant GNN that is both efficient and effective. This thesis has demonstrated the competitive performance of the EGNN in a variety of tasks such as molecular property prediction and the design of new equivariant generative models. Additionally, the EGNN’s adoption in many subsequent works highlights its utility in addressing practical challenges in fields where Euclidean symmetries are inherent in the data.

Research Question 3: How can we construct E(3) equivariant generative models and what advancements do they offer in the generation of molecular structures?

This thesis made substantial contributions to the field of generative modeling in 3D Euclidean spaces by introducing E(n) Equivariant Normalizing Flows (ENFs) and E(3) Equivariant Diffusion Models (EDMs). These methods represent a significant step forward in the generation of 3D molecular structures. The EDM, in particular, has set a new benchmark in 3D molecule generation, demonstrating better performance and scalability than previous literature. The impact of these models is beginning to influence applications in drug discovery and material design, holding potential to revolutionize molecular sciences.
8.3 LIMITATIONS AND FUTURE WORK

Despite the meaningful contributions presented in this thesis, they are just a small step towards the potential that machine learning has to disrupt a field such as molecular sciences.

Machine learning can potentially disrupt high-impact applications within molecular sciences, such as drug discovery, material design, and modeling chemical reactions, all of which can have a significant and hopefully positive impact in the real world. To reach a turning point where machine learning methods outperform classical chemistry methods, these models may need to become more accurate than the ones proposed in this thesis and more efficient than current methods used in computational chemistry.

For instance, if we could scale up a diffusion generative model, as presented in Chapter 7, to generalize across a wide variety of systems and provide highly accurate structures when conditioned on desired properties or structures, it would be an invaluable tool in tasks like material design, finding ligands given protein structures or catalysts for a desired chemical reaction. However, the methods presented in this thesis, such as Equivariant Diffusion Models (EDM) using $E(n)$ Equivariant Graph Neural Networks, are limited to a small training domain, e.g., QM9 or Geom-Drugs.

While in domains like Computer Vision and Natural Language Processing, a solution to obtain more accurate machine learning models has been to simply scale up models with deeper networks and more training samples (Ramesh et al., 2021). In molecular sciences, we often face a slightly different paradigm regarding the nature of training samples. For instance, in Computer Vision, data is obtained from the real world and is accessible in huge quantities online. In contrast, in chemistry, the QM9 dataset used in the experiments of Chapters 5, 6, and 7 was obtained with costly ab initio methods, such as Density Functional Theory computations based on quantum mechanics.

This reliance on classical methods for data generation to train machine learning models can result in a ‘chicken and egg’ problem, wherein the goal of the machine learning model is to approximate a similar distribution as the one we can already model with classical methods but more efficiently. However, this limitation also comes with a potential benefit: we have access to the equations that define these ab initio methods. Throughout this thesis, we have shown how to leverage prior knowledge, specifically, in Chapters 3 and 4 we have shown how to combine both physics equations with machine learning models, inferring more accurate trajectories of a Lorenz oscillator with fewer samples by leveraging the differential equations that define the trajectories. We have also leveraged Euclidean symmetry constraints in Chapters 5, 6, and 7.
This brings us to new research questions: Can we further leverage symmetries or prior knowledge present in physics, such as the energy conservation law, pre-defined interactions in force fields, or the anti-symmetry of electron interactions? Can we define better machine learning models that are efficient and accurate enough to significantly disrupt the field of molecular sciences through these newly defined inductive biases?
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Part IV

APPENDICES
HYBRID INFERENCE IN MARKOV CHAINS

A.1 EQUATION DETAILS THE FOR LINEAR DYNAMICS EXPERIMENT

Linear and Gaussian dataset matrices:

The differential equations that describe the dynamics are \((c = 0.06, \tau = 0.17)\):

\[
\begin{align*}
\frac{\partial p}{\partial t} &= v, \\
\frac{\partial v}{\partial t} &= a - cv, \\
\frac{\partial a}{\partial t} &= -\tau v
\end{align*}
\] (71)

Therefore, the dynamics matrix is defined as:

\[
\dot{x} = Ax = \begin{bmatrix}
0 & 1 & 0 \\
0 & -c & 1 \\
0 & -\tau & 0
\end{bmatrix}
\begin{bmatrix}
p \\
v \\
a
\end{bmatrix}
\] (72)

Using the following Taylor expansion we find the transition matrix \(\tilde{F}\)

\[
\tilde{F} = I + \sum_{k=1}^{K} \frac{(A\Delta t)^k}{k!}
\] (73)

The transition matrix \(\tilde{F}\) for each dimension is:

\[
\tilde{F} = \begin{bmatrix}
1 & \Delta t - \frac{c}{2}\Delta t^2 & \frac{\Delta t^2}{2} \\
0 & 1 - c\Delta t + \frac{c^2 - \frac{c}{2}}{2}\Delta t^2 & \Delta t - \frac{c}{2}\Delta t^2 \\
0 & -\tau\Delta t + \frac{\tau c}{2}\Delta t^2 & 1 - \frac{\tau}{2}\Delta t^2
\end{bmatrix}
\] (74)
Then, the transition matrix and noise distributions are:

\[
F = \begin{bmatrix} \tilde{F} & 0 \\ 0 & \tilde{F} \end{bmatrix}, \quad \hat{Q} = \begin{bmatrix} \Delta t/3 & 0 & 0 \\ 0 & \Delta t & 0 \\ 0 & 0 & 3\Delta t \end{bmatrix}, \quad Q = 0.1^2 \begin{bmatrix} \tilde{Q} & 0 \\ 0 & \tilde{Q} \end{bmatrix},
\]

The measurement matrix and noise distribution are:

\[
G = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \end{bmatrix}, \quad R = 0.5^2 \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

**Linear and Gaussian matrices used for hybrid and GM-messages models:**

The differential equations that describe the dynamics are:

\[
\frac{\partial p}{\partial t} = v, \quad \frac{\partial v}{\partial t} = 0, \quad \frac{\partial a}{\partial t} = 0 \quad \tag{75}
\]

Then the transition matrix given the last equations is:

\[
\tilde{F} = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix} \quad \tag{76}
\]

And the transition matrix and noise distributions are:

\[
F = \begin{bmatrix} \tilde{F} & 0 \\ 0 & \tilde{F} \end{bmatrix}, \quad \hat{Q} = \begin{bmatrix} \Delta t & 0 \\ 0 & \Delta t \end{bmatrix}, \quad Q = \begin{bmatrix} \sigma^2 \tilde{Q} & 0 \\ 0 & \sigma^2 \tilde{Q} \end{bmatrix},
\]

Finally the measurement distribution matrices are:

\[
G = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix}, \quad R = 0.5^2 \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]
Such that the only parameter to optimize from the graphical model is the variance of the transition noise distribution $\sigma$.

**A.1.1 Equation details for the NCLT dataset**

For the NCLT dataset we use the uniform velocity motion equations. The differential equations that describe the dynamics are:

$$\frac{\partial p}{\partial t} = v, \quad \frac{\partial v}{\partial t} = 0, \quad \frac{\partial a}{\partial t} = 0 \quad (78)$$

Such that the transition matrix for one component is:

$$\tilde{F} = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix} \quad (79)$$

And the transition matrix and noise distribution are:

$$F = \begin{bmatrix} \tilde{F} & 0 \\ 0 & \tilde{F} \end{bmatrix}, \bar{Q} = \begin{bmatrix} \Delta t & 0 \\ 0 & \Delta t \end{bmatrix}, Q = \begin{bmatrix} \sigma^2 \bar{Q} & 0 \\ 0 & \sigma^2 \bar{Q} \end{bmatrix}, \quad (80)$$

Finally the measurement distribution matrices are:

$$G = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, R = \lambda^2 \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$

Such that the only parameters to optimize from the graphical model is the variance of the noise and measurement distributions $\sigma$ and $\lambda$. 
In this section we prove that our model is translation equivariant on \( X = (x_1, \ldots, x_M) \in \mathbb{R}^{M \times n} \) for any translation vector \( g \in \mathbb{R}^n \) and it is rotation and reflection equivariant on \( X \) for any orthogonal matrix \( Q \in \mathbb{R}^{n \times n} \). Let \( QX \) be shorthand for \((Qx_1, \ldots, Qx_M)\) and \( X + g \) be shorthand for \((x_1 + g, \ldots, x_M + g)\). We will prove the model satisfies:

\[
QX^{l+1} + g, H^{l+1} = \text{EGCL}(QX^l + g, H^l)
\]

We will analyze how a translation and rotation of the input coordinates propagates through our model. We start assuming \( H^0 \) is invariant to \( E(n) \) transformations on \( X \), in other words, we do not encode any information about the absolute position or orientation of \( X^0 \) into \( H^0 \). Then, the output \( m_{ij} \) of Equation 42 will be invariant too since the distance between two particles is invariant to translations \( \|x_i^l + g - x_j^l + g\|^2 = \|x_i^l - x_j^l\|^2 \), and it is invariant to rotations and reflections \( \|Qx_i^l - Qx_j^l\|^2 = (x_i^l - x_j^l)^\top Q^\top Q(x_i^l - x_j^l) = (x_i^l - x_j^l)^\top I(x_i^l - x_j^l) = \|x_i^l - x_j^l\|^2 \) such that the edge operation becomes invariant:

\[
m_{i,j} = \phi_e \left( h_i^l, h_j^l, \|Qx_i^l + g - Qx_j^l + g\|^2, a_{ij} \right) = \phi_e \left( h_i^l, h_j^l, \|x_i^l - x_j^l\|^2, a_{ij} \right)
\]

The second equation of our model (eq. 43) that updates the coordinates \( x_i \) is \( E(n) \) equivariant. Following, we prove its equivariance by showing that an \( E(n) \) trans-
formation of the input leads to the same transformation of the output. Notice \( m_{ij} \) is already invariant as proven above. We want to show:

\[
Qx_i^{l+1} + g = Qx_i^l + g + C \sum_{j \neq i} \left( Qx_i^l + g - [Qx_i^l + g] \right) \phi_x (m_{i,j})
\]

**Derivation.**

\[
Qx_i^l + g + C \sum_{j \neq i} \left( Qx_i^l + g - Qx_i^l - g \right) \phi_x (m_{i,j})
\]

\[
= Qx_i^l + g + QC \sum_{j \neq i} \left( x_i^l - x_i^l \right) \phi_x (m_{i,j})
\]

\[
= Q \left( x_i^l + C \sum_{j \neq i} \left( x_i^l - x_i^l \right) \phi_x (m_{i,j}) \right) + g
\]

\[
= Qx_i^{l+1} + g
\]

Therefore, we have proven that rotating and translating \( x_i^l \) results in the same rotation and translation on \( x_i^{l+1} \) at the output of Equation 43.

Furthermore, equations 44 and 45 only depend on \( m_{ij} \) and \( h_l^i \) which as saw at the beginning of this proof, are \( E(n) \) invariant, therefore the output of Equation 45 \( h_i^{l+1} \) will be invariant too. Thus concluding that a transformation \( Qx_i^l + g \) on \( x_i^l \) will result in the same transformation on \( x_i^{l+1} \) while \( h_i^{l+1} \) will remain invariant to it such that \( QX_i^{l+1} + g, H_i^{l+1} = EGL(QX_i^l + g, H_i^l) \) is satisfied.
B.2 RE-FORMULATION FOR VELOCITY TYPE INPUTS

In this section we write down the EGNN transformation layer $H^{l+1}, X^{l+1}, V^{l+1} = \text{EGCL}[H^l, X^l, V^{\text{init}}, \mathcal{E}]$ that can take in velocity input and output channels. We also prove it remains $E(n)$ equivariant.

$$m_{ij} = \phi_e \left( h^l_i, h^l_j, \| x^l_i - x^l_j \|^2, a_{ij} \right)$$

$$v^{l+1}_i = \phi_v \left( h^l_i \right) v^{\text{init}}_i + C \sum_{j \neq i} \left( x^l_i - x^l_j \right) \phi_x \left( m_{ij} \right)$$

$$x^{l+1}_i = x^l_i + v^{l+1}_i$$

$$m_i = \sum_{j \neq i} m_{ij}$$

$$h^{l+1}_i = \phi_h \left( h^l_i, m_i \right)$$

B.2.1 Equivariance proof for velocity type inputs

In this subsection we prove that the velocity types input formulation of our model is also $E(n)$ equivariant on $X$. More formally, for any translation vector $g \in \mathbb{R}^n$ and for any orthogonal matrix $Q \in \mathbb{R}^{n \times n}$, the model should satisfy:

$$H^{l+1}, Q X^{l+1} + g, Q V^{l+1} = \text{EGCL}[H^l, Q X^l + g, Q V^{\text{init}}, \mathcal{E}]$$

In Appendix B.1 we already proved the equivariance of our EGNN (Section 5.3) when not including vector type inputs. In its velocity type inputs variant we only replaced its coordinate updates (Eq. 43) by Equation 46 that includes velocity. Since this is the only modification we will only prove that Equation 46 re-written below is equivariant.

$$v^{l+1}_i = \phi_v \left( h^l_i \right) v^{\text{init}}_i + C \sum_{j \neq i} \left( x^l_i - x^l_j \right) \phi_x \left( m_{ij} \right)$$

$$x^{l+1}_i = x^l_i + v^{l+1}_i$$

First, we prove the first line preserves equivariance, that is we want to show:

$$Q v^{l+1}_i = \phi_v \left( h^l_i \right) Q v^{\text{init}}_i + C \sum_{j \neq i} \left( Q x^l_i + g - [Q x^l_j + g] \right) \phi_x \left( m_{ij} \right)$$
Derivation.

\[
\phi_v \left( h^l_i \right) Qv^{\text{init}}_i + C \sum_{j \neq i} \left( Qx^l_i + g - |Qx^l_j + g| \right) \phi_x \left( m_{ij} \right) \\
= Q \phi_v \left( h^l_i \right) v^{\text{init}}_i + QC \sum_{j \neq i} \left( x^l_i - x^l_j \right) \phi_x \left( m_{ij} \right) \\
= Q \left( \phi_v \left( h^l_i \right) v^{\text{init}}_i + C \sum_{j \neq i} \left( x^l_i - x^l_j \right) \phi_x \left( m_{ij} \right) \right) \\
= Qv^{l+1}_i
\]  

Finally, it is straightforward to show the second equation is also equivariant, that is we want to show \(Qx^{l+1}_i + g = Qx^l_i + g + Qv^{l+1}_i\).

Derivation.

\[
Qx^l_i + g + Qv^{l+1}_i = Q \left( x^l_i + v^{l+1}_i \right) + g \\
= Qx^{l+1}_i + g
\]

Concluding we showed that an E(\text{\textit{n}}) transformation on the input set of points results in the same transformation on the output set of points such that \(H^{l+1}, QX^{l+1} + g, QV^{l+1} = \text{EGCL}[H^l, QX^l + g, QV^{\text{init}}, \epsilon]\) is satisfied.

**B.3 IMPLEMENTATION DETAILS**

In this Appendix section we describe the implementation details of the experiments. First, we describe those parts of our model that are the same across all experiments. Our EGNN model from Section 5.3 contains the following three main learnable functions.

*The edge function* \(\phi_e\) (Eq. [42]) is a two layers MLP with two Swish non-linearities: \(\text{Input} \rightarrow \{\text{LinearLayer()} \rightarrow \text{Swish()} \rightarrow \text{LinearLayer()} \rightarrow \text{Swish()} \} \rightarrow \text{Output.}\)

*The coordinate function* \(\phi_x\) (Eq. [43]) consists of a two layers MLP with one non-linearity: \(m_{ij} \rightarrow \{\text{LinearLayer()} \rightarrow \text{Swish()} \rightarrow \text{LinearLayer()} \} \rightarrow \text{Output.}\)

*The node function* \(\phi_h\) (Eq. [45]) consists of a two layers MLP with one non-linearity and a residual connection: \(\{h^l_i, m_{ij} \} \rightarrow \{\text{LinearLayer()} \rightarrow \text{Swish()} \rightarrow \text{LinearLayer()} \rightarrow \text{Addition}(h^l_i) \} \rightarrow h^{l+1}_i.\)

These functions are used in our EGNN across all experiments. Notice the GNN (Eq. [39]) also contains and edge operation and a node operation \(\phi_e\) and \(\phi_h\) re-
spectively. We use the same functions described above for both the GNN and the EGNN such that comparisons are as fair as possible.

**B.3.1 Implementation details for Dynamical Systems**

**B.3.1.1 Dataset**

In the dynamical systems experiment we used a modification of the Charged Particle’s N-body (N=5) system from Kipf et al., 2018. Similarly to Fuchs et al., 2020, we extended it from 2 to 3 dimensions customizing the original code from (https://github.com/ethanfetaya/NRI) and we removed the virtual boxes that bound the particle’s positions. The sampled dataset consists of 3.000 training trajectories, 2.000 for validation and 2.000 for testing. Each trajectory has a duration of 1.000 timesteps. To move away from the transient phase, we actually generated trajectories of 5.000 time steps and sliced them from timestep 3.000 to timestep 4.000 (1.000 time steps into the future) such that the initial conditions are more realistic than the Gaussian Noise initialization from which they are initialized.

In our second experiment, we sweep from 100 to 50.000 training samples, for this we just created a new training partition following the same procedure as before but now generating 50.000 trajectories instead. The validation and test partition remain the same from last experiment.

**B.3.1.2 Models**

All models are composed of 4 layers, the details for each model are the following.

**EGNN:** For the EGNN we use its variation that considers vector type inputs from Section 5.3.2. This variation adds the function \( \phi_v \) to the model which is composed of two linear layers with one non-linearity: Input \( \rightarrow \{ \text{LinearLayer()} \rightarrow \text{Swish()} \rightarrow \text{LinearLayer()} \} \rightarrow \text{Output} \). Functions \( \phi_e, \phi_x \) and \( \phi_h \) that define our EGNN are the same than for all experiments and are described at the beginning of this Appendix B.3

**GNN:** The GNN is also composed of 4 layers, its learnable functions edge operation \( \phi_e \) and node operation \( \phi_h \) from Equation 39 are exactly the same as \( \phi_e \) and \( \phi_h \) from our EGNN introduced in Appendix B.3. We chose the same functions for both models to ensure a fair comparison. In the GNN case, the initial position \( \mathbf{P}^0 \) and velocity \( \mathbf{V}^0 \) from the particles is passed through a linear layer and inputted into the GNN first layer \( \mathbf{H}^0 \). The particle’s charges are inputted as edge attributes \( a_{ij} := c_i c_j \). The output of the GNN \( \mathbf{H}^L \) is passed through a two layers MLP that maps it to the estimated position.

**Radial Field:** The Radial Field algorithm is described in the Related Work 5.4, its only parameters are contained in its edge operation \( \phi_{rf}() \) which in our case is
a two layers MLP with two non linearities Input $\rightarrow$ {LinearLayer() $\rightarrow$ Swish() $\rightarrow$ LinearLayer() $\rightarrow$ Tanh } $\rightarrow$ Output. Notice we introduced a Tanh at the end of the MLP which fixes some instability issues that were causing this model to diverge in the dynamical system experiment. We also augmented the Radial Field algorithm with the vector type inputs modifications introduced in Section 5.3.2.

In addition to the norms between pairs of points, $\phi_{rf}()$ also takes as input the particle charges $c_i c_j$.

Tensor Field Network: We used the Pytorch implementation from [https://github.com/FabianFuchsML/se3-transformer-public](https://github.com/FabianFuchsML/se3-transformer-public). We swept over the parameters, degree $\in \{2, 3, 4\}$, number of features $\in \{12, 24, 32, 64, 128\}$. We got the best performance in our dataset for degree 2 and number of features 32. We used the Relu activation layer instead of the Swish for this model since it provided better performance.

$SE(3)$ Transformers: For the $SE(3)$-Transformer we used code from [https://github.com/FabianFuchsML/se3-transformer-public](https://github.com/FabianFuchsML/se3-transformer-public). Notice this implementation has only been validated in the QM9 dataset but it is the only available implementation of this model. We swept over different hyperparamters degree $\in \{1, 2, 3, 4\}$, number of features $\in \{16, 32, 64\}$ and divergence $\in \{1, 2\}$, along with the learning rate. We obtained the best performance for degree 3, number of features 64 and divergence 1. As in Tensor Field Networks we obtained better results by using the Relu activation layer instead of the Swish.

b.3.1.3 Other implementation details

In Table 6 all models were trained for 10,000 epochs, batch size 100, Adam optimizer, the learning rate was fixed and independently chosen for each model. All models are 4 layers deep and the number of training samples was set to 3,000.

b.3.2 Implementation details for Graph Autoneoders

b.3.2.1 Dataset

In this experiment we worked with Community Small (You et al., 2018) and Erdos&Renyi (Bollobás, 1998) generated datasets.

- Community Small: We used the original code from You et al., 2018 ([https://github.com/JiaxuanYou/graph-generation](https://github.com/JiaxuanYou/graph-generation)) to generate a Community Small dataset. We sampled 5,000 training graphs, 500 for validation and 500 for testing.

- Erdos&Renyi is one of the most famous graph generative algorithms. We used the "gnp_random_graph(M, p)" function from [https://networkx.org/](https://networkx.org/) that generates random graphs when provided with the number of nodes M.
and the edge probability $p$ following the Erdos-Renyi model. Again we generated 5,000 graphs for training, 500 for validation and 500 for testing. We set the edge probability (or sparsity value) to $p = 0.25$ and the number of nodes $M$ ranging from 7 to 16 deterministically uniformly distributed. Notice that edges are generated stochastically with probability $p$, therefore, there is a chance that some nodes are left disconnected from the graph, “gnp_random_graph(M, p)” function discards these disconnected nodes such that even if we generate graphs setting parameters to $7 \leq M \leq 16$ and $p = 0.25$ the generated graphs may have less number of nodes.

Finally, in the graph autoencoding experiment we also overfitted in a small partition of 100 samples (Table 14) for the Erdos-Renyi graphs described above. We reported results for different $p$ values ranging from 0.1 to 0.9. For each $p$ value we generated a partition of 100 graphs with initial number of nodes between $7 \leq M \leq 16$ using the Erdos-Renyi generative model.

### B.3.2.2 Models

All models consist of 4 layers, 64 features for the hidden layers and the Swish activation function as a non linearity. The EGNN is defined as explained in Section 5.3 without any additional modules (i.e. no velocity type features or inferring edges). The functions $\phi_e$, $\phi_x$ and $\phi_h$ are defined at the beginning of this Appendix. The GNN (Eq. 39) mimics the EGNN in terms that it uses the same $\phi_h$ and $\phi_e$ than the EGNN for its edge and node updates. The Noise-GNN is exactly the same as the GNN but inputting noise into the $H_0$ features. Finally the Radial Field was defined in the Related Related work Section 5.4 which edge’s operation $\phi_{rf}$ consists of a two layers MLP: Input $\rightarrow \{ \text{Linear()} \rightarrow \text{Swish()} \rightarrow \text{Linear()} \} \rightarrow$ Output.

### B.3.2.3 Other implementation details

All experiments have been trained with learning rate $10^{-4}$, batch size 1, Adam optimizer, weight decay $10^{-16}$, 100 training epochs for the 5,000 samples sized datasets performing early stopping for the minimum Binary Cross Entropy loss in the validation partition. The overfitting experiments were trained for 10,000 epochs on the 100 samples subsets.

### B.3.3 Implementation details for QM9

For QM9 Ramakrishnan et al., 2014 we used the dataset partitions from Anderson et al., 2019. We imported the dataloader from his code repository (https://github.com/risilab/cormorant) which includes his data-preprocessing. Additionally all properties have been normalized by subtracting the mean and dividing by the Mean Absolute Deviation.
Table 16: Analysis of the % of wrong edges and F1 score for different n embedding sizes \{2, 4, 8\} for the GNN, Noise-GNN and EGNN in the Community Small dataset.

<table>
<thead>
<tr>
<th></th>
<th>Community Small</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=4</td>
</tr>
<tr>
<td></td>
<td>% Err.</td>
</tr>
<tr>
<td>GNN</td>
<td>1.45</td>
</tr>
<tr>
<td>Noise-GNN</td>
<td>1.94</td>
</tr>
<tr>
<td>EGNN</td>
<td>2.19</td>
</tr>
</tbody>
</table>

Our EGNN consists of 7 layers. Functions \(\phi_e\) and \(\phi_h\) are defined at the beginning of this Appendix B.3 Additionally, we use the module \(\phi_{inf}\) presented in Section 5.3.3 that infers the edges. This function \(\phi_{inf}\) is defined as a linear layer followed by a sigmoid: Input \(\rightarrow \) [Linear() \(\rightarrow\) sigmoid()] \(\rightarrow\) Output. Finally, the output of our EGNN \(h^L\) is forwarded through a two layers MLP that acts node-wise, a sum pooling operation and another two layers MLP that maps the averaged embedding to the predicted property value, more formally: \(h^L\) \(\rightarrow\) [Linear() \(\rightarrow\) Swish() \(\rightarrow\) Linear() \(\rightarrow\) Sum-Pooling() \(\rightarrow\) Linear() \(\rightarrow\) Swish() \(\rightarrow\) Linear] \(\rightarrow\) Property. The number of hidden features for all model hidden layers is 128.

We trained each property individually for a total of 1,000 epochs, we used Adam optimizer, batch size 96, weight decay \(10^{-16}\), and cosine decay for the learning rate starting at at a \(lr=5 \cdot 10^{-4}\) except for the Homo, Lumo and Gap properties where its initial value was set to \(10^{-3}\).

B.4 Further Experiments

B.4.1 Graph Autoencoder

In this section we present an extension of the Graph Autoencoder experiment 5.5.2 In Table 16 and 17 we report the approximation error of the reconstructed graphs as the embedding dimensionality \(n\) is reduced \(n \in \{4, 6, 8\}\) in the Community Small and Erdos\&Renyi datasets for the GNN, Noise-GNN and EGNN models. For small embedding sizes \((n = 4)\) all methods perform poorly, but as the embedding size grows our EGNN significantly outperforms the others.
Table 17: Analysis of the % of wrong edges and F1 score for different n embedding sizes \{2, 4, 8\} for the GNN, Noise-GNN and EGNN in the Erdos&Renyi dataset.

<table>
<thead>
<tr>
<th></th>
<th>Erdos&amp;Renyi</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=4</td>
<td>n=6</td>
<td>n=8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GNN</td>
<td>7.92</td>
<td>5.22</td>
<td>4.62</td>
<td>0.844</td>
<td>0.894</td>
</tr>
<tr>
<td>Noise-GNN</td>
<td>3.80</td>
<td>2.66</td>
<td>1.25</td>
<td>0.925</td>
<td>0.947</td>
</tr>
<tr>
<td>EGNN</td>
<td>3.09</td>
<td>0.58</td>
<td>0.11</td>
<td>0.939</td>
<td>0.988</td>
</tr>
</tbody>
</table>

B.5 Sometimes Invariant Features are all you need

Perhaps surprisingly we find our EGNNs outperform other equivariant networks that consider higher-order representations. In this section we prove that when only positional information is given (i.e. no velocity-type features) then the geometry is completely defined by the invariant distance norms in-between points, without loss of relevant information. As a consequence, it is not necessary to consider higher-order representation types of the relative distances, not even the relative differences as vectors. To be precise, note that these invariant features still need to be permutation equivariant, they are only E(n) invariant.

To be specific, we want to show that for a collection of points \(\{x_i\}_{i=1}^M\) the norm of in-between distances \(\ell_2(x_i, x_j)\) are a unique identifier of the geometry, where collections separated by an E(n) transformations are considered to be identical. We want to show invariance of the norms under E(n) transformations and uniqueness: two point collections are identical (up to E(n) transform) when they have the same distance norms.

**Invariance.** Let \(\{x_i\}\) be a collection of M points where \(x_i \in \mathbb{R}^n\) and the \(\ell_2\) distances are \(\ell_2(x_i, x_j)\). We want to show that all \(\ell_2(x_i, x_j)\) are unaffected by E(n) transformations.

**Proof.** Consider an arbitrary E(n) transformation \(\mathbb{R}^n \to \mathbb{R}^n : x \mapsto Qx + t\) where \(Q\) is orthogonal and \(t \in \mathbb{R}^n\) is a translation. Then for all \(i, j\):

\[
\ell_2(Qx_i + t, Qx_j + t) = \sqrt{(Qx_i + t - Qx_j + t)^T(Qx_i + t - Qx_j + t)}
\]

\[
= \sqrt{(Qx_i - Qx_j)^T(Qx_i - Qx_j)}
\]

\[
= \sqrt{(x_i - x_j)^TQ^TQ(x_i - x_j)} = \sqrt{(x_i - x_j)^T(x_i - x_j)} = \ell_2(x_i, x_j)
\]

This proves that the \(\ell_2\) distances are invariant under E(n) transforms.

**Uniqueness.** Let \(\{x_i\}\) and \(\{y_i\}\) be two collection of M points each where all in-between distance norms are identical, meaning \(\ell_2(x_i, x_j) = \ell_2(y_i, y_j)\). We want to show that \(x_i = Qy_i + t\) for some orthogonal \(Q\) and translation \(t\), for all \(i\).
Proof. Subtract $x_0$ from all $\{x_i\}$ and $y_0$ from all $\{y_i\}$, so $\tilde{x}_i = x_i - x_0$ and $\tilde{y}_i = y_i - y_0$. As proven above, since translation is an $E(n)$ transformation the distance norms are unaffected and:
\[
\ell_2(\tilde{x}_i, \tilde{x}_j) = \ell_2(x_i, x_j) = \ell_2(y_i, y_j) = \ell_2(\tilde{y}_i, \tilde{y}_j).
\]
So without loss of generality, we may assume that $x_0 = y_0 = 0$. As a direct consequence $\|x_i\|_2 = \|y_i\|_2$. Now writing out the square:
\[
x_i^T x_i - 2x_i^T x_j + x_j^T x_j = \|x_i - x_j\|_2^2 = \|y_i - y_j\|_2^2 = y_i^T y_i - 2y_i^T y_j + y_j^T y_j
\]
And since $\|x_i\|_2 = \|y_i\|_2$, it follows that $x_i^T x_j = y_i^T y_j$ or equivalently written as dot product $(x_i, x_j) = (y_i, y_j)$. Notice that this already shows that angles between pairs of points are the same.

At this moment, it might already be intuitive that the collections of points are indeed identical. To finalize the proof formally we will construct a linear map $A$ for which we will show that (1) it maps every $x_i$ to $y_i$ and (2) that it is orthogonal. First note that from the angle equality it follows immediately that for every linear combination:
\[
\| \sum c_i x_i \|_2 = \| \sum c_i y_i \|_2 \quad (*).
\]
Let $V_x$ be the linear span of $\{\tilde{x}_i\}$ (so $V_x$ is the linear subspace of all linear combinations of $\{x_i\}$). Let $\{x_{i,j}\}_{j=1}^d$ be a basis of $V_x$, where $d \leq n$. Recall that one can define a linear map by choosing a basis, and then define for each basis vector where it maps to. Define a linear map $A$ from $V_x$ to $V_y$ by the transformation from the basis $x_{i,j}$ to $y_{i,j}$ for $j = 1, \ldots, d$. Now pick any point $x_i$ and write it in its basis $x_i = \sum_j c_{i,j} x_{i,j} \in V_x$. We want to show $A x_i = y_i$ or alternatively $\|y_i - A x_i\|_2 = 0$. Note that $A x_i = A \sum_j c_i x_{i,j} = \sum_j c_i A x_{i,j} = \sum_j c_i y_{i,j}$. Then:
\[
\|y_i - \sum_j c_j y_{i,j}\|_2^2 = (y_i, y_i) - 2(y_i, \sum_j c_j y_{i,j}) + \left(\sum_j c_j y_{i,j}\right)^2 = (x_i, x_i) - 2(x_i, \sum_j c_j x_{i,j}) + \left(\sum_j c_j x_{i,j}\right)^2 = \langle x_i, x_i \rangle - 2\langle x_i, \sum_j c_j x_{i,j} \rangle + \langle \sum_j c_j x_{i,j}, \sum_j c_j x_{i,j} \rangle = \langle x_i, x_i \rangle - 2\langle x_i, \sum_j c_j x_{i,j} \rangle + \langle x_i, x_i \rangle = 0.
\]
Thus showing that $A x_i = y_i$ for all $i = 1, \ldots, M$, proving (1). Finally we want to show that $A$ is orthogonal, when restricted to $V_x$. This follows since:
\[
\langle A x_{i,j}, A x_{i,j} \rangle = \langle y_{i,j}, y_{i,j} \rangle = \langle x_{i,j}, x_{i,j} \rangle
\]
for the basis elements $x_{i,1}, \ldots, x_{i,d}$. This implies that $A$ is orthogonal (at least when restricted to $V_x$). Finally $A$ can be extended via an orthogonal complement of $V_x$ to the whole space. This concludes the proof for (2) and shows that $A$ is indeed orthogonal.
C

E(N) EQUIVARIANT NORMALIZING FLOWS

C.1 EXPERIMENT DETAILS

In this Appendix section, we provide additional details about the implementation of the experiments. Initially, we define the neural networks used to formulate the dynamics of our proposed equivariant normalizing flow and the baselines used in the experiments. Specifically, we focus on E(n) Equivariant Flow dynamics (E-NF), Graph Normalizing Flow dynamics (GNF), Graph Normalizing Flow with attention (GNF-att), and Graph Normalizing Flow with attention and data augmentation (GNF-att-aug). In the following sections, we explicitly describe the dynamics used for the ENF, GNF, GNF-att, and GNF-att-aug baselines:

- E-NF (Dynamics): We can write the E-NF dynamics as the original EGNN [5,3] with the modification proposed in Section 6.5.2:

\[
m_{ij} = \phi_e \left( h^l_x, h^l_y, \|x^l_i - x^l_j\|^2 \right) \tag{85}
\]

\[
x^{l+1}_i = x^l_i + \sum_{j \neq i} \frac{A_i}{\|x^l_i - x^l_j\|} \phi_x \left( m_{ij} \right) \tag{86}
\]

\[
m_i = \sum_{j \neq i} \phi_{inf}(m_{ij}) m_{ij}, \tag{87}
\]

\[
h^{l+1}_i = \phi_h \left( h^l_x, m_i \right) \tag{88}
\]

- GNF: The dynamics for this method are a standard Graph Neural Network (Section 2.3), which can also be interpreted as a variant of the EGNN without equivariance. The dataset coordinates x are treated as h features; therefore, they are provided as input to h^0 through a linear mapping before its
first layer. Since our datasets do not consider adjacency matrices, we let \( e_{ij} = 1 \) for all \( ij \).

\[
m_{ij} = \phi_e \left( h^1_i, h^1_j \right) \tag{89}
\]

\[
m_i = \sum_{j \neq i} e_{ij} m_{ij} \tag{90}
\]

\[
h_{i}^{l+1} = \phi_h \left( h^l_i, m_i \right) \tag{91}
\]

- GNF-att: This model is almost identical to GNF, with the only difference being that it infers the edges through \( e_{ij} = \phi_{\text{inf}}(m_{ij}) \), which can also be interpreted as a form of attention.

- GNF-att-aug: This is the exact same model as GNF-att. The only difference lies in the pre-processing of the data since we perform data augmentation by rotating the node positions before inputting them to the model.

The EGNN module described here consists of four Multilayer Perceptrons (MLPs): \( \phi_e \), \( \phi_x \), \( \phi_h \), and \( \phi_{\text{inf}} \). The GNF baseline is characterized by two MLPs, \( \phi_e \) and \( \phi_h \), which are also present in the EGNN. Thus, we utilized the exact same architecture for these two functions. The design for all MLPs, with the exception of \( \phi_x \), was adopted from the original EGNN work (Satorras et al., 2021b). The descriptions of the modules are as follows:

- \( \phi_e \) (edge operation): consists of a two-layer MLP with two SiLU (Nwankpa et al., 2018) activation functions that takes as input \((h_i, h_j, \|x_i - x_j\|^2)\) and outputs the edge embedding \( m_{ij} \).

- \( \phi_x \) (coordinate operation): consists of a two layers MLP with a SiLU activation function in its hidden layer and a Tanh activation function at the output layer. It takes as input the edge embedding \( m_{ij} \) and outputs a scalar value.

- \( \phi_h \) (node operation): consists of a two layers MLP with one SiLU activation function in its hidden layer and a residual connection: \([h^l_i, m_i] \rightarrow \{\text{Linear()} \rightarrow \text{SiLU()} \rightarrow \text{Linear()} \rightarrow \text{Addition}(h^l_i) \} \rightarrow h_{i}^{l+1} \).

- \( \phi_{\text{inf}} \) (edge inference operation): consists of a Linear layer followed by a Sigmoid layer that takes as input the edge embedding \( m_{ij} \) and outputs a scalar value.
C.2 DW4 and LJ13 Experiments

In the following we report the DW4 (equation 92) and LJ13 (equation 93) energy functions introduced in (Köhler et al., 2020a):

\[ u_{DW}(x) = \frac{1}{2\tau} \sum_{ij} a (d_{ij} - d_0) + b (d_{ij} - d_0)^2 + c (d_{ij} - d_0)^4 \] (92)

\[ u_{LJ}(x) = \frac{\epsilon}{\tau} \left[ \sum_{ij} \left( \left( \frac{r_m}{d_{ij}} \right)^{12} - 2 \left( \frac{r_m}{d_{ij}} \right)^6 \right) \right] \] (93)

Where \( d_{ij} = \|x_i - x_j\| \) is the distance between two particles. The design parameters \( a, b, c, d \) and temperature \( \tau \) from DW4 and the design parameters \( \epsilon, r_m \) and \( \tau \) from LJ13 are the same ones used in (Köhler et al., 2020a).

Implementation Details All methods are trained with the Adam optimizer, weight decay \( 10^{-12} \), batch size 100, the learning rate was tuned independently for each method which resulted in \( 10^{-3} \) for all methods except for the E-NF model which was \( 5 \cdot 10^{-4} \).

In tables 18 and 19 we report the same DW4 and LJ13 averaged results from Section 6.6.1 but including the standard deviations over the three runs.

C.3 QM9 Positional and QM9

Both experiments QM9 and QM9 positional have been trained with batch size 128 and weight decay \( 10^{-12} \). The learning rate was set to \( 5 \cdot 10^{-4} \) for all methods except for the E-NF and Simple dynamics where it was reduced to \( 2 \cdot 10^{-12} \).

Table 18: Negative Log Likelihood comparison on the test partition of DW4 dataset for different amount of training samples. Averaged over 3 runs and including standard deviations.

<table>
<thead>
<tr>
<th># Samples</th>
<th>(10^2)</th>
<th>(10^3)</th>
<th>(10^4)</th>
<th>(10^5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNF</td>
<td>11.93 ± 0.41</td>
<td>11.31 ± 0.07</td>
<td>10.38 ± 0.11</td>
<td>7.95 ± 0.17</td>
</tr>
<tr>
<td>GNF-att</td>
<td>11.65 ± 0.39</td>
<td>11.13 ± 0.38</td>
<td>9.34 ± 0.29</td>
<td>7.83 ± 0.15</td>
</tr>
<tr>
<td>GNF-att-aug</td>
<td>8.81 ± 0.23</td>
<td>8.31 ± 0.19</td>
<td>7.90 ± 0.04</td>
<td>7.61 ± 0.06</td>
</tr>
<tr>
<td>Simple dynamics</td>
<td>9.58 ± 0.05</td>
<td>9.51 ± 0.01</td>
<td>9.53 ± 0.02</td>
<td>9.47 ± 0.06</td>
</tr>
<tr>
<td>Kernel dynamics</td>
<td>8.74 ± 0.02</td>
<td>8.67 ± 0.01</td>
<td>8.42 ± 0.00</td>
<td>8.26 ± 0.03</td>
</tr>
<tr>
<td>E-NF</td>
<td>8.31 ± 0.05</td>
<td>8.15 ± 0.10</td>
<td>7.69 ± 0.06</td>
<td>7.48 ± 0.05</td>
</tr>
</tbody>
</table>
Table 19: Negative Log Likelihood comparison on the test partition of LJ13 dataset for different amount of training samples. Averaged over 3 runs and including standard deviations.

<table>
<thead>
<tr>
<th># Samples</th>
<th>10</th>
<th>$10^2$</th>
<th>$10^3$</th>
<th>$10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNF</td>
<td>43.56 ± 0.79</td>
<td>42.84 ± 0.52</td>
<td>37.17 ± 1.79</td>
<td>36.49 ± 0.81</td>
</tr>
<tr>
<td>GNF-att</td>
<td>43.32 ± 0.20</td>
<td>36.22 ± 0.34</td>
<td>33.84 ± 1.60</td>
<td>32.65 ± 0.57</td>
</tr>
<tr>
<td>GNF-att-aug</td>
<td>41.09 ± 0.53</td>
<td>31.50 ± 0.35</td>
<td>30.74 ± 0.86</td>
<td>30.93 ± 0.73</td>
</tr>
<tr>
<td>Simple dynamics</td>
<td>33.67 ± 0.07</td>
<td>33.10 ± 0.10</td>
<td>32.79 ± 0.13</td>
<td>32.99 ± 0.11</td>
</tr>
<tr>
<td>Kernel dynamics</td>
<td>35.03 ± 0.48</td>
<td>31.49 ± 0.06</td>
<td>31.17 ± 0.05</td>
<td>31.25 ± 0.12</td>
</tr>
<tr>
<td>E-NF</td>
<td>33.12 ± 0.85</td>
<td>30.99 ± 0.95</td>
<td>30.56 ± 0.35</td>
<td>30.41 ± 0.16</td>
</tr>
</tbody>
</table>

Table 20: Neg. log-likelihood averaged over 3 passes, variance from dequantization and trace estimator.

<table>
<thead>
<tr>
<th></th>
<th>NLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNF-attention</td>
<td>-28.2 ± 0.49</td>
</tr>
<tr>
<td>GNF-attention-augmentation</td>
<td>-29.3 ± 0.02</td>
</tr>
<tr>
<td>E-NF (ours)</td>
<td>-59.7 ± 0.12</td>
</tr>
</tbody>
</table>

The flows trained on QM9 have all been trained for 30 epochs. Training these models takes approximately 2 weeks using two NVIDIA 1080Ti GPUs. The flows trained on QM9 Positional have been trained for 160 epochs in single NVIDIA 1080Ti GPUs. Simple Dynamics would train in less than a day, Kernel Dynamics around 2 days, the other methods can take up to 7 days. The training of the models becomes slower per epoch as the performance improves, due to the required steps in the ODE solver. For QM9, the model performance is averaged over 3 test set passes, where variance originates from dequantization and the trace estimator, see Table 20.

C.4 STABILITY OF MOLECULES BENCHMARK

In the QM9 experiment, we also report the % of stable molecules and atoms. This section explains how we test for molecule stability. In addition, we explain why there is not a set of rules that will judge every molecule in the dataset stable. First of all, we say that an atom is stable when the number of bonds with other atoms matches their valence. For the atoms used their respective valencies are (H: 1, C: 4, N: 3, O: 2, F: 1). A molecule is stable when all of its atoms are stable. The most straightforward method to decide whether atoms are bonded is to compare their relative distance. There are some limitations to this method. For instance,
QM9 contains snapshots of molecules in a single configuration, and in reality atoms of a molecule are constantly in motion. In addition, the type of molecule can also greatly influence the relative distances, for instance due to collisions, the Van der Waals force and inter-molecule Hydrogen bonds. Further, environmental circumstances such as pressure and temperature may also affect bond distance. For these reasons it is not possible to design a distance based rule that considers every molecule in QM9 stable, based only on a snapshot. To find the most optimal rules for QM9, we tune the average bond distance for every atom-type pair to achieve the highest molecule stability on QM9 on the train set with results in 95.3% stable molecules and 99% stable atoms. On the test set these rules result in 95.2% stable molecules and 99% stable atoms.

The specific distances that we used to define the types of bond (SINGLE, DOUBLE TRIPLE or NONE) are available in the code and were obtained from [http://www.wiredchemist.com/chemistry/data/bond_energies_lengths.html](http://www.wiredchemist.com/chemistry/data/bond_energies_lengths.html). Notice the type of bond depends on the type of atoms that form that bond and the relative distance among them. Therefore, given a conformation of atoms, we deterministically compute the bonds among all pairs of atoms. Then we say an atom is stable if its number of bonds with other atoms matches its valence.

### C.5 Further QM9 Analysis | Validity, Uniqueness, Novelty

*Validity* is defined as the ratio of molecules that are valid from all the generated ones. *Uniqueness* is defined as the number of valid generated molecules that are unique divided by the number of all valid generated molecules. *Novelty* is defined as the number of valid generated molecules that are not part of the training set divided by the total number of valid generated molecules. In our case, all stable molecules are valid, therefore, we only report the Uniqueness and Novelty. Absolute and percentage values are reported when generating 10,000 examples. Metrics have been computed as in (Simonovsky and Komodakis, 2018) with rdkit [https://www.rdkit.org/](https://www.rdkit.org/).

In addition to the previous metrics, in Figure 24, we plot a histogram of the number of atoms per molecule and also of the type of atoms for both the stable generated molecules and the ground truth ones.

Figure 24: Number of atoms per molecule distributions and atom type distribution for the stable generated molecules and the training (ground truth) molecules.
D.1 ADDITIONAL DETAILS FOR THE METHOD

D.1.1 The Dynamics

In Section 7.4.4 we explained that the dynamics of our proposed Equivariant Diffusion Model (EDM) are learned by the EGNN introduced in Section 7.3.4. The EGNN consists of a sequence of Equivariant Graph Convolutional Layers (EGCL). The EGCL is defined in Eq. 65. All its learnable components $\phi_e$, $\phi_h$, $\phi_x$, $\phi_{inf}$ by Multilayer Perceptrons:

Edge operation $\phi_e$. Takes as input two node embeddings. The squared distance $d_{ij}^2 = \|x_i^l - x_j^l\|_2^2$ and the squared distance at the first layer as the optional attribute $a_{ij} = \|x_0^i - x_0^j\|_2^2$ and outputs $m_{ij} \in \mathbb{R}^{nf}$.
\[
\text{concat}(h_i^l, h_j^l, d_{ij}^2, a_{ij}) \rightarrow \{\text{Linear}(nf \cdot 2 + 2, nf) \rightarrow \text{Silu} \rightarrow \text{Linear}(nf, nf) \rightarrow \text{Silu}\} \rightarrow m_{ij}
\]

Edge inference operation $\phi_{inf}$. Takes as input the message $m_{ij}$ and outputs a scalar value $\tilde{e}_{ij} \in (0, 1)$.
\[
m_{ij} \rightarrow \{\text{Linear}(nf, 1) \rightarrow \text{Sigmoid}\} \rightarrow \tilde{e}_{ij}
\]

Node update $\phi_h$. Takes as input a node embedding and the aggregated messages and outputs the updated node embedding.
\[
\text{concat}(h_i^l, m_{ij}) \rightarrow \{\text{Linear}(nf \cdot 2, nf) \rightarrow \text{Silu} \rightarrow \text{Linear}(nf, nf) \rightarrow \text{add}(\cdot, h_i^l)\} \rightarrow h_i^{l+1}
\]

Coordinate update $\phi_x$. Has the same inputs as $\phi_e$ and outputs a scalar value.
\[
\text{concat}(h_i^l, h_j^l, d_{ij}^2, a_{ij}) \rightarrow \{\text{Linear}(nf \cdot 2 + 2, nf) \rightarrow \text{Silu} \rightarrow \text{Linear}(nf, nf) \rightarrow \text{Silu} \rightarrow \text{Linear}(nf, 1)\} \rightarrow \text{Output}
\]
**Baseline model**

While our EDM model is parametrized by an $E(3)$ equivariant EGNN network, the GDM model used for the ablation study uses a non equivariant graph network. In this network, the coordinates are simply concatenated with the other node features: $\tilde{h}_i^0 = [x_i, h_i]$. A message passing neural network (Gilmer et al., 2017) is then applied, that can be written:

$$\tilde{h}_i^{l+1} = \phi_h(h_i^l, \sum_{j \neq i} \tilde{e}_{ij} m_{ij})$$

for $m_{ij} = \phi_e(h_i^l, h_j^l, a_{ij})$

The MLPs $\phi_e, \phi_h$ are parametrized in the same way as in EGNN, with the sole exception that the input dimension of $\phi_e$ in the first layer is changed to accommodate the atom coordinates.

**D.2 ADDITIONAL DETAILS ON EXPERIMENTS**

**D.2.1 QM9**

On QM9, the EDM and GDMs are trained using EGNNs with 256 hidden features and 9 layers. The models are trained for 1100 epochs, which is around 1.7 million iterations with a batch size of 64. The models are saved every 20 epochs when the validation loss is lower than the previously obtained number. The diffusion process uses $T = 1000$. Training takes approximately 7 days on a single NVIDIA GeForce GTX 1080Ti GPU. When generating samples the model takes on average 1.7 seconds per sample on the 1080Ti GPU. The EDM that only models heavy atoms and no hydrogens has the same architecture but is faster to train because it operates over less nodes: it takes about 3.2 days on a single 1080Ti GPU for 1100 epochs and converges even earlier to its final performance.

**D.2.2 GEOM-DRUGS**

On GEOM, the EDM and GDMs are trained using EGNNs with 256 hidden features and 4 layers. The models are trained for 13 epochs, which is around 1.2 million iterations with a batch size of 64. Training takes approximately 5.5 days on three NVIDIA RTX A6000 GPUs. The model then takes on average 10.3 seconds to generate a sample.

**Bond distances** In order to check the validity and stability of the generated structures, we compute the distance between all pairs of atoms and use these distances to predict the existence of bonds and their order. Bond distances in Table 21 and 22 and 23 are based on typical distances in chemistry. In addition,
margins are defined for single, double, triple bonds $m_1, m_2, m_3 = 10, 5, 3$ which were found empirically to describe the QM9 dataset well. If two atoms have a distance shorter than the typical bond length plus the margin for the respective bond type, the atoms are considered to have a bond between them. The allowed number of bonds per atom are: H: 1, C: 4, N: 3, O: 2, F: 1, B: 3, Al: 3, Si: 4, P: [3, 5], S: 4, Cl: 1, As: 3, Br: 1, I: 1. After all bonds have been created, we say that an atom is stable if its valency is precisely equal to the allowed number of bonds. An entire molecule is considered stable if all its atoms are stable. Although this metric does not take into account more atypical distances or aromatic bonds, it is still an extremely important metric as it measures whether the model is positioning the atoms precisely enough. On the QM9 dataset it still considers 95.2% molecules stable and 99.0% of atoms stable. For Geom-Drugs the molecules are much larger which introduces more atypical behaviour. Here the atom stability, which is 86.5%, can still be used since it describes how many atoms satisfy the typical bond length description. However, the molecule stability is 2.8% on the dataset, which is too low to draw meaningful conclusions.

Table 21: Typical bond distances for a single bond.

<table>
<thead>
<tr>
<th></th>
<th>H</th>
<th>C</th>
<th>O</th>
<th>N</th>
<th>P</th>
<th>S</th>
<th>F</th>
<th>Si</th>
<th>Cl</th>
<th>Br</th>
<th>I</th>
<th>B</th>
<th>As</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>74</td>
<td>109</td>
<td>96</td>
<td>101</td>
<td>144</td>
<td>134</td>
<td>92</td>
<td>148</td>
<td>127</td>
<td>141</td>
<td>161</td>
<td>119</td>
<td>152</td>
</tr>
<tr>
<td>C</td>
<td>109</td>
<td>154</td>
<td>143</td>
<td>147</td>
<td>184</td>
<td>182</td>
<td>135</td>
<td>185</td>
<td>177</td>
<td>194</td>
<td>214</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>96</td>
<td>143</td>
<td>148</td>
<td>140</td>
<td>163</td>
<td>151</td>
<td>142</td>
<td>163</td>
<td>164</td>
<td>172</td>
<td>194</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>101</td>
<td>147</td>
<td>140</td>
<td>145</td>
<td>177</td>
<td>168</td>
<td>136</td>
<td></td>
<td>175</td>
<td>214</td>
<td>222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>144</td>
<td>184</td>
<td>163</td>
<td>177</td>
<td>221</td>
<td>210</td>
<td>156</td>
<td></td>
<td>203</td>
<td>222</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>134</td>
<td>182</td>
<td>151</td>
<td>168</td>
<td>210</td>
<td>204</td>
<td>158</td>
<td>200</td>
<td>207</td>
<td>225</td>
<td>234</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>92</td>
<td>135</td>
<td>142</td>
<td>136</td>
<td>156</td>
<td>158</td>
<td>142</td>
<td>160</td>
<td>166</td>
<td>178</td>
<td>187</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>148</td>
<td>185</td>
<td>163</td>
<td></td>
<td>200</td>
<td>160</td>
<td>233</td>
<td>202</td>
<td>215</td>
<td>243</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl</td>
<td>127</td>
<td>177</td>
<td>164</td>
<td>175</td>
<td>203</td>
<td>207</td>
<td>166</td>
<td>202</td>
<td>199</td>
<td>214</td>
<td>175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>141</td>
<td>194</td>
<td>172</td>
<td>214</td>
<td>222</td>
<td>225</td>
<td>178</td>
<td>215</td>
<td>214</td>
<td>228</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>161</td>
<td>214</td>
<td>194</td>
<td>222</td>
<td></td>
<td>234</td>
<td>187</td>
<td>243</td>
<td></td>
<td>266</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>119</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>175</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As</td>
<td>152</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 22: Typical bond distances for a double bond.

<table>
<thead>
<tr>
<th>C</th>
<th>O</th>
<th>N</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>134</td>
<td>120</td>
<td>129</td>
<td>—</td>
</tr>
<tr>
<td>O</td>
<td>120</td>
<td>121</td>
<td>121</td>
<td>150</td>
</tr>
<tr>
<td>N</td>
<td>129</td>
<td>121</td>
<td>125</td>
<td>—</td>
</tr>
<tr>
<td>P</td>
<td>—</td>
<td>150</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>186</td>
</tr>
</tbody>
</table>

Table 23: Typical bond distances for a triple bond.

<table>
<thead>
<tr>
<th>C</th>
<th>O</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>120</td>
<td>113</td>
</tr>
<tr>
<td>O</td>
<td>113</td>
<td>—</td>
</tr>
<tr>
<td>N</td>
<td>116</td>
<td>—</td>
</tr>
</tbody>
</table>

D.3 Samples from our models

Additional samples from the model trained on QM9 are depicted in Figure 25 and, and samples from the model trained on GEOM-DRUGS in Figure 26. These samples are not curated or cherry picked in any way. As a result, their structure may sometimes be difficult to see due to an unfortunate viewing angle.

![Image](image.png)

Figure 25: Random samples taken from the EDM trained on QM9.

The samples from the model trained on the drugs partition of GEOM show impressive large 3D structures. Interestingly, the model is sometimes generating disconnected component, which only happens QM9 models in early training stages. This may indicate that further training and increasing expressivity of the models may further help the model bring these components together.
Figure 26: Random samples taken from the EDM trained on geom drugs. While most samples are very realistic, we observe two main failure cases: some molecules that are disconnected, and some that contain long rings. We note that the model does not feature any regularization to prevent these phenomena.

Figure 27 depicts the generation of molecules from a model trained on GEOM-Drugs. The model starts at random normal noise at time $t = T = 1000$ and iteratively sample $z(t-1) \sim p(z(t-1)|z(t))$ towards $t = 0$ to obtain $x, h$, which is the resulting sample from the model. The atom type part of $z(t)^{(h)}$ is visualized by taking the argmax of this component.

Figure 27: Selection of sampling chains at different steps from a model trained on GEOM-Drugs. The final column shows the resulting sample from the model.
D.4 ABLATION ON SCALING FEATURES

In Table 24, a comparison between the standard and proposed scaling is shown. Interestingly, there is quite a large difficulty in performance when measuring atom and molecule stability. From these results, it seems that it is easier to learn a denoising process where the atom type is decided later, when the atom coordinates are already relatively well defined.

<table>
<thead>
<tr>
<th># Metrics</th>
<th>Scaling</th>
<th>NLL</th>
<th>Atom stable (%)</th>
<th>Mol stable (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDM (ours)</td>
<td>[x, 1.00 honehot, 1.0 hatom charge]</td>
<td>-103.4</td>
<td>95.7</td>
<td>46.9</td>
</tr>
<tr>
<td>EDM (ours)</td>
<td>[x, 0.25 honehot, 0.1 hatom charge]</td>
<td>-110.7 ± 1.5</td>
<td>98.7 ± 0.1</td>
<td>82.0 ± 0.4</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td></td>
<td>99.0</td>
<td>95.2</td>
</tr>
</tbody>
</table>

D.5 CONDITIONAL GENERATION

D.5.1 Conditional Method

The specific definition for the loss components $\mathcal{L}_{c,t}$ is given in Equation 94. Essentially, a conditioning on a property $c$ is added where relevant. The diffusion process that adds noise is not altered. The generative denoising process is conditioned on $c$ by adding it as input to the neural network $\phi$:

$$
\mathcal{L}_{c,t} = \mathbb{E}_{\epsilon_t \sim N(0, I)} \left[ \frac{1}{2} (1 - \text{SNR}(t - 1)/\text{SNR}(t)) || \epsilon_t - \phi(z(t), t, c) ||^2 \right],
$$

$$
\mathcal{L}_{c,0}^{(h)} = \log p(h|z(0)^{(h)}) \approx 0,
$$

$$
\mathcal{L}_{c,0}^{(x)} = \log p(x|z(0), c) = \mathbb{E}_{c(x) \sim N(0, I)} \left[ \log Z^{-1} - \frac{1}{2} || c(x) - \phi(x)[z(0), 0, c] ||^2 \right],
$$

$$
\mathcal{L}_{c,\text{base}} = \mathcal{L}_{\text{base}} = -\text{KL}(q(z(T)|x, h)||p(z(T))) \approx 0.
$$

(94)

Given a trained conditional model $p(x, h|c, M)$, we define the generative process by first sampling $c, M \sim p(c, M)$ and then $x, h \sim p(x, h|c, M)$. We compute $c, M \sim p(c, M)$ on the training partition as a parametrized two dimensional categorical distribution where we discretize the continuous variable $c$ into small uniformly distributed intervals.
D.5.2 Implementation details:

In this conditional experiment, our Equivariant Diffusion Model uses an EGNN with 9 layers, 192 features per hidden layer and SiLU activation functions. We used the Adam optimizer with learning rate $10^{-4}$ and batch size 64. Only atom types (categorical) and positions (continuous) have been modelled but not atom charges. All methods have been trained for $\sim 2000$ epochs while doing early stopping by evaluating the Negative Log Likelihood on the validation partition proposed by (Anderson et al., 2019).

Additionally, the obtained molecule stabilities in the conditional generative case was similar to the the ones obtained in the non-conditional setting. The reported molecule stabilities for each conditioned property evaluated on 10K generated samples are: (80.4%) $\alpha$, (81.73%) $\Delta\varepsilon$, (82.81%) $\varepsilon_{\text{HOMO}}$, (83.6 %) $\varepsilon_{\text{LUMO}}$, (83.3%) $\mu$, (81.03 %) $C_v$.

D.5.3 QM9 Properties

$\alpha$: Polarizability: Tendency of a molecule to acquire an electric dipole moment when subjected to an external electric field.

$\varepsilon_{\text{HOMO}}$: Highest occupied molecular orbital energy.

$\varepsilon_{\text{LUMO}}$: Lowest unoccupied molecular orbital energy.

$\Delta\varepsilon$: Gap: The energy difference between HOMO and LUMO.

$\mu$: Dipole moment.

$C_v$: Heat capacity at 298.15K

D.5.4 Conditional generation results

In this Section we sweep over 9 different $\alpha$ values in the range [73.6, 101.6] while keeping the reparametrization noise $\epsilon$ fixed and the number of nodes $M = 19$. We plot 10 randomly selected sweeps in Figure 28 with different reparametrization noises $\epsilon$ each. Samples have been generated using our Conditional EDM. We can see that for larger Polarizability values, the atoms are distributed less isotropically encouraging larger dipole moments when an electric field is applied. This behavior is consistent among all reported runs.
Figure 28: Molecules generated by our Conditional EDM when interpolating among different \( \alpha \) polarizability values (from left to right). \( \alpha \)'s are reported on top of the image. All samples within each row have been generated with the same reparametrization noise \( \epsilon \).