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Social choice theory deals with the aggregation of information supplied by several individuals into a collective decision that appropriately reflects the views of the group as a whole. The most widely considered type of information is preference information. For example, in an election each voter supplies information regarding her preferences over the set of candidates and the voting rule in operation aggregates this information into the collective decision of which candidate wins the election. But the methodology of social choice theory may just as well be applied to other types of information, such as beliefs about whether certain statements are true or false. Judgment aggregation (JA from here on), the topic of this chapter, is an elegant formal framework for modeling this form of aggregation.

Let us begin with a famous example from the work of legal scholars Lewis A. Kornhauser and Lawrence G. Sager (Kornhauser and Sager, 1993). Suppose three judges together have to decide on a case regarding an alleged breach of contract. They will try to establish whether (a) the document in question really is a binding contract and whether (b) the promise given in that document really has been breached. Legal doctrine stipulates that the defendant is liable if and only if there have been both a contract and a breach. The three judges differ in their assessment regarding the two premises (and thus also regarding the conclusion):

<table>
<thead>
<tr>
<th>Contract?</th>
<th>Breach?</th>
<th>Liable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge Joe:</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Judge Judy:</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Judge Jules:</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

What should be their collective decision regarding the defendant’s liability? If they implement a majority vote on the conclusion (the rightmost column above), then they will find the defendant not liable (by a 2:1 majority). If instead they vote on the premises, they will have to accept that the contract was binding (by a 2:1 majority) and that it has been breached (again, by a 2:1 majority). In the latter case, legal
doctrine requires them to find the defendant liable. Thus, in the presence of this doctrine, two seemingly reasonable procedures lead to contradictory outcomes. This is known as the doctrinal paradox.

Now consider a more abstract rendering of the problem. Three judges have to assess the truth of three formulas of propositional logic: \( p \) (‘contract’), \( q \) (‘breach’), and their conjunction \( p \land q \) (which we said was equivalent to ‘liable’). This time we also include the result of applying majority voting to each formula:

<table>
<thead>
<tr>
<th>( p )</th>
<th>( q )</th>
<th>( p \land q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge 1:</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Judge 2:</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Judge 3:</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Majority:</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

That is, we again obtain an unexpected, i.e., paradoxical, outcome: despite the fact that each individual judge provides a logically consistent set of judgments, the majority rule results in a judgment set that is inconsistent (there exists no assignment of truth values to propositional variables that would make \( p \) true, \( q \) true, and \( p \land q \) false). So, our example demonstrates not merely a dilemma between premise-driven and conclusion-driven approaches to collective decision making, but rather a dilemma between a certain responsiveness to the views of decision makers (by respecting their majority decisions) and the consistency of collective decisions. This point was first made by the political philosopher Philip Pettit, who noted that this dilemma is not only relevant to analytical jurisprudence, but may strike whenever a group of people engage in a democratic decision making process involving several mutually dependent propositions (Pettit, 2001). Pettit introduced the term discursive dilemma for this problem, both to stress its relevance to the political discourse in general and to reflect the fact that we do not actually require the external legal doctrine from the original example to exhibit the problem.

Is there a way around this dilemma? Maybe the majority rule is the root of the problem and there are other methods of aggregation that can ensure a consistent outcome? In a seminal paper that introduced a formal framework for JA that permits us to ask and answer such questions, Christian List and Philip Pettit showed that this is not the case (List and Pettit, 2002): it is impossible to devise an aggregation rule that avoids the discursive dilemma—at least if we wish to maintain some of the most basic properties of the majority rule that, arguably, are fundamental features of any reasonable form of aggregation. These properties are anonymity (‘treat all judges symmetrically’), neutrality (‘treat all propositions symmetrically’), and independence (‘base the collective decision regarding a given proposition only on the individual judgments regarding that same proposition’). We will formally state and prove this surprising result in Section 17.2.4.

The work of List and Pettit employs the axiomatic method commonly used in
17.1 Introduction

economic theory, and specifically in social choice theory, e.g., to establish impossibility results in preference aggregation. This—together with the fact that JA is a natural framework in which to embed other frameworks of aggregation, specifically preference aggregation (see Section 17.2.2)—has triggered a sustained interest in JA among economic theorists. Their work has led to a deeper understanding of the circumstances under which it is either possible or impossible to perform consistent aggregation. In particular, these results clarify the role of the agenda, the set of propositions to be judged. For instance, it is easy to see that when the agenda consists solely of literals (i.e., propositional variables and their negations), then the majority rule will never produce an inconsistent outcome. We will review some representative examples of such results later on in Section 17.4.

Besides analytical jurisprudence, political philosophy, and economic theory, JA is also relevant to computer science, particularly to artificial intelligence (AI). For instance, JA suggests itself as a framework in which to study collective decision making in systems of autonomous software agents, given that logic is the preferred language in which to model the beliefs of a single such agent (we will discuss this and other applications of JA in computer science in Section 17.6). In fact, there are close connections between some of the work on belief merging in AI and the model of JA under consideration here (we will briefly comment on some of these connections in Section 17.5.1). Once computer scientists got interested in JA, this naturally led to a view of aggregation procedures as algorithms and, more generally, of reasoning about questions in JA as computational problems. We will adopt this perspective also in parts of this chapter and report, for instance, on the computational difficulty of recognizing whether an agenda is sufficiently simple to avoid all occurrences of the discursive dilemma for a given aggregation procedure.

The remainder of this chapter is organized as follows. Section 17.2 defines the formal framework of JA and, to exemplify the expressive power of the framework, shows how preference aggregation can be embedded into JA. The same section also introduces the most commonly used axioms in JA and then proves the basic impossibility theorem of List and Pettit mentioned earlier. Section 17.3 reviews three specific types of aggregators in some detail: quota rules, distance-based aggregators, and the premise-based rule. In the context of quota rules, we also discuss examples of the axiomatic characterization of aggregators; we use distance-based aggregation to exemplify the analysis of the complexity of winner determination in JA; and we review questions of strategic manipulation in the section dedicated to premise-based aggregation. Section 17.4 is devoted to agenda characterization results that clarify the extent to which instances of the discursive dilemma depend on the structural complexity of the agenda on which judges are asked to vote. Section 17.5 discusses related frameworks for collective decision making and Section 17.6 sketches possible applications in computer science. To improve readability, bibliographic references are kept to a minimum in the body of the chapter; such details are instead supplied in Section 17.7, which also provides pointers to further reading.
Throughout this chapter we shall assume familiarity with the very basics of propositional logic (see, e.g., van Dalen, 2013), particularly the notion of logical consistency. In a few selected places we furthermore assume familiarity with basic concepts from the theory of computational complexity (see, e.g., Arora and Barak, 2009, or the introductory chapter of this Handbook).

17.2 Basics

In this section we define the formal framework of JA, which originally was laid down by List and Pettit (2002) and since then has been further refined by several authors, notably Dietrich (2007).\(^1\) We also sketch how to embed preference aggregation problems into JA, review the most important axioms encoding desirable properties of aggregators proposed in the literature, and discuss a basic impossibility theorem.

17.2.1 Formal Framework

Let \( \mathcal{L} \) be a set of propositional formulas built from a finite set of propositional variables using the usual connectives \( \neg, \land, \lor, \rightarrow, \leftrightarrow \), and the constants \( \top \) (‘true’) and \( \bot \) (‘false’). For every formula \( \varphi \), define \( \sim \varphi \) to be the complement of \( \varphi \), i.e., \( \sim \varphi = \neg \varphi \) if \( \varphi \) is not negated, and \( \sim \varphi = \psi \) if \( \varphi = \neg \psi \) for some formula \( \psi \). We write \( \Delta \models \varphi \) in case formula \( \varphi \) is true whenever all formulas in the set \( \Delta \) are true.

An agenda is a finite nonempty subset \( \Phi \subseteq \mathcal{L} \) that does not contain any doubly-negated formulas and that is closed under complementation (i.e., if \( \varphi \in \Phi \) then \( \sim \varphi \in \Phi \)).\(^2\) For ease of exposition, we shall assume that \( \Phi \) is nontrivial in the sense of including (at least) two logically independent formulas \( \alpha \) and \( \beta \) (i.e., all of \( \{\alpha, \beta\}, \{\alpha, \sim \beta\}, \{\sim \alpha, \beta\}, \{\sim \alpha, \sim \beta\} \) are consistent).\(^3\) Some authors exclude the possibility of \( \Phi \) including a tautology or a contradiction, but we do not make this assumption here. A judgment set \( J \) for \( \Phi \) is a subset \( J \subseteq \Phi \). For example, the discursive dilemma sketched in the introduction involved the agenda \( \Phi = \{p, \neg p, q, \neg q, p \land q, \neg (p \land q)\} \). The judgment set of judge 3 was \( J_3 = \{\neg p, q, \neg (p \land q)\} \), i.e., rather than labeling formulas \( \varphi \) with ‘yes’ and ‘no’, as we did earlier, we now either include \( \varphi \) or \( \sim \varphi \) in the relevant judgment set.

We call a judgment set \( J \) complete if \( \varphi \in J \) or \( \sim \varphi \in J \) for all \( \varphi \in \Phi \); we call it complement-free if for no \( \varphi \in \Phi \) we have both \( \varphi \in J \) and \( \sim \varphi \in J \); and we call it consistent if there exists an assignment of truth values (true or false) to propositional variables under which all formulas in \( J \) are true. Note that every consistent set is complement-free, but the converse is not true. For instance,

---

\(^1\) The particular mode of exposition chosen here is closely based on the author’s joint work with Umberto Grandi and Daniele Porello (Endriss et al., 2012).

\(^2\) The reason for introducing the notion of complement is that it often simplifies presentation. For example, if \( \varphi \in \Phi \), then the ‘negation of \( \varphi \)’ will only be in \( \Phi \) if \( \varphi \) is not a negated formula, while we can speak of the ‘complement of \( \varphi \)’ without having to take any such precautions.

\(^3\) For example, this nontriviality condition is satisfied if \( \alpha \) and \( \beta \) are propositional variables.
majority judgment set from our introductory example, \( \{p, q, \neg(p \land q)\} \), is clearly complete and complement-free, but it is not consistent: if we set both \( p \) and \( q \) to be true, then the third formula \( \neg(p \land q) \) necessarily comes out as false. Let \( \mathcal{J}(\Phi) \) denote the set of all complete and consistent subsets of \( \Phi \).

Let \( N = \{1, \ldots, n\} \) be a set of \( n > 1 \) judges (or individuals, or agents). For ease of exposition, we shall assume that \( n \) is odd. We often refer to subsets \( C \subseteq N \) as coalitions and we write \( \overline{C} := N \setminus C \) for the complement of \( C \). A profile is a vector of judgment sets \( J = (J_1, \ldots, J_n) \in \mathcal{J}(\Phi)^n \), one for each judge. We write \( N^J_\varnothing := \{i \in N \mid \varnothing \in J_i\} \) for the set of judges accepting the formula \( \varnothing \) in profile \( J \).

A (resolute) judgment aggregation rule (or aggregator for short) for agenda \( \Phi \) and judges \( N = \{1, \ldots, n\} \) is a function \( f : \mathcal{J}(\Phi)^n \rightarrow 2^\Phi \) mapping every profile into a single (collective) judgment set (\( 2^\Phi \) denotes the powerset of \( \Phi \)). \(^4\) Note that the resulting judgment set need not be complete and consistent, but the individual sets in the profile are always assumed to have these properties. An example of an aggregator is the (strict) majority rule \( f_{\text{maj}} : J \mapsto \{\varnothing \in \Phi \mid |N^J_\varnothing| > \frac{n}{2}\} \), which accepts a formula \( \varnothing \) if more than half of the individual judges do.

We conclude this review of the formal framework with two technical definitions. First, we occasionally require a means of measuring how dissimilar two judgment sets are. The Hamming distance \( H(J, J') \) of two complete and complement-free judgment sets \( J \) and \( J' \) is the number of non-negated agenda formulas on which they differ. That is, \( H(J, J') := |J \setminus J'| = |J' \setminus J| \). Second, to better understand the sources of inconsistency in aggregation we require a means of abstracting away from formulas that do not contribute to an observed inconsistency. We call an inconsistent set \( X \) minimally inconsistent if every proper subset of \( X \) is consistent.

### 17.2.2 An Example: Simulating the Condorcet Paradox

To demonstrate the versatility of JA, let us briefly sketch how we can use it to simulate the standard framework of preference aggregation. Suppose three voters each express a strict preference order (i.e., a complete, antisymmetric, and transitive binary relation) over a set of alternatives \( A = \{a, b, c\} \):

<table>
<thead>
<tr>
<th></th>
<th>Ann:</th>
<th>b &gt; a &gt; c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bob:</td>
<td>c &gt; a &gt; b</td>
</tr>
<tr>
<td></td>
<td>Cléo:</td>
<td>b &gt; c &gt; a</td>
</tr>
</tbody>
</table>

If we try to aggregate these individual preferences using the majority rule (now in the sense of accepting \( x > y \) if at least two of the three individuals do), then we obtain a cycle: \( a > b > c > a \) (two out of three voters prefer \( a \) over \( b \), and so forth). This is the classical Condorcet paradox (McLean and Urken, 1995).

\(^4\) Irresolute aggregators, which allow for ties between several collective judgment sets in the outcome, while also of some interest, are studied less frequently (but see, e.g., Lang and Slavkovik, 2013).
Now construct a JA scenario as follows. Let $\mathcal{L}$ be the propositional language built from the propositional variables \{\(p_a \succ b\), \(p_a \succ c\), \(p_b \succ a\), \(p_b \succ c\), \(p_c \succ a\), \(p_c \succ b\)\}. Let $\Phi$ consist of all literals in $\mathcal{L}$ as well as these formulas (and their complements):

- \(p_a \succ b \leftrightarrow \neg p_b \succ a\), \(p_a \succ c \leftrightarrow \neg p_c \succ a\), \(p_b \succ c \leftrightarrow \neg p_c \succ b\)
- \(p_a \succ b \land p_b \succ c \rightarrow p_a \succ c\), and similarly for all other permutations of \(a, b, c\)

Observe how, when we interpret \(p_a \succ b\) as ‘I consider \(a\) being preferable over \(b\)’ and so forth, we get the first group of formulas above to encode the fact that our preference order should be complete and antisymmetric, while the second group expresses that it should be transitive. Let us call $\Phi$ the preference agenda (for three alternatives).

Now consider a consistent and complete profile for judges Ann, Bob, and Chloé, in which all three of them accept the positive formulas listed above. Such a profile is fully determined once we fix each judge’s stance on \(p_a \succ b\), \(p_b \succ c\), and \(p_a \succ c\):

<table>
<thead>
<tr>
<th></th>
<th>(p_a \succ b)</th>
<th>(p_b \succ c)</th>
<th>(p_a \succ c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ann</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bob</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Chloé</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Majority:</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

This corresponds directly to the Condorcet paradox. If we translate back to preference aggregation, then \(\{p_a \succ b, p_b \succ c, \neg p_a \succ c, \ldots\}\), which is part of the judgment set returned by the majority rule, corresponds to the cycle \(a \succ b \succ c \succ a\). If we stay in JA, then that same set becomes inconsistent once we add \(p_a \succ b \land p_b \succ c \rightarrow p_a \succ c\) (which must also be part of the majority outcome, as it is accepted by all judges).

### 17.2.3 Axioms: Desirable Properties of Aggregation Rules

We have seen that using the majority rule can lead to problems. It does not meet all of our requirements. But what are those requirements? Below is a list of properties of aggregators that are intuitively appealing. In the jargon of social choice theory, such desirable properties are called axioms.

- An aggregator $f$ is (propositionwise) unanimous if $\varphi \in J_i$ for all $i \in N$ entails $\varphi \in f(J)$, for all $\varphi \in \Phi$ and all $J \in \mathcal{J}(\Phi)^n$. That is, if every individual judge accepts $\varphi$, then so should the collective represented by $f$.\(^5\)
- An aggregator $f$ is anonymous if $f(J) = f(J_{\pi(1)}, \ldots, J_{\pi(n)})$, for all $J \in \mathcal{J}(\Phi)^n$ and all permutations $\pi : N \rightarrow N$. That is, $f$ should treat all judges the same.
- An aggregator $f$ is neutral if $\varphi \in J_i \Leftrightarrow \psi \in J_i$ for all $i \in N$ entails $\varphi \in f(J) \Leftrightarrow \psi \in f(J)$, for all $\varphi, \psi \in \Phi$ and all $J \in \mathcal{J}(\Phi)^n$. That is, $f$ should treat all formulas

\(^5\) Another common formulation of unanimity requires only $f(J, \ldots, J) = J$ for all $J \in \mathcal{J}(\Phi)$.\)
the same (if $\varphi$ and $\psi$ are accepted by the same judges, then the collective must accept either both or neither of them). The aggregator $f$ is independent if $\varphi \in J_i \Leftrightarrow \varphi \in J_i'$ for all $i \in N$ entails $\varphi \in f(J) \Leftrightarrow \varphi \in f(J')$, for all $\varphi \in \Phi$ and all $J, J' \in \mathcal{J}(\Phi)^n$. That is, whether we accept $\varphi$ should only depend on the pattern of individual acceptances of $\varphi$.

- An aggregator $f$ is monotonic if $\varphi \in J_i' \setminus J_i$ entails $\varphi \in f(J) \Rightarrow \varphi \in f(J_{-i}, J_i')$, for all $i \in N$, all $\varphi \in \Phi$, all $J \in \mathcal{J}(\Phi)^n$, and all $J_i' \in \mathcal{J}(\Phi)$. That is, if a collectively accepted formula $\varphi$ is accepted by an additional judge $i$ (switching her judgment set from $J_i$ to $J_i'$), then $\varphi$ should still get accepted.

Neutrality and independence together are also known as systematicity. Note that we do not claim, or even wish, that every aggregator satisfies all of these axioms. They merely are strong candidates to consider when drawing up a list of requirements. The majority rule, however, clearly satisfies all of them.

Our remaining axioms express that we would like to see properties such as consistency be lifted from the individual to the collective level:

- An aggregator $f$ is complete if $f(J)$ is complete for all $J \in \mathcal{J}(\Phi)^n$.
- An aggregator $f$ is complement-free if $f(J)$ is complement-free for all $J \in \mathcal{J}(\Phi)^n$.
- An aggregator $f$ is consistent if $f(J)$ is consistent for all $J \in \mathcal{J}(\Phi)^n$.

Consistency and completeness together are often referred to as collective rationality. Observe that the majority rule is both complete and complement-free (at least in case $n$ is odd), but that we have seen that it is not consistent.

It is useful to reformulate the independence axiom as follows: $f$ is independent if (and only if) for every $\varphi \in \Phi$ there exists a family of sets of judges $W_{\varphi} \subseteq 2^N$ such that for all $J \in \mathcal{J}(\Phi)^n$ it is the case that $\varphi \in f(J)$ if and only if $N_{\varphi}^J \in W_{\varphi}$. We call $W_{\varphi}$ the set of winning coalitions for $\varphi$. That is, under an independent aggregator we only need to look at the coalition of judges accepting $\varphi$ to be able to decide whether $\varphi$ should be collectively accepted (and those coalitions with the power of getting $\varphi$ accepted are what we call its winning coalitions). Understanding the structure of the space of winning coalitions provides a crucial key to understanding the dynamics of JA. For now, we pin down some basic facts about it:

**Lemma 1 (Winning coalitions)** Let $f$ be an independent aggregator and, for every formula $\varphi \in \Phi$, let $W_{\varphi} \subseteq 2^N$ be the corresponding family of winning coalitions, i.e., $\varphi \in f(J) \Leftrightarrow N_{\varphi}^J \in W_{\varphi}$ for all $J \in \mathcal{J}(\Phi)^n$. Then the following are all true:

1. $f$ is unanimous if and only if $N_{\varphi}^J = N_{\varphi}^{J'}$ for all $J \in \mathcal{J}(\Phi)^n$.

6 For some very simple agendas, such as $\Phi = \{p, \neg p\}$, all aggregators are vacuously neutral (because $p \in J, \neg p \in J$, is never true), even though, intuitively, they do not all treat all formulas the same.

7 Here $(J_{-i}, J_i')$ denotes the profile we obtain when we replace $J_i$ in $J$ by $J_i'$.

8 To be precise, any statement regarding the equivalence of axioms must be made w.r.t. a specific class of agendas. The equivalence mentioned here holds for nontrivial agendas.
(ii) $f$ is anonymous if and only if $W_\varphi$ is closed under equinumerosity, i.e., if and only if $C \in W_\varphi$ and $|C| = |C'|$ entail $C' \in W_\varphi$ for all $C, C' \subseteq N$ and all $\varphi \in \Phi$.

(iii) $f$ is neutral if and only if $W_\varphi = W_\psi$ for all $\varphi, \psi \in \Phi$.

(iv) $f$ is monotonic if and only if $W_\varphi$ is upward closed, i.e., if and only if $C \subseteq W_\varphi$ and $C \subseteq C'$ entail $C' \in W_\varphi$ for all $C, C' \subseteq N$ and all $\varphi \in \Phi$.

(v) $f$ is complement-free if and only if $W_\varphi$ does not contain complementary coalitions, i.e., if and only if $C \notin W_\varphi$ or $\overline{C} \notin W_\varphi$ for all $C \subseteq N$ and all $\varphi \in \Phi$.

(vi) $f$ is complete if and only if $W_\varphi$ is maximal, i.e., if and only if $C \in W_\varphi$ or $\overline{C} \in W_\varphi$ for all $C \subseteq N$ and all $\varphi \in \Phi$.

Proof. These claims follow immediately from the relevant definitions. Only the case of neutrality requires closer inspection. Clearly, $W_\varphi = W_\psi$ for all $\varphi, \psi \in \Phi$ implies the symmetric treatment of all formulas and thus neutrality in the technical sense.

For the converse, we make use of our assumption that $\Phi$ contains two formulas $\alpha$ and $\beta$ such that all of $\{\alpha, \beta\}$, $\{\alpha, \sim \beta\}$, $\{\sim \alpha, \beta\}$, and $\{\sim \alpha, \sim \beta\}$ are consistent. So let $f$ be an aggregator that is independent and neutral.

First, consider two formulas $\varphi$ and $\psi$ for which both $\{\varphi, \psi\}$ and $\{\sim \varphi, \sim \psi\}$ are consistent and take any coalition $C \in W_\varphi$. We can construct a profile $J$ with $N_\varphi^J = N_\psi^J = C$. From $C$ being winning for $\varphi$, we get $\varphi \in f(J)$. From neutrality we then get $\psi \in f(J)$, and from independence $C \in W_\psi$. Thus, from $\{\varphi, \psi\}$ and $\{\sim \varphi, \sim \psi\}$ being consistent we get $W_\varphi = W_\psi$, so in particular $W_\alpha = W_{\sim \alpha} = W_\beta = W_{\sim \beta}$.

Note that $\alpha$ is contingent (i.e., it is neither a tautology nor a contradiction). Consider any other formula $\varphi$ that is also contingent. If both $\{\varphi, \alpha\}$ and $\{\sim \varphi, \sim \alpha\}$ are consistent, then $W_\varphi = W_\alpha$ and we are done. So suppose it is not the case that both $\{\varphi, \alpha\}$ and $\{\sim \varphi, \sim \alpha\}$ are consistent. Observe that when we negate one of the formulas in an inconsistent set of two contingent formulas, we obtain a consistent set. Thus, if $\{\varphi, \alpha\}$ is inconsistent, then both $\{\sim \varphi, \alpha\}$ and $\{\varphi, \sim \alpha\}$ are consistent. And also in case $\{\sim \varphi, \sim \alpha\}$ is inconsistent, both $\{\sim \varphi, \alpha\}$ and $\{\varphi, \sim \alpha\}$ are consistent. Thus, in either case we get $W_\varphi = W_{\sim \alpha}$. To summarize, so far we have shown that $W_\varphi = W_\psi$ for any two contingent formulas $\varphi$ and $\psi$ in the agenda.

If $\varphi$ is a tautology, then there exists a profile $J \in J(\Phi)^n$ with $N = N_\varphi^J = N_\psi^J$. Thus, by neutrality and independence, $N \in W_\varphi \Leftrightarrow N \in W_\psi$. As no coalition other than the grand coalition $N$ can ever accept $\varphi$, it does not matter which other coalitions belong to $W_\varphi$, and we may simply assume that $W_\varphi = W_\alpha$. The proof for contradictions $\varphi$ (using $\emptyset$ in place of $N$) is analogous. $\Box$

As a first simple example of the power of Lemma 1, let us see how we can use it to prove that every aggregator $f$ that is neutral, independent, monotonic, and complete is also unanimous: From neutrality and independence we get that $f$ is fully defined by a single family $W$ of winning coalitions. By completeness, either $N \in W$ (in which case we are done) or $\overline{N} = \emptyset \in W$. But also in this latter case, by monotonicity and due to $\emptyset \subseteq N$, we get $N \in W$, i.e., $f$ is unanimous.
17.2.4 A Simple Impossibility Theorem

We conclude our run through the basic theory of JA with a simple impossibility theorem. It shows that it is not just the majority rule that fails to reliably produce consistent outcomes, but that we cannot get consistency for any aggregator that satisfies what would appear to be rather innocent axiomatic requirements. This is the original impossibility theorem of JA, due to List and Pettit, which we had already mentioned in the introduction.

Theorem 2 (List and Pettit, 2002) No aggregator for an agenda of the form \( \Phi \supseteq \{p, q, p \land q\} \) can be anonymous, neutral, independent, complete, and consistent.

Proof. Let \( f \) be an aggregator for an agenda \( \Phi \) with \( \{p, q, p \land q\} \subseteq \Phi \). For the sake of contradiction, assume \( f \) is anonymous, neutral, independent, complete, and consistent. By Lemma 1 and the first three properties, if two formulas \( \varphi \) and \( \psi \) are accepted by the same number of judges, then \( f \) must accept either both or neither of them. Now consider a profile \( J \) in which \( \frac{n-1}{2} \) judges accept both \( p \) and \( q \); one judge accepts \( p \) but not \( q \); one judge accepts \( q \) but not \( p \); and the remaining \( \frac{n-3}{2} \) judges accept neither \( p \) nor \( q \).\(^9\) Observe that for this profile we get \( |N_J^p| = |N_J^q| = |N_J^{\neg(p \land q)}| = \frac{n+1}{2} \). So we must accept either all of \( p, q, \) and \( \neg(p \land q) \), or none of them. The former immediately clashes with consistency. If we take the latter route, completeness forces us to accept all of \( \neg p, \neg q, \) and \( p \land q \), which again leads to a clash with consistency. □

Theorem 2 is a negative result. Still, it can help us to pinpoint how we need to relax our requirements to make consistent aggregation possible after all.

One approach is to weaken the axioms. For instance, it is easy to define certain (trivial) aggregators that meet all but one of our requirements: the dictatorship that always returns a copy of the judgment set of the first judge only violates anonymity, while a constant aggregator that always returns some fixed judgment set in \( J(\Phi) \) only violates neutrality. Of course, such aggregators are of little practical interest. In Section 17.3 we discuss some more practically useful aggregation rules, which account for above impossibility by violating independence or completeness.

A second approach is to restrict the range of agendas on which we require our aggregator to perform satisfactorily. Section 17.4 will be devoted to results that identify, for a given (class of) aggregator(s), the precise class of agendas for which consistent aggregation is possible. This also takes care of a somewhat unsatisfactory feature of Theorem 2, namely its restriction to an overly specific class of agendas (those including \( p, q, \) and \( p \land q \)).

A third approach, finally, is to not restrict the agenda, but to instead assume

\(^9\) Note how we make use of our general assumption that \( n \) is odd. If \( n \) is even, we obtain a much more fundamental impossibility: there can be no anonymous, neutral, complete and complement-free aggregator even for simple agendas such as \( \Phi = \{p, \neg p, q, \neg q\} \). To see this, consider what to do in case the number of judges accepting \( p \) equals that accepting \( \neg p \).
that not every possible profile will be encountered in practice. We shall not discuss such domain restrictions in any detail here. They are similar to domain restrictions studied in voting theory, but arguably lack the intuitive appeal of, say, Black’s single-peakedness, a domain restriction for preference profiles avoiding paradoxical election outcomes (Black, 1948). The most powerful result along these lines in JA is due to Dietrich and List (2010). They showed that, if a profile is value-restricted in the sense that for every minimally inconsistent (non-singleton) subset X of the agenda Φ there exist two formulas ϕX, ψX ∈ X such that no individual accepts both ϕX and ψX, then the outcome of the majority rule will be consistent. The proof is immediate: For the sake of contradiction, assume the majority outcome is inconsistent. Then it must include some minimally inconsistent set X with associated formulas ϕX and ψX, each of which must have been accepted by a (strict) majority. But then, by the pigeonhole principle, at least one judge must have accepted both of them, which contradicts the assumption of value restriction.

17.3 Aggregation Rules

The majority rule is but one method of aggregation. In this section we introduce three families of aggregators (quota rules, distance-based rules, and premise-based rules), and for each of them discuss to what extent they allow us to address the deficit of the majority rule highlighted by the discursive dilemma. For each family, we then exemplify a specific research direction in JA: the axiomatic characterization of aggregators, the complexity of winner determination, and strategic manipulation.

17.3.1 Quota-based Aggregation / Axiomatic Characterizations

Under a quota rule we accept a given formula ϕ if the number of individual judges accepting ϕ reaches a certain threshold. Formally, a quota rule fq is induced by a function q : Φ → {0, 1, ..., n+1}, mapping formulas to thresholds:

\[ f_q(J) = \{ ϕ ∈ Φ \mid |N^J_ϕ| ≥ q(ϕ) \} \]

Note that if the quota of a given formula is 0, then this means that that formula will always get accepted, while quota n+1 means that the formula in question will never get accepted. The rule fq is called a uniform quota rule if q maps all formulas to the same number λ (in such a case, we simply write fλ). For example, the (strict) majority rule is the uniform quota rule \( f_{\lceil n+1 \rceil} \), while fn is the intersection rule, mapping any given profile J to the judgment set \( J_1 \cap \cdots \cap J_n \).

It is intuitively clear that, if we increase the quota, then it should be less likely that we obtain a collective judgment set that is inconsistent. For example, take once more the agenda \( Φ = \{ p, ¬p, q, ¬q, p \land q, ¬(p \land q) \} \). Then, provided we impose a
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uniform quota strictly greater than $\frac{2}{3}n$, the collective judgment set will be consistent for every possible profile.\footnote{On the downside, the collective judgment set may not always be complete (namely when both $\varphi$ and $\sim \varphi$ are accepted by fewer than two thirds of the judges).} This is a consequence of the following result:

**Proposition 3 (Dietrich and List, 2007b)** Let $k$ be the size of the largest minimally inconsistent subset of the agenda $\Phi$. Then every uniform quota rule $f_\lambda$ with a quota of $\lambda > \frac{k-1}{k} \cdot n$ is consistent.

**Proof.** For the sake of contradiction, suppose there exists a profile $J \in J(\Phi)^n$ for which $f_\lambda(J)$ is inconsistent. Take an arbitrary minimally inconsistent subset $X \subseteq f_\lambda(J)$. By assumption, we have $|X| \leq k$. For each formula $\varphi \in X$, there must have been at least $\lambda$ judges accepting it. Hence, summing over all the formulas in $X$, there must have been at least $|X| \cdot \lambda$ occasions of a formula in $X$ being accepted by some judge. By the pigeon hole principle, at least one of the $n$ judges must have accepted at least $\frac{|X| \cdot \lambda}{n}$ of these formulas. But due to $\lambda > \frac{k-1}{k} \cdot n$, we get $\frac{|X| \cdot \lambda}{n} > |X| - \frac{|X|}{k}$, i.e., (as $\frac{|X|}{k} \leq 1$) that judge must have accepted all of the formulas in $X$, contradicting our assumption of individual consistency. $\square$

Thus, if we are willing to give up completeness (which is violated by quota rules with high quotas), then we can circumvent the impossibility of Theorem 2.

Proposition 3 can be strengthened to say that for any quota not satisfying the constraint $\lambda > \frac{k-1}{k} \cdot n$ the corresponding rule is not consistent. In our earlier example, $\{p, q, \neg(p \land q)\}$ with size 3 is the largest minimally inconsistent subset of the agenda $\Phi = \{p, \neg p, q, \neg q, p \land q, \neg(p \land q)\}$. So if, for example, $n = 30$, then any quota of 21 or above will guarantee consistency, while quota 20 does not.

An important question in social choice theory is whether a given set of axiomatic requirements fully characterizes a particular aggregator (or family of aggregators). If this is the case and if we have strong normative support for the axioms in question, then this forces us to adopt the corresponding aggregator. Let us briefly review a number of such characterization results for quota rules.

**Proposition 4 (Dietrich and List, 2007b)** An aggregator is anonymous, independent, and monotonic if and only if it is a quota rule.

**Proof.** For the right-to-left direction, observe that every quota rule clearly has those three properties. For the left-to-right direction, the claim follows from Lemma 1: By independence, we can decide formula by formula. By monotonicity, the set of winning coalitions is upward closed. By anonymity, only the size of coalitions matters. Taken together, this means that for every formula $\varphi$ there exists a number $\lambda_\varphi$ such that $\varphi$ is collectively accepted if and only if at least $\lambda_\varphi$ judges accept $\varphi$. In other words, $\lambda_\varphi$ is the quota associated with $\varphi$, i.e., $q(\varphi) = \lambda_\varphi$. $\square$
A quota rule is neutral if and only if it is a uniform quota rule. Thus, as an immediate consequence of Proposition 4, we obtain the following characterization:

**Corollary 5** An aggregator is anonymous, neutral, independent, and monotonic if and only if it is a uniform quota rule.

We now want to add completeness and complement-freeness to our requirements (but not consistency, which we already know to be impossible from Theorem 2). Intuitively speaking, low quotas should favor completeness (as generally more formulas will get accepted), while high quotas should favor complement-freeness (as generally fewer formulas will get accepted). Let \( \lambda \) be the uniformly imposed quota. If \( k \) individuals accept \( \varphi \), then \( n-k \) individuals accept \( \sim \varphi \). Thus, to guarantee completeness, we require \( \max\{k, n-k\} \geq \lambda \) for all \( k \leq n \), as that way at least one of \( \varphi \) and \( \sim \varphi \) will get accepted under all circumstances. Similarly, to guarantee complement-freeness, we require \( \lambda > \min\{k, n-k\} \) for all \( k \leq n \). The closer \( k \) is to \( \frac{n}{2} \), the harder it gets to satisfy both of these constraints. Recall that we assume \( n \) to be odd. For \( k = \frac{n+1}{2} \), there is only a single value for \( \lambda \) that will satisfy both constraints, namely \( \lambda = \frac{n+1}{2} \). That is, only the majority rule satisfies all of our requirements and we obtain the following corollary to Corollary 5:

**Corollary 6** An aggregator is anonymous, neutral, independent, monotonic, complete, and complement-free if and only if it is the (strict) majority rule.

We stress that Corollary 6 is true only when the number \( n \) of individual judges is odd. As pointed out in Footnote (9) already, when \( n \) is even, there exists no aggregator that satisfies all of these requirements. For the special case of an agenda with just a single pair of complementary formulas, Corollary 6 reduces to May’s Theorem on the characterization of the majority rule in voting theory (May, 1952).

### 17.3.2 Distance-based Aggregation / Winner Determination

Another approach to aggregation is to select as outcome a judgment set that, in some sense, minimizes the distance to the profile. If we measure distances between judgment sets using the Hamming distance and if we interpret the distance from an outcome to a profile as the sum of the distances between that outcome and each of the individual judgment sets, then we obtain the following aggregator:

\[
    f_{\text{ham}}(J) = \operatorname{argmin}_{J \in \mathcal{J}(\Phi)} \sum_{i \in N} H(J, J_i)
\]

That is, we go through all complete and consistent judgment sets \( J \) and return the one that minimizes the sum of the Hamming distances to the individual judgment

---

11 This characterization holds, provided the agenda is nontrivial. See also Footnote (6).

12 May allows for ties and uses a more sophisticated monotonicity axiom, known as positive responsiveness, so as to be able to also cover the case of an even number of individuals. Refer to Chapter 2 (Zwicker, 2016) for full details.
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sets. This rule, discussed under a variety of different names in the literature, is the most widely used distance-based aggregator in JA. If we apply it to the preference agenda (see Section 17.2.2), then we obtain the Kemeny rule familiar from preference aggregation (Kemeny, 1959) and discussed in depth in Chapter 4 (Fischer et al., 2016); this is why we shall refer to it as the generalized Kemeny rule. To be precise, \( f_{\text{kem}} \) is an irresolute aggregator, as it may return a set of several judgment sets (that are all equally close to the profile). To obtain a resolute rule fitting our definition of Section 17.2.1, we have to combine \( f_{\text{kem}} \) with a tie-breaking rule.

The generalized Kemeny rule is clearly consistent: only consistent judgment sets are considered as possible outcomes during the optimization process. It achieves consistency by sacrificing independence.

A fundamental question in computational social choice concerns the computational complexity of the winner determination problem of a given method of aggregation. For a resolute aggregator \( f \) this can be cast as a decision problem by asking, for a given profile \( J \) and a given formula \( \varphi \in \Phi \), whether it is the case that \( \varphi \in f(J) \). By answering this question for every formula \( \varphi \) in the agenda, we can compute the outcome, the ‘winning’ judgment set. Thus, the complexity of our decision problem is directly relevant to the algorithmic feasibility of the pragmatic problem of applying rule \( f \). For irresolute aggregators, such as the generalized Kemeny rule, an appropriate formulation of the question is whether, for a given profile \( J \) and a given set \( L \subseteq \Phi \), there exists a winning set \( J^* \in f(J) \) such that \( L \subseteq J^* \). For the generalized Kemeny rule, winner determination is highly intractable:

**Theorem 7 (Endriss et al., 2012)** The winner determination problem of the generalized Kemeny rule is \( \Theta^P_2 \)-complete.

The complexity class \( \Theta^P_2 \) is the class of problems that can be solved, in polynomial time, by a (hypothetical) machine that has access to an oracle capable of deciding NP-complete problems in an instant, with the restriction that the number of queries to the oracle must be at most logarithmic in the size of the problem. Equivalently, we may ask a polynomial number of oracle queries, provided we ask them all in parallel. That is, the generalized Kemeny rule is complete for parallel access to NP. The proof of Theorem 7 is beyond the scope of this chapter. It is based on a reduction from the Kemeny Winner problem in voting theory, for which \( \Theta^P_2 \)-completeness was established by Hemaspaandra et al. (2005). For a discussion of that problem we refer to Chapter 4 (Fischer et al., 2016). For comparison, it is easy to see that for any quota rule the winner determination problem is polynomial.

The generalized Kemeny rule is not the only distance-based aggregator in JA. We may use other distance metrics than the Hamming distance and we may vary the way we define the distance to a profile in terms of that basic metric. Here we only give one further example of a generalization of a rule familiar from preference aggregation: Under the Slater rule we first compute the majority graph and then return the preference order that minimizes the number of edges in the majority
graph we have to invert before we obtain a transitive order (Slater, 1961). This idea is easily transposed to JA to obtain a generalized Slater rule:

\[ f_{\text{sla}}(J) = \arg \min_{J \in J(\Phi)} H(J, f_{\text{maj}}(J)) \]

That is, we first compute the majority outcome \( f_{\text{maj}}(J) \) and then find the complete and consistent judgment set closest to it (again, more than one judgment set may be closest and we may have to break ties if we need a unique winner).

The following example, with \( \varphi_1 \) and \( \varphi_2 \) representing two syntactically distinct formulas that are both semantically equivalent to \( p \lor (q_1 \land q_2) \lor (r_1 \land r_2 \land r_3) \), demonstrates that the Kemeny rule and the Slater rule do not always coincide:

<table>
<thead>
<tr>
<th></th>
<th>( p )</th>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( \varphi_1 )</th>
<th>( \varphi_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 judge:</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>10 judges:</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>10 judges:</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Kemeny:</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Slater:</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Consult Section 17.7 for references to other distance-based aggregators.

### 17.3.3 Premise-based Aggregation / Strategic Manipulation

For some application scenarios it will be natural to think of certain formulas in the agenda as premises and the others as conclusions. Suppose we can partition the agenda \( \Phi \) into a set \( \Phi^p \) of premises and a set \( \Phi^c \) of conclusions such that each of them is closed under complementation, \( \Phi = \Phi^p \cup \Phi^c \), and \( \Phi^p \cap \Phi^c = \emptyset \).

The premise-based rule \( f_{\text{pre}} \) works by first applying the majority rule to the premises and then accepting those conclusions that logically follow from the collectively accepted premises:

\[ f_{\text{pre}}(J) = \Delta \cup \{ \varphi \in \Phi^c \mid \Delta \models \varphi \}, \text{ where } \Delta = \{ \varphi \in \Phi^p \mid |J'_{\varphi}| > \frac{n}{2} \} \]

Clearly, in the general case \( f_{\text{pre}} \) inherits all the problems of the majority rule and cannot guarantee consistency (e.g., when every formula is declared a premise). In addition, \( f_{\text{pre}} \) may fail to be complete. For example, when \( p \land q \) and \( \neg(p \land q) \) are conclusions and no premise has either \( p \) or \( q \) as a subformula, then neither \( p \land q \) nor \( \neg(p \land q) \) will be logically entailed by whatever (consistent) set of premises we end up accepting. However, if we impose suitable constraints on the definition of premises and conclusions, we can obtain a well-behaved aggregator. The most common set of assumptions, which we shall also adopt here, is the following:

\(^{13}\) For an in-depth discussion of the Slater rule we refer to Chapter 3 (Brandt et al., 2016).
(i) The set of premises is the set of literals in the agenda.

(ii) The agenda is closed under propositional variables, i.e., if $\varphi$ is a formula in the agenda, then so is every propositional variable occurring within $\varphi$.

Assumption (i) guarantees consistency; a set of collectively accepted premises now directly corresponds to an assignment of truth values to propositional variables. Assumption (ii) then guarantees completeness, because, for every conclusion $\varphi$, either $\varphi$ or $\neg\varphi$ will be satisfied by that truth assignment. That is, we obtain the following result (given our assumption of $n$ being odd):

**Fact 8** For any agenda that is closed under propositional variables, the premise-based rule, with the premises being the literals, is complete and consistent.

Thus, by sacrificing both neutrality and independence, the premise-based rule allows us to circumvent the impossibility of Theorem 2.

We have seen that distance-based aggregators achieve consistency at the price of high computational complexity. This is not the case for $f_{\text{pre}}$:

**Fact 9** The winner determination problem of the premise-based rule, with the premises being the literals, is polynomial.

Indeed, applying the majority rule to the premises is certainly polynomial. Deciding whether a given conclusion should be accepted then amounts to a model checking problem for propositional logic, which can also be done in polynomial time.

One of the central phenomena studied in social choice theory is strategic behavior. Under what circumstances do individuals have an incentive to truthfully report their private information to the aggregation mechanism? This is a very natural question in the context of voting or resource allocation, where this private information concerns the individuals’ preferences and where we can use these very same preferences to define what it means for an individual to have an incentive to perform a given action. In JA, on the other hand, individuals do not have preferences, so it is not obvious what it may mean for an individual to have an incentive one way or the other. To be able to analyze strategic behavior in JA, we need to endow our judges with preferences. For the purposes of this brief exposition, let us assume that every judge’s preferences are induced by her true judgment set and the Hamming distance: judge $i$ with true judgment set $J_i$ prefers $J$ to $J'$, denoted as $J \succ_i J'$, if and only if $H(J_i,J) < H(J_i,J')$. We say that she has Hamming preferences.\[14\] Now suppose three judges truthfully report their judgment sets:

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$q$</th>
<th>$r$</th>
<th>$p \lor q$</th>
<th>$p \lor r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge 1:</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Judge 2:</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Judge 3:</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\[14\] Preferences induced by the Hamming distance are also discussed in Chapter 9 on voting in combinatorial domains (Lang and Xia, 2016)
Under the premise-based rule, all three premises will get rejected, which means that also the two conclusions get rejected. For judge 3 the Hamming distance from this outcome to her own judgment set is 4. But if she lies and answers ‘yes’ for \( p \), then \( p \) will get accepted and thus also the two conclusions. Her distance to this new outcome is only 3, i.e., she has an incentive to manipulate in this manner. We say that an aggregator \( f \) is immune to manipulation for a given method of deriving preferences from judgment sets, if every judge \( i \) (at least weakly) prefers the sincere outcome \( f(J) \) to the manipulated outcome \( f(J_{-i},J_i') \) for any profile \( J \in J(\Phi)^n \) and any alternative insincere judgment set \( J_i' \in J(\Phi) \) for judge \( i \).

**Proposition 10 (Dietrich and List, 2007a)** Any independent and monotonic aggregator is immune to manipulation by judges with Hamming preferences.

**Proof.** Independence means that the would-be manipulator can consider one formula at a time. Monotonicity then means that it is always in her best interest to drive up the support for formulas in her judgment set and to reduce the support for those not in her judgment set, i.e., it is in her best interest to report truthfully. □

As discussed in depth in Chapter 6 (Conitzer and Walsh, 2016), for aggregators that are not immune to manipulation a relevant question is whether it may be the case that manipulation is a computationally intractable problem, as this may provide at least some level of protection against unwanted strategic behavior. The manipulation problem for a given aggregator \( f \) and a given method of deriving preferences from judgment sets is the problem of deciding whether a judge may obtain a preferred outcome by misreporting her judgment set. While we have seen that the premise-based rule can be manipulated, doing so is hard, at least in the worst case and for agendas involving large formulas:

**Proposition 11 (Endriss et al., 2012)** The manipulation problem for the premise-based rule and judges with Hamming preferences is NP-complete.

The proof is not difficult, but beyond the scope of this chapter. It involves a reduction from the NP-hard satisfiability problem for propositional logic to our manipulation problem. Given a formula \( \varphi \), the core idea is to build a profile where one judge has an incentive to misreport her judgment set if and only if \( \varphi \) is satisfiable.

It is important to stress that the particular manipulation problem of Proposition 11 is just one of several natural definitions for which complexity results are known (Baumeister et al., 2013). For instance, we may vary the way in which preferences are induced from judgment sets or we may assume that the manipulator is only interested in some of the formulas in the agenda.

---

15 Given that for distance-based aggregators the winner determination problem is already intractable, questions regarding the complexity of manipulation are considerably less interesting here.
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Suppose we are given an agenda \( \Phi \) and an aggregator \( f \). Then we may want to ask: can we be certain that the outcome \( f(J) \) will be consistent for every possible consistent profile \( J \in \mathcal{J}(\Phi)^n \) over this agenda?

We want to answer such questions not only for one specific agenda \( \Phi \), but would like to be able to offer a full characterization of all agendas for which the answer is positive. In this section, we provide such characterizations in terms of agenda properties that tally the structural richness of an agenda. Going beyond individual aggregators \( f \), we also prove agenda characterization results for families of aggregators \( \mathcal{F} \), defined in terms of the axioms they satisfy. Such results come in two forms: existential results talk about conditions under which at least some aggregator in \( \mathcal{F} \) is consistent, while universal results establish conditions under which all aggregators in \( \mathcal{F} \) are. For the latter, in particular, a relevant question is how difficult it is to verify whether a given agenda satisfies certain agenda properties. Therefore, we briefly discuss the computational complexity of this problem.

17.4.1 Consistent Aggregation under the Majority Rule

In the introduction we have seen that for one specific aggregator and one specific agenda, namely the majority rule and the agenda \( \{p, \neg p, q, \neg q, p \land q, \neg(p \land q)\} \), we may encounter a discursive dilemma. That is, for this agenda it is possible to construct a consistent profile such that the majority rule will return a judgment set that is inconsistent. In Section 17.2.4 we have seen a generalization of this insight: the problem persists for any aggregator belonging to an entire class of aggregators (cf. Theorem 2). We now want to discuss a different generalization and ask: what is the class of agendas for which the majority rule has this deficiency?

Intuitively speaking, the discursive dilemma comes about when there is an inconsistent subset \( X \subseteq \Phi \), such that each judge accepts sufficiently few of the formulas in \( X \) to be individually consistent, but at the same time sufficiently many to ensure that every formula in \( X \) gathers a majority. That is, the size of inconsistent sets, or more precisely minimally inconsistent sets, that we can build from the formulas in the agenda seems to matter. We say that an agenda \( \Phi \) satisfies the median property if every inconsistent subset of \( \Phi \) does itself have an inconsistent subset of size at most 2.\(^{16}\) For example, the agenda \( \{p, \neg p, q, \neg q, p \land q, \neg(p \land q)\} \) does not have the median property, because one of its minimally inconsistent subsets, namely \( \{p, q, \neg(p \land q)\} \), has three elements. This agenda property allows us to give a full characterization of the agendas on which the majority rule is consistent:

\(^{16}\) The term median property is due to Nehring and Puppe (2007), who coined this term in the context of work on social choice theory over a class of vector spaces known as median spaces. Agendas that satisfy the median property are sometimes also called simple agendas.
Lemma 12 (Nehring and Puppe, 2007) The majority rule is consistent for a given agenda $\Phi$ if and only if $\Phi$ has the median property.

Proof. The right-to-left direction is an instance of Proposition 3 for $k = 2$, since $\Phi$ having the median property means that the largest minimally inconsistent subset of $\Phi$ has at most size 2. For the other direction, let $\Phi$ be an agenda that violates the median property, i.e., there exists a minimally inconsistent set $X = \{\varphi_1, \ldots, \varphi_k\} \subseteq \Phi$ with $k \geq 3$. Now consider the profile $J$, in which judge $i$ accepts all formulas in $X$ except for $\varphi_{1+(i \mod 3)}$. Note that $J$ is consistent. But the majority rule will accept all formulas in $X$, i.e., $f_{\text{maj}}(J)$ is inconsistent. □

Deciding whether a given agenda has the median property is $\Pi^P_2$-complete (Endriss et al., 2012). $\Pi^P_2$, a complexity class located at the second level of the polynomial hierarchy, is the class of decision problems for which a certificate for a negative answer can be verified in polynomial time by a machine that has access to an oracle for answering NP-complete problems in an instant. Deciding whether a quantified Boolean formula of the form $\forall x_1 \cdots \forall x_n \exists y_1 \cdots \exists y_m \varphi$ is true is the canonical example of a problem that is complete for this class. $\Pi^P_2$ includes the other complexity classes featuring in this chapter, particularly NP and $\Theta^P_2$ (and this inclusion is believed, but not known, to be proper).

Thus, we have a doubly negative result: not only do we have to restrict ourselves to highly simplistic agendas if we want to be certain to avoid instances of the discursive dilemma (this is the import of Lemma 12), but on top of this determining whether a given agenda is sufficiently simplistic is very difficult.

17.4.2 Existential Agenda Characterization

Next we want to go beyond specific aggregators (such as the majority rule), and instead prove agenda characterization results for classes of aggregators, defined in terms of certain axioms. For the first such result we take the axioms defining the majority rule (cf. Corollary 6), except that we substantially weaken anonymity and instead only require that our aggregator is not a dictatorship. Formally, an aggregator $f$ is a dictatorship if there exists an individual $i^* \in N$ (the dictator) such that $f(J) = J_{i^*}$ for every profile $J$; otherwise $f$ is nondictatorial.\footnote{To appreciate that anonymity really is much stronger than nondictatoriality, observe that the former rules out all weighted majority rules, while the latter does not.} Lemma 12 shows that only agendas with the median property guarantee consistent outcomes under the majority rule. We will now see that, even if we allow ourselves to pick freely from the much larger class of aggregators we obtain when we replace anonymity by nondictatoriality, we cannot do better than that.

Before we state this result formally, let us say something about the technique we are going to use to prove it. Recall that any independent and neutral aggregator is
defined by a family $W \subseteq 2^N$ of winning coalitions (cf. Lemma 1). In mathematics, a set $W$ of subsets of a set $N$ is called an ultrafilter if it satisfies the following three conditions (see, e.g., Davey and Priestley, 2002):^{18}

(i) $W$ does not include the empty set: $\emptyset \notin W$.

(ii) $W$ is closed under taking intersections: $C \in W$ and $C' \in W$ entail $C \cap C' \in W$ for all $C, C' \subseteq N$.

(iii) $W$ is maximal: $C \in W$ or $C' \in W$ for all $C \subseteq N$.

An ultrafilter is called principal if it is of the form $W = \{C \subseteq N \mid i^* \in C\}$ for some $i^* \in N$. By a well-known fact, every ultrafilter $W$ on a finite set $N$ is principal (Davey and Priestley, 2002).^{19} Translating back into the world of winning coalitions, this means that if we can show that the set $W$ of winning coalitions corresponding to a given (independent and neutral) aggregator $f$ meets the three conditions above, then, given that the set $N$ of judges is finite, $f$ must be dictatorial (with the principal element $i^*$ of the ultrafilter being the dictator).

We are now ready to prove a first important existential agenda characterization theorem, for a class of aggregators defined by a natural combination of axioms:

**Theorem 13 (Nehring and Puppe, 2007)** There exists a neutral, independent, monotonic, and nondictatorial aggregator that is complete and consistent for a given agenda $\Phi$ if and only if $\Phi$ has the median property.

**Proof.** The right-to-left direction follows from Lemma 12: if $\Phi$ has the median property, then the majority rule is consistent (and the majority rule is also neutral, independent, monotonic, nondictatorial, and complete).

The left-to-right direction in effect establishes an impossibility result. It is equivalent to the following claim: if a given neutral, independent, and monotonic aggregator $f$ is complete and consistent (and thus also complement-free) for a given agenda $\Phi$ that violates the median property, then $f$ must be a dictatorship. By Lemma 1, neutrality and independence mean that $f$ is determined by a single family $W$ of winning coalitions. Let us show that $W$ must be an ultrafilter on $N$:

(i) $\emptyset \notin W$: If we had $\emptyset \in W$, then $N \in W$ by monotonicity (because $\emptyset \subseteq N$), which is in direct conflict with the requirement of being complement-free (as $\emptyset = N$).

(ii) $W$ is closed under taking intersections: This will be the (only) part in the proof where we make use of the assumption that $\Phi$ violates the median property. The median property being violated means that $W$ is a singleton, then we are done. First, by (i), $C^* \neq \emptyset$. Second, for the sake of contradiction, suppose $|C^*| \geq 2$. Take any nonempty proper subset $C$ of $C^*$. By (ii), either $C \in W$ or $\overline{C} \in W$. If it is the latter, then from (ii) and $C^* \in W$ we get $C^* \cap \overline{C} = C^* \setminus C \in W$. Hence, in either case a proper subset of $C^*$ must be an element of $W$. This is the required contradiction and concludes the proof.
subset \( X = \{ \varphi_1, \ldots, \varphi_k \} \subseteq \Phi \) with \( k \geq 3 \). Take any two winning coalitions \( C, C' \in W \). (We need to show that \( C \cap C' \in W \).) Observe that it is possible to construct a complete and consistent profile \( J \) with the following properties:

- \( N_{\varphi_1}^J = C \)
- \( N_{\varphi_2}^J = C' \cup (N \setminus C) \)
- \( N_{\varphi_3}^J = N \setminus (C \cap C') \)
- \( N_{\varphi_\ell}^J = N \) for all \( \ell \) with \( 4 \leq \ell \leq k \)

That is, each judge accepts exactly \( k - 1 \) of the formulas in \( X \) (which means that every judge is consistent). Note that \( N_{\varphi_3}^J = C \cap C' \). Now, \( C \) being winning implies \( \varphi_1 \in f(J) \). By monotonicity, any superset of \( C' \) is winning, including \( C' \cup (N \setminus C) \). The latter implies \( \varphi_2 \in f(J) \). Finally, from \( \emptyset \notin W \) we get \( N \in W \) (i.e., \( f \) is unanimous) and therefore all judges accepting all of \( X \setminus \{ \varphi_1, \varphi_2, \varphi_3 \} \) entails \( X \setminus \{ \varphi_1, \varphi_2, \varphi_3 \} \subseteq f(J) \). Taken together, this means \( X \setminus \{ \varphi_1, \varphi_2, \varphi_3 \} \subseteq f(J) \). Thus, to ensure consistency of the outcome, we must have \( \varphi_3 \notin f(J) \). But then, to ensure completeness, we are forced to accept \( \sim \varphi_3 \in f(J) \). That is, we are forced to accept a formula that was accepted by precisely the judges in the intersection \( C \cap C' \). In other words, \( C \cap C' \) is winning, i.e., \( C \cap C' \in W \).

\[(iii) \] \( W \) is maximal: This follows immediately from completeness (cf. Lemma 1).

As \( N \) is finite, \( W \) must in fact be a principal ultrafilter. But we have already seen that this is equivalent to \( f \) being dictatorial, so we are done. \( \square \)

The ultrafilter method is very powerful. We will see one more example of its use.

Our next theorem concerns independent and unanimous aggregators. The most important difference is that this time we do not want to assume neutrality, i.e., we cannot work with a single family \( W \) of winning coalitions from the outset. To still make the ultrafilter method applicable, we have to derive neutrality. As we shall see, this is possible for agendas that are sufficiently rich. Merely violating the median property is not sufficient: for example, if the positive formulas in the agenda are \( \{ p, q, p \land q, r \} \), then the aggregator under which judge 1 dictates the outcome for \( \{ p, q, p \land q \} \) and \( r \) is decided upon by majority is nondictatorial, independent, and unanimous. That is, we require an agenda with sufficiently strong connections between its formulas to rule out such ‘localised’ aggregators.

Write \( \varphi \not\Rightarrow \psi \) in case there exists a minimally inconsistent set \( X \subseteq \Phi \) with \( \varphi, \sim \psi \in X \). This notation indicates that, in the context of the remaining formulas in \( X \), accepting \( \varphi \) forces us to also accept \( \psi \). Let \( \not\Rightarrow \) be the transitive closure of \( \not\Rightarrow \).

An agenda \( \Phi \) is called totally blocked if \( \varphi \not\Rightarrow \psi \) for every two formulas \( \varphi, \psi \in \Phi \).

**Lemma 14 (Neutrality)** Every unanimous and independent aggregator \( f \) that is complete and consistent for a totally blocked agenda \( \Phi \) is neutral.

**Proof.** Let \( \Phi \) be a totally blocked agenda and let \( f \) be a unanimous and independent
aggregator that is complete and consistent for $\Phi$. By independence, for each $\varphi \in \Phi$ there exists a $W_{\varphi} \subseteq N$ such that $\varphi \in f(J) \iff N_{J}^{\varphi} \in W_{\varphi}$ for all profiles $J$.

Consider two formulas $\varphi, \psi \in \Phi$ such that $\varphi \nrightarrow \psi$. We will show that this implies $W_{\varphi} \subseteq W_{\psi}$: Let $X$ be the minimally inconsistent set establishing $\varphi \nrightarrow \psi$. Take any winning coalition $C \in W_{\varphi}$. Construct a complete and consistent profile $J$ in which all judges accept all of $X \setminus \{\varphi, \sim \psi\}$, those in $C$ also accept $\varphi$ and $\psi$, and the rest also accept $\sim \varphi$ and $\sim \psi$. By unanimity, $X \setminus \{\varphi, \sim \psi\} \subseteq f(J)$. Due to $C \in W_{\varphi}$, furthermore $\varphi \in f(J)$. Hence, consistency forces $\sim \psi \notin f(J)$ and thus completeness forces $\psi \in f(J)$. As it was exactly the judges in $C$ who accepted $\varphi$, this means that $C$ is also a winning coalition for $\psi$, i.e., $C \in W_{\psi}$.

Now, by induction, not only $\varphi \nrightarrow \psi$ implies $W_{\varphi} \subseteq W_{\psi}$, but also $\varphi \nrightarrow \psi$ implies $W_{\varphi} \subseteq W_{\psi}$. Total blockedness means that $\varphi \nrightarrow \psi$ for all $\varphi, \psi \in \Phi$. Hence, $W_{\varphi} = W_{\psi}$ for all $\varphi, \psi \in \Phi$, i.e., by Lemma 1, $f$ is indeed neutral.

We require one further agenda property: $\Phi$ is even-number-negatable if it has a minimally inconsistent subset $X$ for which $(X \setminus Y) \cup \{\sim \varphi \mid \varphi \in Y\}$ is consistent for some set $Y \subset X$ of even cardinality. Any minimally inconsistent set $X$ can be made consistent by flipping exactly one of its elements; even-number-negatability requires that for at least one $X$ we can also get consistency by flipping an even number of formulas in $X$. The agenda property used in the following theorem is intuitively weaker than the median property used in Theorem 13. This is exactly what we would expect, as the axioms we impose are also weaker.

**Theorem 15 (Dokow and Holzman, 2010)** There exists a unanimous, independent, and nondictatorial aggregator that is complete and consistent for a given agenda $\Phi$ if and only if $\Phi$ is not both totally blocked and even-number-negatable.

**Proof.** For the right-to-left direction, for any agenda $\Phi$ that is either not totally blocked or not even-number-negatable, we show how to construct an aggregator that meets our requirements.

First, suppose $\Phi$ is not totally blocked. Then we can partition $\Phi$ into two disjoint sets $\Phi_{1}$ and $\Phi_{2}$ (i.e., $\Phi_{1} \cup \Phi_{2} = \Phi$ and $\Phi_{1} \cap \Phi_{2} = \emptyset$) such that there exist no $\varphi_{1} \in \Phi_{1}$ and $\varphi_{2} \in \Phi_{2}$ with $\varphi_{1} \nrightarrow \varphi_{2}$. We use this partition to define an aggregator $f$: judge 1 dictates acceptance for formulas $\varphi$ with $\{\varphi, \sim \varphi\} \subseteq \Phi_{1}$; judge 2 dictates acceptance for formulas $\varphi$ with $\{\varphi, \sim \varphi\} \subseteq \Phi_{2}$; and for formulas $\varphi$ with $\varphi \in \Phi_{1}$ and $\sim \varphi \in \Phi_{2}$ we accept $\varphi$ unless there is unanimous support for $\sim \varphi$. This rule is easily seen to be unanimous, independent, nondictatorial, and complete. It also is consistent: For if not, there would be a profile for which $f$ accepts some minimally inconsistent set $X$. But $X$ cannot be fully included in $\Phi_{1}$, as then judge 1 would be inconsistent. It cannot be fully included in $\Phi_{2}$ either, as then judge 2 would be inconsistent. Finally, $X$ cannot be split across $\Phi_{1}$ and $\Phi_{2}$: if $\sim \varphi_{2} \in \Phi_{1}$ for all $\varphi_{2} \in X \cap \Phi_{2}$, then all of $X \cap \Phi_{2}$ would have had to be accepted unanimously, meaning that judge 1 would
have had to accept all of $X$ (contradicting consistency of judge 1); and if $\sim \varphi_2 \in \Phi_2$ for some $\varphi_2 \in X \cap \Phi_2$, then $\varphi_1 \rightarrow \sim \varphi_2$ for all $\varphi_1 \in X \cap \Phi_1$ (in contradiction to how the partition into $\Phi_1$ and $\Phi_2$ has been defined).

Second, suppose $\Phi$ is not even-number-negatable. Consider the parity rule $f_{\text{par}}$ that accepts a formula if and only if an odd number of the judges does. This rule clearly is unanimous, independent, nondictatorial, and complete. To show that it is also consistent we will make use of the fact that $\Phi$ is not even-number-negatable. Assume, for the sake of contradiction, that there exists a profile $J \in \mathcal{J}(\Phi)$ for which $f_{\text{par}}(J)$ is inconsistent. Let $X$ be a minimally inconsistent subset of $f_{\text{par}}(J)$. Suppose $|X|$ is odd (the case where $|X|$ is even works analogously). As $\Phi$ is not even-number-negatable, every set of the form $(X \setminus Y) \cup \{\sim \varphi \mid \varphi \in Y\}$ with $Y \subset X$ and $|Y|$ even must be inconsistent. Hence, every judge must accept a subset of $X$ even cardinality. So, if we sum over all judges, we obtain an even number of instances of an acceptance of an $X$-formula by a judge. On the other hand, by definition of $f_{\text{par}}$, each of the odd number of formulas in $X$ must have been accepted by an odd number of judges, which implies that the overall number of acceptance of $X$-formulas must be odd. Thus, we obtain the desired contradiction.

For the left-to-right direction, we have to prove that for any agenda $\Phi$ that is totally blocked and even-number-negatable, any aggregator $f$ that is unanimous, independent, complete, and consistent must be dictatorial. As $\Phi$ is totally blocked we can apply Lemma 14 and infer that $f$ must be neutral. As $\Phi$ is even-number-negatable, it is also pair-negatable in the sense that there must exist a minimally inconsistent set $X$ such that $(X \setminus Y) \cup \{\sim \varphi \mid \varphi \in Y\}$ is consistent for some $Y \subset X$ of cardinality 2. In other words, $\Phi$ has a minimally inconsistent subset $X$ including at least three formulas $\varphi_1, \varphi_2, \varphi_3$ such that all of $(X \setminus \{\varphi_1\}) \cup \{\sim \varphi_1\}, (X \setminus \{\varphi_2\}) \cup \{\sim \varphi_2\}$, and $(X \setminus \{\varphi_1, \varphi_2\}) \cup \{\sim \varphi_1, \sim \varphi_2\}$ are consistent. In summary, we now have all the conditions of the left-to-right direction of Theorem 13 in place, except for monotonicity; and in addition we can make use of slightly stronger assumptions on $\Phi$. Recall that the only points in the proof of Theorem 13 where we required monotonicity were the derivations of the first two ultrafilter conditions. The first of them, $\emptyset \notin W$, can instead be inferred from maximality, the third ultrafilter condition, together with $N \in W$ (which follows from unanimity). We are left with establishing the second ultrafilter condition, closure under taking intersections. Take any two winning coalitions $C, C' \in W$. We can construct a complete and consistent profile $J$ with $N_{\varphi_1}^J = C$, $N_{\varphi_2}^J = C'$, $N_{\varphi_3}^J = N \setminus (C \cap C')$, and $N_{\varphi_4}^J = N$ for all $\varphi \in X \setminus \{\varphi_1, \varphi_2, \varphi_3\}$. Observe that this slightly simplified construction was not available to us in the proof of

---

20 Here we will make use of our assumption that $n$, the total number of judges, is odd.

21 This may be proved as follows: Suppose $\Phi$ is even-number-negatable by virtue of $X$ and $Y$, with $|Y| = k > 2$. If $\Phi$ is not also pair-negatable by virtue of $X$ and $Y'$ with $|Y'| = 2$, then $(X \setminus \{\varphi_1, \varphi_2\}) \cup \{\sim \varphi_1, \sim \varphi_2\}$ for some $\varphi_1, \varphi_2 \in Y$ is also minimally inconsistent, and we get even-number-negatability by virtue of that set together with $Y \setminus \{\varphi_1, \varphi_2\}$ of cardinality $k - 2$. The claim then follows by induction on $|Y|$.
Theorem 13, because in the absence of pair-negatability we would have had no guarantee that the judgment set of judges in \( N \setminus (C \cap C') \), missing two of the formulas in \( X \), is consistent. Now \( \varphi_1 \) gets accepted by virtue of \( C \) being winning, \( \varphi_2 \) gets accepted by virtue of \( C' \) being winning, and all of \( X \setminus \{\varphi_1, \varphi_2, \varphi_3\} \) get accepted by virtue of unanimity. So we must reject \( \varphi_3 \) and thus accept \( \sim \varphi_3 \). But it is exactly the judges in \( C \cap C' \) who support \( \sim \varphi_3 \), so \( C \cap C' \) must be winning. □

Interestingly, independence and unanimity are also the core axioms in Arrow’s Theorem in preference aggregation (Arrow, 1963). Indeed, using the embedding of preference aggregation into JA sketched in Section 17.2.2, we can obtain a proof of Arrow’s Theorem in the same way as we have shown the left-to-right direction of Theorem 15 (this involves showing that the preference agenda is both totally blocked and even-number-negatable). To be precise, the JA encoding given here allows individuals to, for instance, not accept the formulas for transitivity, while Arrow’s Theorem applies even under the assumption that they always do. This can be accounted for by altering the underlying logic and adding the formulas expressing properties of preference orders as logical axioms on top of those of the propositional calculus, rather than including them in the agenda (Dietrich and List, 2007c).

17.4.3 Universal Agenda Characterization

Let us call an agenda \( \Phi \) safe for a given aggregator \( f \) if \( f(J) \) is consistent for every admissible profile \( J \in J(\Phi)^n \). That is, Theorems 13 and 15 talk about properties of agendas that guarantee safety for at least one aggregator from a given class. Now we want to establish conditions under which every aggregator of a given class guarantees safety. We will see one example of such a universal agenda characterization theorem. As is to be expected, the conditions we have to impose on our agendas will be more restrictive than for existential agenda characterization theorems. We shall work with a restriction of the median property: agenda \( \Phi \) is said to satisfy the simplified median property if every non-singleton minimally inconsistent subset of \( \Phi \) consists of two formulas that are logical complements, i.e., every such set is of the form \( \{\varphi, \psi\} \) with \( \models \varphi \leftrightarrow \neg \psi \).22

Theorem 16 (Endriss et al., 2012) An agenda \( \Phi \) is safe for all unanimous, anonymous, neutral, independent, complete and complement-free aggregators if and only if \( \Phi \) has the simplified median property.

Proof. First, suppose \( \Phi \) has the simplified median property. Take any aggregator \( f \) that is unanimous, neutral, and complement-free (we will not need the other axioms) and for the sake of contradiction assume there exists a profile \( J \in J(\Phi)^n \) such that \( f(J) \) is inconsistent. By unanimity and complement-freeness, this inconsistency

22 An example of a set that satisfies the median property but not the simplified median property is \( \{\neg p, p \land q\} \): the two formulas together are inconsistent, but they are not logical complements.
cannot be due to a single inconsistent formula (as no judge would accept that formula), so we must have \( \{ \varphi, \psi \} \subseteq f(J) \) with \( \models \varphi \iff \neg \psi \) for some \( \varphi, \psi \in \Phi \). By completeness and consistency of the profile, \( \varphi \) and \( \neg \psi \) must be accepted by the same coalition. Thus, by neutrality, \( \varphi \in f(J) \) implies \( \neg \psi \in f(J) \), i.e., \( \{ \psi, \neg \psi \} \subseteq f(J) \). But this contradicts complement-freeness of \( f \). Hence, \( f(J) \) cannot be inconsistent.

For the opposite direction, suppose \( \Phi \) violates the simplified median property. If \( \Phi \) also violates the (normal) median property, then we are done, as we already know that the majority rule is inconsistent (cf. Lemma 12) and satisfies all the required axioms (cf. Corollary 6). So, w.l.o.g., suppose \( \Phi \) has a minimally inconsistent subset consisting of two formulas that are not logical complements, i.e., there exist \( \varphi, \psi \in \Phi \) with \( \models \neg \psi \) but \( \neg \psi \not\models \varphi \). But now consider the parity rule \( f_{\text{par}} \), accepting all those formulas that are accepted by an odd number of judges. It is easy to see that \( f_{\text{par}} \) is unanimous (as \( n \) is odd), anonymous, neutral, independent, complete and complement-free. However, \( f_{\text{par}} \) is not safe: If one judge accepts (the consistent set) \( \{ \varphi, \neg \psi \} \), one judge accepts (the consistent set) \( \{ \neg \varphi, \psi \} \), and all other judges (an odd number) accept (the consistent set) \( \{ \neg \varphi, \neg \psi \} \), then \( f \) will accept the inconsistent set \( \{ \varphi, \psi \} \). This concludes the proof. \( \square \)

Let us consider two examples. First, an agenda that consists solely of literals satisfies the simplified median property. Thus, any such agenda will be safe, not only for the majority rule, but for every aggregator that meets the axioms of Theorem 16. Second, consider the agenda \( \{ p, \neg p, p \land q, \neg(p \land q), r, \neg r \} \), which violates the simplified median property, and the following profile:

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>p \land q</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judge 1:</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Judge 2:</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Judge 3:</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

All three judgment sets are consistent. Yet, if we aggregate using the parity rule \( f_{\text{par}} \), we have to reject \( p \) but accept \( p \land q \), which corresponds to an inconsistent judgment set. Thus, as predicted by Theorem 16, our agenda is not safe for \( f_{\text{par}} \).

Suppose we have some limited information on the method of aggregation a group of agents is going to use (e.g., we might know that they will respect certain axioms). Results such as Theorem 16 allow us to give consistency guarantees in such situations. Unfortunately, however, respecting the simplified median property severely limits the expressive power of the JA framework, and verifying whether a given agenda satisfies the simplified median property is computationally intractable; more specifically, this problem is \( \Pi^P_2 \)-complete (Endriss et al., 2012).

To conclude our discussion of agenda characterization results, let us briefly compare existential and universal theorems. For a given class \( \mathcal{F} \) of aggregators, the former speak about agenda properties ensuring some aggregators in \( \mathcal{F} \) are consis-
17.5 Related Frameworks

In this section, we briefly review three approaches to collective decision making that are closely related to JA, namely belief merging, binary aggregation, and voting in combinatorial domains.

17.5.1 Belief Merging

In computer science, specifically in artificial intelligence and database theory, the problem of belief merging had been investigated already some time before the emergence of the modern literature on JA in philosophy and economics (see, e.g., Baral et al., 1992; Liberatore and Schaerf, 1998; Konieczny and Pino Pérez, 2002). Suppose we are given several knowledge bases encoding knowledge provided by experts in a logical language and we want to integrate these individual bases to obtain a large overall knowledge base. The naïve approach of simply taking the union of all individual bases will, in most cases, lead to an inconsistent knowledge base. One possible refinement is to choose a maximally consistent subset of the union (Baral et al., 1992), but this and similar approaches do not track which individual provided which formulas in the knowledge base, i.e., it is not possible to give equal weight to different individuals. The latter is possible using distance-based procedures (Konieczny and Pino Pérez, 2002), which are also briefly discussed in Chapter 9 (Lang and Xia, 2016).

There are important differences between JA and typical work in belief merging. In JA we have an agenda and we usually assume that every individual expresses a judgment regarding every formula in the agenda, while in belief merging the knowledge/belief bases coming from distinct individuals need not concern the same set of formulas. Furthermore, in JA we (implicitly) impose the same constraints on different individuals and the collective, while in belief merging we typically impose an integrity constraint to be satisfied by the merged base that need not be satisfied.

If \( \mathcal{F} \) is a singleton, then the two notions coincide, as for Lemma 12.
by every individual base. Like in JA, work in belief merging often evokes the notion of ‘axiom’ to define what makes a good procedure for merging, but most of the axioms used in the literature are inspired by work in belief revision (and typically are ‘outcome-oriented’, talking about consistency requirements) rather than social choice theory (where axioms tend to have more of an ‘agent-oriented’ flavor).

17.5.2 Binary Aggregation

Binary aggregation (see, e.g., Dokow and Holzman, 2010; Grandi and Endriss, 2013) has its origins in the work of Wilson (1975) and Rubinstein and Fishburn (1986) on abstract (algebraic) aggregation. In binary aggregation, each individual is asked to supply a vector of 0's and 1's of some fixed length, and we then have to aggregate this information into a single such vector. The application domain under consideration determines which vectors are feasible. This is very closely related to the formula-based framework of JA we have discussed in this chapter. For example, if the set of feasible vectors is \{000, 010, 100, 111\}, then this induces the same domain of aggregation as the agenda formulas \(p, q\), and \(p \land q\). In fact, in the literature the term ‘judgment aggregation’ is sometimes taken to encompass both JA in the narrow sense (i.e., formula-based JA) and binary aggregation.

In the economics literature the set of feasible vectors is usually assumed to be specified explicitly (Dokow and Holzman, 2010), while in the computer science literature the set of feasible vectors is usually defined implicitly by means of an integrity constraint expressed in the language of propositional logic (Grandi and Endriss, 2013). For example, the integrity constraint \(x_1 \land x_2 \land x_3 \leftrightarrow x_4\) defines the domain \{0000, 0010, 0100, 0110, 1000, 1010, 1100, 1111\}. The advantage of using integrity constraints is that they provide a compact representation of the domain of aggregation, which is important when we are interested in algorithmic aspects of aggregation. Integrity constraints also allow for alternative characterizations of aggregators. For instance, an aggregator is unanimous if and only if it maps feasible profiles to feasible outcomes for every integrity constraint expressible as a conjunction of literals; and the only aggregators that ‘lift’ all possible integrity constraints in this sense are the generalised dictatorships, i.e., those aggregators that amount to first selecting one of the individuals and then copying that individual’s input vector to produce the output (Grandi and Endriss, 2013).

17.5.3 Voting in Combinatorial Domains

When voting on complex matters, such as the composition of a committee or the outcome of a referendum involving a set of proposals, each of which has to be either accepted or rejected, we face problems not dissimilar to those faced in JA. In such a multi-attribute election we have a number of variables, each ranging over a finite domain, and we ask each voter for her preferences regarding the assignment
of values to these variables. For instance, in the committee example the variables are the seats on the committee and the values are the candidates. When each variable is binary (as is the case for referenda), we obtain a similar problem as in binary aggregation. However, a crucial difference is that in binary aggregation we assume that each individual can only communicate one vector (i.e., one set of variable assignments), while in general we may ask each individual to report a complex preference structure over the set of all possible outcomes. This raises interesting questions, not only regarding the aggregation of such information, but also regarding the compact representation of the preferences themselves.

Such questions are studied in the field of voting in combinatorial domains. Chapter 9 is devoted to this important topic (Lang and Xia, 2016).

17.6 Applications in Computer Science

In the introduction we have already alluded to the fact that JA has important applications in analytical jurisprudence and political philosophy. We want to conclude this chapter with a few words about possible applications in computer science. Maybe the most important of these, and certainly the one most often quoted as an example, is collective decision making in systems of autonomous software agents. In such a multiagent system we have several agents, which may have been designed and programmed by different developers and which may act on behalf of different users, and these agents need to interact, both cooperating and competing with each other. Social choice theory is part of the basic repertoire available for modeling the fundamental features of multiagent systems (Wooldridge, 2009; Shoham and Leyton-Brown, 2009). Given that important aspects of the agents themselves, such as their beliefs or goals, are often represented using logic, JA is a useful formalism for modeling agreements made by those agents.

Another important formal tool for modeling the dynamics of multiagent systems is the theory of abstract argumentation, widely studied in artificial intelligence, which is concerned with high-level representations of the relationships that hold between arguments for and against a given position. Given a network of arguments together with information on which argument attacks which other argument, different agents may hold competing views on which arguments to accept. JA then is a useful framework for modeling the process of finding a common view in such situations (see, e.g., Caminada and Pigozzi, 2011).

Besides multiagent systems, another potential application for JA is information merging, e.g., the merging of knowledge bases provided by different experts briefly discussed in Section 17.5.1. This includes the merging of ontologies, which play a central role in the development of the Semantic Web (Porello and Endriss, 2011).

JA and particularly the closely related binary aggregation are also relevant to crowdsourcing. Several areas in or related to computer science, e.g., computer vision or computational linguistics, rely on the availability of annotated data, such as
images labelled with object names or text corpora annotated with semantic information. Crowdsourcing platforms provide fast and cheap means for labeling large amounts of data using non-expert annotators. The annotations provided by different workers then need to be aggregated to obtain a collective annotation, a task that shares many similarities with JA (Endriss and Fernández, 2013).

It is important to stress that, at the time of writing, none of the applications of JA sketched here has been developed in depth. Still, JA certainly holds great potential for these, as well as other, areas of computer science.

17.7 Bibliographic Notes and Further Reading

In this section we supply additional bibliographic references and explanations regarding some of the material covered in this chapter. We also provide pointers to further reading on specific topics. Let us begin by pointing out that, while research on JA proper started with the work of List and Pettit (2002), the work of Guilbaud (1952) on what he called “the logical problem of aggregation” may be considered an early precursor of JA (Eckert and Monjardet, 2010).

Following the publication of the original impossibility theorem of List and Pettit (our Theorem 2), several other authors derived technically stronger results of a similar nature, replacing in particular anonymity by absence of dictatorships (see, e.g., Pauly and van Hees, 2006; Dietrich, 2007). Gärdenfors (2006) showed that giving up the requirement of completeness amounts to moving from dictatorships to oligarchic aggregators, i.e., aggregators where the outcome is the set of those propositions a fixed set of individuals completely agrees on (dictatorships and the intersection rule are extreme cases of such oligarchic rules). We refer to List (2012) for a systematic discussion on how to cope with impossibility results by relaxing certain desiderata, and to Grossi and Pigozzi (2014) for an in-depth discussion of proofs of impossibility results using the ultrafilter method.

In work integrating the classical axiomatic method with ideas from computer science, Nehama (2013) showed that relaxing the cornerstones of most impossibility theorems, consistency and independence, to approximate variants of these desiderata does not allow us to significantly improve on known negative results.

The simulation of preference aggregation in JA sketched in Section 17.2.2 follows Dietrich and List (2007c), who for notational convenience use predicate rather than just propositional logic (which, as we have seen, is not technically required). Also the idea of deriving Arrow’s Theorem from results in JA, as briefly mentioned at the end of the Section 17.4.2, is due to Dietrich and List (2007c).

While initial work in JA had focused on impossibility results and the axiomatic method, work on the design of concrete practically useful methods of aggregation only started several years later. Distance-based methods originally entered JA via the field of belief merging (Revesz, 1997; Konieczny and Pino Pérez, 2002; Pigozzi, 2006). We have only discussed two such methods here; several others are analyzed in
the work of Miller and Osherson (2009), Lang et al. (2011), and Lang and Slavkovik (2013). The premise-based rule has been part of the JA literature from the very beginning, due to its importance in the context of legal decision making in practice (Kornhauser and Sager, 1993). Other approaches for designed JA rules not discussed here include support-based methods (Lang et al., 2011; Porello and Endriss, 2011; Everaere et al., 2014), where aggregation is guided by the numbers of judges accepting a given formula, methods inspired by scoring rules in voting theory (Dietrich, 2014), and methods that copy the choice of the judge that, in some sense, is the ‘most representative’ in the group (Endriss and Grandi, 2014).

The analysis of strategic behavior is a major topic in social choice theory. As we have discussed in Section 17.3.3, how to best model an individual’s preferences, and thus her incentives, is debatable in JA. Our definition of strategic manipulation in terms of preferences induced by the Hamming distance is but one possibility (Dietrich and List, 2007a; Baumeister et al., 2013). Manipulation is not the only type of strategic behavior of interest in JA. Baumeister et al. (2011) have initiated a study of the computational complexity of related problems in JA, namely bribery and control problem. For the former, we ask whether a given budget suffices to bribe sufficiently many judges to obtain a particular outcome. An example for a control problem is the question of whether we can obtain a given outcome by removing at most $k$ judges. Alon et al. (2013) have focussed on a specific control problem, where we ask whether a desired outcome can be enforced by conducting separate elections for certain subsets of the agenda.

In Section 17.4, we have seen that the normal and the simplified median property are both $\Pi^P_2$-complete (Endriss et al., 2012). For most other commonly used agenda properties, at the time of writing, no complexity results are known.

The agenda characterization results in Section 17.4.2 have been adapted to our framework of formula-based JA from original results in binary aggregation (Dokow and Holzman, 2010) and the ‘property space’ formulation of abstract aggregation (Nehring and Puppe, 2007). For a comprehensive review of existential agenda characterization results we refer to List and Puppe (2009). The ultrafilter method we employed in Section 17.4.2 is useful also in other areas of social choice theory, where it was pioneered by Kirman and Sondermann (1972).

Finally, JA uses logic to define the structure of the domain of aggregation. A broader review of uses of logic in computational social choice, e.g., to describe properties of aggregators in a logical language or to use techniques from automated reasoning to support the verification or discovery of results in social choice theory, is available elsewhere (Endriss, 2011).
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