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The brain frequently needs to store information for short periods. In vision, this means that the perceptual correlate of a stimulus has to be maintained temporarily once the stimulus has been removed from the visual scene. However, it is not known how the visual system transfers sensory information into a memory component. Here, we identify a neural correlate of working memory in the monkey primary visual cortex (V1). We propose that this component may link sensory activity with memory activity.

We trained monkeys (Macaca mulatta) to perform a delayed-response task in which the animals had to remember briefly the location of a figure after it had been removed from the visual scene (1). The animals fixated on a small central red dot on a computer screen (Fig. 1). After a 300-ms fixation, a motion-defined figure appeared very briefly (28 ms) at one of three locations (Fig. 1). After this stimulus had been presented, the animal had to continue fixating the central spot until it was switched off (Fig. 1A, “Cue time”). The removal of the fixation point indicated to the animal to make a saccade toward the position where the figure had been presented. The animal was rewarded only when fixation was maintained until the cue, and when the saccade was made to the correct position. The latency of the cue time was varied between 0 and 2000 ms after stimulus onset. Thus, while fixating, the animal had to remember the location of the briefly presented figure during a period of up to about 2 s. Detection of the figure was high and declined for longer delay periods (Fig. 2A), indicating that the task requires short-term memory processes.

During the delayed-task response, multiunit activity of V1 neurons was recorded in two monkeys (2). The display was filled with random dots. Stimulus onset thus evoked neural responses for “figure” [when the figure dots were overlapping the V1 receptive fields (RFs)] as well as for “ground” motion (when the figure was presented elsewhere and background dots covered the RF) (Fig. 1C). We arranged the directions of motion such that, on average, the motion stimuli on the RF were identified for the “figure” and “ground” situations (3, 4).

The initial responses to figure and ground motion were identical up to about 70 ms after stimulus onset (Fig. 2B). At longer latencies, however, the response to figure motion was typically stronger than to background motion. This late enhancement of the sensory response—contextual modulation—correlates closely with the perception of the figure (4–6). Contextual modulation in V1 depends on feedback from higher visual areas (7–9), which implies that it is a specific correlate of recurrent processing. What happens to this modulation once the stimulus is no longer present, but has to be remembered?

During the delay period, the figure response remained stronger than the ground response (Fig. 2B) (P < 10⁻⁴ for all delay periods). Thus, contextual modulation continues after the figure is removed from the visual field. In a control experiment, we observed the same phenomenon when a static, rather than a moving, stimulus was used in the same delayed-response task. Here, a static texture with an orientation-defined figure (10) was presented for 100 ms and followed by a mask containing a different texture, where the figure was no longer visible. Also in this experiment, contextual modulation continued during the whole period (900 ms) that the animal had to remember the figure location (Fig. 2E). Thus, the persistence of contextual modulation is not due to any peculiarity of the motion stimulus.

We calculated the strength of contextual modulation (3) for the first 250 ms after stimulus onset as an indication of the initial segregation strength of the figure from ground, and for the last 250 ms before cue time as an indication of the signal strength available for responding in the memory task. In the first part of the response, the strength of contextual modulation was similar for all
Fig. 1. Experimental setup and illustration of a figure-ground display. (A) Animals were trained to fixate a central red spot (FP) on a stimulus screen filled with random dots. At stimulus onset a motion-defined figure (B) appeared for 28 ms. The animals maintained fixation for 0 to 2000 ms. After the offset of the fixation point (cue time), animals had to make a saccade toward the location where the figure had been presented (arrow in upper right panel). (C) The small circle indicates the locations of the receptive fields (RF). When the figure was overlying the RF, responses to “figure” were recorded. In the two other figure locations, “ground” responses were obtained.

Fig. 2. Behavioral performance and neural responses in a delayed-response task with random dot motion–defined (A to D) and texture orientation–defined (E) figure-ground stimuli. (A) The percentage of correct trials for the different delay periods. (B) Neuronal responses (population average of all trials) to figure (thick lines) and to ground (thin lines). Contextual modulation is indicated by the shaded area. Dotted lines above the figure responses indicate the SEM. (C) Average modulation strength for the first 250-ms period after stimulus onset for each individual electrode is plotted against the average modulation strength of the 250-ms period before cue time. A linear regression curve is fitted through the data points. (D) Slopes of the regression curves in (C) for the different delay periods. Data of the 0-ms delay period cannot be analyzed this way. (E) Neuronal responses for static figure-ground–defined texture. The first peak corresponds to the figure onset, and the second peak to figure offset/mask onset. Shading as in (B).
conditions. However, the strength of contextual modulation at subsequent stages decreased with increasing delay length. To quantify the decline in modulation strength with increasing delay length, we plotted the initial modulation strength of the first 250 ms after stimulus onset against the modulation strength of the last 250 ms before cue time for each individual recording unit (Fig. 2C). For the 1000- and 2000-ms delay periods, there was a significant decline in modulation ($P < 10^{-7}$). We then fitted a linear regression line through these data points for each delayed-response period. The slope declined for longer delay periods (Fig. 2D). This indicates that the strength of contextual modulation is related to the delay period, where modulation becomes weaker for longer delays.

To establish a direct correlation between the persistence of modulation and memory performance, we analyzed the data according to the report of the animal, i.e., correct and incorrect responses. In correct trials, the animal made a saccade toward the figure location within 500 ms after cue time. In incorrect trials, the animal failed to respond correctly within this period. We then calculated the strength of contextual modulation for correct and incorrect responses separately. Contextual modulation was present during the first 250-ms period after stimulus onset for both the correct and incorrect trials (Fig. 3). Subsequently, the average strength of contextual modulation decreased in the later parts of the delay period. The decrease of modulation was stronger for incorrect trials, and contextual modulation for the incorrect trials disappeared completely in the late part of the delay period (Fig. 3, B and D), whereas modulation for the correct trials continued (Fig. 3, A and C). Analysis of individual recording sites (Fig. 3, E and F) showed that the strength of the figure-ground signal during the first 250 ms after stimulus onset was similar for the correct and incorrect trials ($P > 0.1$ for both delay periods), but that most electrodes showed stronger modulation at the final 250 ms before cue time for correct trials compared with incorrect trials ($P < 10^{-3}$ for both delay periods). Dividing the average modulation strength of the last 250 ms before cue time by the modulation strength of the first 250-ms period after stimulus onset gives the relative degree of modulation persistence during the delay period (Fig. 3, G and H). This persistence is much weaker (and in fact negative) for incorrect than for correct trials ($P < 0.005$ for both delay periods).

Thus, for correct trials as well as for incorrect trials, the figure is equally well segregated from the ground, as indicated by the presence of contextual modulation in the first 250 ms after stimulus onset. However, during the delay period, modulation continues for correct trials and disappears completely for incorrect trials.

Another important feature of working memory is that relevant information is actively stored for later use, i.e., the information is stored only if necessary (11). To test whether the sustained modulation that we observed was an active process, we presented a second stimulus during the delay period (Fig. 4, A and B). The second stimulus appeared 500 ms after the onset of the first stimulus and remained on the screen until the end of the trial. The second stimulus could be either relevant or irrelevant to the delayed-response task. In the figure = target condition, the animals had to saccade to the remembered position of the first stimulus (as before), and the second stimulus was irrelevant. In the figure = distractor condition, the animals had to remember the position of the second stimulus, and the figure was irrelevant (12).

Fig. 3. Neurophysiological responses and modulation strength for the 1000- and 2000-ms-delay period sorted according to behavioral result. (A to D) The population average neural activity for figure and ground for correct [(A) and (C)] and incorrect trials [(B) and (D)]. Shading as in Fig. 2. (E and F) Modulation strength during the given intervals of each recording unit for correct trials versus incorrect trials. (G and H) Population average of modulation ratios (modulation strength during the first 250 ms divided by modulation during the last 250 ms) for correct and incorrect trials.
In both conditions, contextual modulation was present before the onset of the second stimulus (Fig. 4, C to E) (difference in modulation strength $P < 0.1$). The appearance of the second stimulus had a strong nonspecific effect on the activity of the recorded neurons, where the average responses to both figure and ground decreased after the onset of the second stimulus (Fig. 4, C and D). However, a very task-specific effect was observed on the difference between figure and ground responses: Contextual modulation continued in trials when the figure was the target, whereas it decreased when the figure was the distractor (Fig. 4, C and D). Again, we quantified the initial (0 to 250 ms) and the final (750 to 1000 ms) amount of modulation for each individual electrode (Fig. 4E), and calculated the relative degree of persistence of modulation during the delay period (Fig. 4F). The remaining amount of modulation is much stronger when the figure is relevant to the memory task than when it is not ($P < 0.0005$). These results indicate that the continuation of modulation is not a passive process but is related to an active storage of information needed for the animal’s goal.

In the primary visual cortex, neural activity related to figure-ground segregation thus continues during the delay period in a memory-guided task (Fig. 2). The persistence of figure-ground modulation is stronger when the task is performed correctly (Fig. 3) and when the figure evoking the modulation is relevant to the task (Fig. 4). The continued figure-ground signal is accompanied by an overall reduction in activity (see Figs. 2 to 4). Thus, whereas one mechanism suppresses overall activity in V1 during the delay, another mechanism seems to be able to maintain the difference in figure versus ground signals. In that sense, the maintained activity is different from delay-period activity recorded in temporal (13) or prefrontal (14) cortex. This difference may also explain why in functional magnetic resonance imaging studies, very little delay activation is found in early visual areas (15).

It is highly unlikely that the maintained activity is a neural correlate of visual persistence, i.e., the lasting visibility of a stimulus after its physical disappearance. In humans, visual persistence for motion-defined stimuli has been shown to last 40 to 130 ms after stimulus offset (16, 17). However, our data show that contextual modulation is present for up to 2 s after the removal of the figure (Fig. 2B). Maintained modulation occurs even when the display is replaced with a different stimulus (Fig. 2E).

Instead, our results show a strong correlation between the active and successful storage of information about (the location of) the stimulus and the maintained figure-ground signal. Whereas the first part of this activity may thus be related to the perceptual experience of the figure segregating from ground [see also (5, 6)], the later part is more likely related to a memory trace of the stimulus (11, 13). We therefore propose that contextual modulation in the primary visual cortex is a correlate of the process that forms a bridge between sensory activity and working memory.
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1. Two monkeys were trained to fixate at a point on the monitor and to maintain fixation for 0 to 2000 ms. After cue time, which was the offset of the fixation point, the monkey had to saccade toward the figure location. The maximum time allowed for responding to the figure location was 500 ms. Trials where eye position left the fixation window (1° by 1°) before cue time were discarded. Eye movements were monitored by using scleral search coils (2). Stimuli were presented on a 21-inch monitor screen (28° by 21° of visual angle, resolution 1024 by 768 pixels, refresh rate 72.34 Hz). In each trial, a red fixation spot (0.2°) popped up in a prestimulus texture consisting of random pixels with a 50% probability of being either black or white. After the monkey had fixated this spot for 300 ms, the random dots were moved very briefly (28 ms, i.e., two video frames) and over a very short distance (two pixels, 0.06°). Motion onset was considered stimulus onset. The direction of movement of the dots was 45°, 135°, 225°, or 315°. The movement of a square “figure” region (3° of visual angle) was always 180° opposite to that
Transcription elongation by RNA polymerase II (RNAPII) is negatively regulated by the human factors DRB-sensitivity inducing factor (DSIF) and negative elongation factor (NELF). A 66-kilodalton subunit of NELF (NELF-A) shows limited sequence similarity to hepatitis delta antigen (HDAg), the viral protein that has been shown to affect elongation (4, 5). The yeast homologs of DSIF, transcription factors Spt5 and Spt4, and a subunit of DSIF (COOH-terminal domain (CTD) of RNAPII), in a manner sensitive to the kinase inhibitors 5,6-dichloro-1-β-D-ribofuranosylbenzimidazole (DRB) and H8. Because DRB affects the synthesis of most mRNAs, the DRB-sensitive elongation involving DSIF, NELF, and P-TEFb may reflect a general rate-limiting step of RNAPII transcription (6). The yeast homologs of DSIF, transcription factors Spt5 and Spt4, have been shown to affect elongation (7). Purified NELF is composed of five polypeptides, A to E, the smallest of which, NELF-E (46 kD), is identical to a putative RNA-binding protein (4). We microsequenced NELF-A (66 kD) and found it to be encoded by WHSC2 (Fig. 1A), a candidate gene for the Wolf-Hirschhorn syndrome, a multiple malformation syndrome characterized by mental and developmental defects resulting from a deletion in chromosome 4p16.3 (8). Computer analyses identified a weak sequence similarity (27% identity) between the NH₂-terminal half of NELF-A/WHSC2 (amino acids 89 to 248) and HDAG, the sole protein encoded by HDAG, with the similarity extending to the predicted secondary structures of these proteins (Fig. 1B).

HDAG, a satellite of hepatitis B virus, has a ~1700-nucleotide (nt) circular, single-stranded RNA genome with a rodlike structure (9). Replication of HDAG RNA appears to involve the host RNAPII and requires the presence of HDAG (9–11). Two forms of HDAG, HDAG-S (195 amino acids long) and HDAG-L (214 amino acids long), originate from editing of the common mRNA. Both forms bind HDAG RNA, but have distinct roles in the viral life cycle. HDAG-S activates HDAG replication, whereas HDAG-L, which contains a ~19-amino acid COOH-terminal extension, inhibits replication and directs virion assembly (9–12). Earlier reports have implicated HDAGs in both activation and inhibition of RNAPII transcription (13, 14), but the nature of this discrepancy and the mechanism of HDAG action are unknown.

To investigate if, and how, HDAGs regulate RNAPII transcription, we examined the effect of HDAG on DNA-templated transcription using HeLa nuclear extracts (NE). In the presence of DRB, endogenous DSIF/NELF can repress transcription (Fig. 2A) (4). HDAGs reversed this inhibition (HDAG-S was more effective than HDAG-L), with little effect on basal (−DRB) transcription (Fig. 2A). This effect required NELF, because NE immunodepleted of NELF failed to respond to HDAGs (Fig. 2B). These results suggest that HDAGs regulate RNAPII elongation by counteracting the negative effect of DSIF/NELF.

Because HDAG does not affect the kinase activity of P-TEFb or CTD phosphorylation (15), we sought to determine whether it affects association of NELF, DSIF, and RNA-PII under transcription conditions. In NE prepared from HeLa cells expressing Flag–NELF-E, antibodies to Flag (anti-Flag) immunoprecipitated the other NELF subunits (15), DSIF, and RNAPII (Fig. 3A) (4). Precipitation of the NE with HDAG-S substan-}
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