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Data Sharpening in Practice: An Application to Nonlinear Granger Causality

by: Marcin Wolski and Cees Diks

Introduction
Since the introduction of Granger causality over four decades ago (Granger, 1969), the body of literature on (mainly linear) Granger causality has grown substantially, becoming a standard methodology not only among economists and econometricians, but also finding followers in physics or even biology.

To put it formally, imagine a strictly stationary bivariate process \( \{X_t, Y_t\}, t \geq 1 \). We say that \( \{X_t\} \) is a Granger cause of \( \{Y_t\} \) if past and current values of \( X \) contain additional information on future values of \( Y \) that is not contained in past and current \( Y \)-values alone. If we denote the information contained in past observations \( \{X_s, Y_s\}, s \leq t \), by \( F_s \) and \( F_t \), respectively, and let \( \sim \) denote equivalence in distribution, the property might be stated in the following definition.

Definition 1. For a strictly stationary bivariate time series process \( \{X_t, Y_t\}, t \in N, X \) is a Granger cause of \( Y \) if, for some \( k \geq 1 \)

\[
(\{Y_{t-1}, \ldots, Y_{t+k}\}|F_{t-1}, F_t) \sim (\{Y_{t-1}, \ldots, Y_{t+k}\}|F_{t-1})
\]

Here it is worth pointing out the difference between the bivariate and multivariate setting. Throughout this paper, we will refer to a multivariate setting by a situation where vectors \( \{X\} \) and \( \{Y\} \) are allowed to be multidimensional, i.e. \( \{X\} = \{X_1, X_2, \ldots, X_m\} \) and \( \{Y\} = \{Y_1, Y_2, \ldots, Y_m\} \), \( m \geq 1 \). Similarly, by a bivariate setting we will refer to a situation where both vectors are univariate (\( m = 1 \)).

Let us further denote \( \{X_t\} = \{X_1, \ldots, X_N\} = Y \) and \( \{Y_t\} = Z \).

The null hypothesis might be then simplified to

\[
E[f_{XY}(X_{Z}, Y_{Z})|\{Y\}_t] - f_{XY}(X_{Z}, Y_{Z})|\{Y\}_t) = 0
\]

and the test statistic becomes

\[
T(\alpha) = \frac{1}{N-1} \sum_{t=1}^N \left[ \int f_{XY}(X_{Z}, Y_{Z})|\{Y\}_t] - f_{XY}(X_{Z}, Y_{Z})|\{Y\}_t) \right]
\]

with \( f_{XY} \) being the ordinary kernel density estimator (For an example see the next section) with bandwidth being given by \( c \sim n^a \). For clarity, let \( W = \{X_t, Y_t\} \).

Following the methodology developed in DP, the test statistics has a corresponding U-statistics representation, with a mean squared error being dependent on the true variance \( \text{Var}(f_{XY}(Y_t)) \), the bandwidth kernel estimator bias (here \( a \)) and the dimensionality of the multivariate
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vector at hand ($v = \mathbf{d} + \mathbf{d}$, and $d = d + 2d + d$), i.e. $M^{(2)}(v) = v^2$ 
Assuming ordered kernel density estimator (with the bias of order 2), it is clear that for the simplest bivariate case, there is a range for parameter, i.e. $\beta \in (1/4, 1/3)$, where the mean squared error is dominated by the true variance in the limit. This eventually guarantees that the test statistic is asymptotically normally distributed, i.e. 
and the properties of the test might be derived analytically.

However, if we increase the system dimensionality by 1, without changing the kernel specification, in order to guarantee asymptotic normality $\beta$ parameter would have to be between $1/2n$ and $1d + 2d +1d$, which clearly gives an empty set for the possible $\beta$-values.

The solution to the above mentioned problem is the bias reduction in the kernel density estimator. Given that it is lower (so that $\alpha$-values are larger) there would be enough space for $\beta$ to endow the test statistics with asymptotic normality.

In this study, we apply the Data Sharpening methodology, as it seems to bring extraordinary advantages over the standard bias reduction methods. Firstly, it is simple and straightforward to implement. Secondly, it does not affect the derivation of the test properties, i.e. it reduces the bias without having any other impact on the test characteristics, which is clearly very practical in such a complex environment.

**Data Sharpening**

Data Sharpening (DS), as formally introduced by Choi and Hall in 1999, comprises a class of methods, which by a slight perturbation of the original dataset, improves the performance of relatively conventional statistical procedures without any severe consequences. The applications of DS include, inter alia, estimating a regression function subject to qualitative constraints, which by a slight perturbation of the original dataset, improves the performance of relatively conventional statistical procedures without any severe consequences. The applications of DS include, inter alia, estimating a regression function subject to qualitative constraints, which by a slight perturbation of the original dataset, improves the performance of relatively conventional statistical procedures without any severe consequences.

The expected value of the estimator becomes

where $h = 1/2(2n)$ . Choi and Hall (1999) prove that the bias of the sharpened estimator is of order $h^2$ (hence much smaller than the original order $h$ with variance’s order unchanged.

Although the range and the scope of DS methods seem to be unlimited, in practice the number of applications remains surprisingly low. For instance, the Web of Science returns only 39 papers which link directly to the original paper of Choi and Hall (1999). One of the reasons for that is fierce competition from the other bias reduction methods, including, for example, higher order kernel estimators, or relatively larger computing power required for more sophisticated problems. Nevertheless, due to its simplicity and straightforward application, we find DS a powerful tool which turned out to solve the majority of difficulties we were facing with the nonparametric Granger causality test in a multivariate setting.

**Data Sharpening in Practice**

Let us turn back to the original problem of the bias reduction in the nonlinear Granger causality, described in the introduction. Imagine now that instead of using the ordinary kernel estimator, we replace it by its sharpened form. The expected value of the estimator becomes

This guarantees that the bias is of order 4 and, using the same reasoning as before, we may find that for $\beta \in (1/8, 1/4)$ the test statistics is asymptotically normally distributed. In principal, it is possible to reduce the kernel estimator bias to arbitrary low levels by applying more sophisticated sharpening functions; see Choi and Hall (1999).

**Numerical results**

In order to evaluate our methodology, we assess the test performance in a situation when the null is satisfied and when it is violated. We simulate 1000 multivariate time series where Granger causality is present (the null is violated) and where it is not. The results are presented in Figures 1 and 2.

![Figure 1. Size-size and power-size plot of the test performance. The length of time series is given in brackets. Source: own calculations.](image)

![Figure 2. Size-corrected power plot of the test performance. Source: own calculations.](image)

We observe that the test performs well in case of the presence of Granger causality. For a time series of length 500 we observe a very high rejection rate, as expected. When the time series are relatively short (100 observations), the test performs worse. If there is no Granger causality between the time series, the test under-rejects. However, the longer the time series the closer we are to the 45 degree line, which is the expected shape when the null is satisfied. In fact, the test might be viewed as conservative, in a sense that under-rejection under the null is better than over-rejection.

In practice, Granger causality is assessed on the basis of difficulties we were facing with the nonparametric models. The numerical results suggest that DS performs rather well in the large samples. Smaller samples might be suffering from the under-rejection bias when the null is satisfied. Nevertheless, practical applications of the Granger causality testing suggest that the size of the samples is much higher than 1000, narrowing the influence of the above-mentioned bias.

Because of the increasing popularity of the nonlinear methods, the DS might quickly find a broader range of applications as it seems that it serves as an ideal solution to possible issues with the nonparametric models.

**Conclusions**

In this study we show a practical application of the DS methodology in the nonparametric Granger causality testing. The problems with the asymptotic behavior of the test statistics, which arise as a consequence of the kernel estimator bias in a multivariate setting, might be effectively narrowed bringing back the desired properties. The numerical results suggest that DS performs rather well in the large samples. Smaller samples might be suffering from the under-rejection bias when the null is satisfied. Nevertheless, practical applications of the Granger causality testing suggest that the size of the samples is much higher than 1000, narrowing the influence of the above-mentioned bias.

Because of the increasing popularity of the nonlinear methods, the DS might quickly find a broader range of applications as it seems that it serves as an ideal solution to possible issues with the nonparametric models.
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