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Bayesian nonparametric methods are widely used in practical applications. They have numerous attractive features such as their philosophical appeal, conceptual simplicity, and ability to easily incorporate prior knowledge about the model. However, putting a prior on a large function space might result in erroneous estimates or suboptimal performance. Therefore, it is essential to study Bayesian procedures to gain insight about which priors to use and how their tuning affects the performance of these procedures. One way to do it is to take an asymptotic approach and to analyse Bayesian methods from the frequentist point of view by assuming that there exists a true underlying function and studying how fast a particular Bayesian procedure captures the truth as the number of observations goes to infinity.

In this thesis we consider function estimation problems in two different statistical settings. First, we discuss regression and binary classification problems on large graphs, where the goal is to estimate a smooth function defined on the vertices of a graph. In the second setting we aim to estimate the intensity of an inhomogeneous Poisson process from a realised point pattern. For both problems we develop adaptive Bayesian procedures and study their asymptotic behaviour from the frequentist perspective. In particular, we derive contraction rates for our procedures and show that they are optimal in a minimax sense.
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Introduction

This thesis is dedicated to the scientific field of mathematical statistics. In order to understand what kind of problems we are dealing with consider the following example. Figure 1 shows a component of the social network graph from the Framingham Heart Study conducted in 2000. The vertices of the graph represent people and the edges show ties among siblings, spouses, and friends. Vertex size is made proportional to people’s body mass index (BMI), and the vertex is coloured yellow if the BMI of the corresponding person is above 30 (which indicates obesity) and green otherwise. Christakis and Fowler [2007] show that the chance of a person becoming obese increases if his graph-neighbours (siblings/spouses or friends) became obese. In real life one wouldn’t have the value of BMI for every person, hence some of the vertices are going to be blank. Using statistical analysis we can try to fill in that data by predicting a person’s BMI based on the geometry of the social network and the information about other people in the graph.

The problem above is an example of function estimation problem, where the function of interest is the function on the vertices of the graph describing the BMI index. Of course, there are plenty of other scenarios in which the target function can be defined on different domains and take values in different spaces. In order to be able to make predictions a statistician chooses a model that incorporates his knowledge and assumptions about the underlying function. A fundamental problem in statistics is to develop models based on a sample of observations so that further analyses can be carried out. If the set of functions in the model is not very large (can be indexed by a subset of $\mathbb{R}^d$) such a model is called parametric. If the collection of functions considered is infinite dimensional the model is nonparametric. When there is enough information about the underlying function, parametric models are favourable. However, such models lack flexibility and are sometimes not robust enough in the sense that even slight contamination of the data by observations not following the particular parametric model might lead to incorrect conclusions. Nonparametric models are more flexible in that sense, and more robust against misspecification.

The study of nonparametric models started in the mid twentieth century. According to Prakasa Rao [1983], the first paper in the area of nonparametric function estimation is Rosenblatt [1956]. Since then nonparametric models have greatly evolved and gained tremendous popularity. A good introduction to the topic is the