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Abstract

Estimating entropy from empirical samples of finite size is of central importance for information theory as well as the analysis of complex statistical systems. Yet, this delicate task is marred by intrinsic statistical bias. Here, we decompose the entropy function into a polynomial approximation function and a remainder function. The approximation function is based on a Taylor-expansion of the logarithm. Given \( n \) observations, we give an unbiased, linear estimate of the first \( n \) power series terms based on counting sets of \( k \) coincidences. For the remainder function, we use non-linear Bayesian estimation with a nearly flat prior distribution on the entropy that was developed by Nemenman, Shafee and Bialek. Our simulations show that the combined entropy estimator has reduced bias in comparison to other available estimators.
5.0 Introduction

Entropy and mutual information are of central importance for disciplines such as statistical mechanics and communication theory. We consider the estimation of the entropy of the probability distributions for discrete memoryless sources when a limited amount of observed data is available. This mathematical problem is important for many applications. In particular, it received a great deal of attention in neurophysiology where the performance of networks of neurons is evaluated by information theoretical quantities (Quiroga & Panzeri, 2009; Rieke et al., 1999; Dayan et al., 2001; MacKay & McCulloch, 1952; Hertz & Panzeri, 2002; Borst & Theunissen, 1999; Bialek & Rieke, 1992). In many of these applications, the probability distributions are not a priori known and have to be estimated from empirical data under limited sampling. For a physical system, this corresponds to knowledge of the phase space trajectory for a limited time interval (Ma, 1981). Approximating the underlying (phase space) distribution with empirical frequency data yields a direct estimate of entropy, which is strongly negatively biased by sample size. This negative estimator bias can translate into a strong positive bias in mutual information (e.g., see Panzeri et al. (2007)).

The entropy bias is a serious issue for fields such as neuroscience, where obtaining very large amounts of data is virtually impossible, because of technical limitations in maintaining stable monitoring of neural signals for long times, or because the brain remains in the same approximate physiological state of learning, motivation, attention, etc. only for short periods. The availability of entropy estimators that are less biased allows one to make reasonable entropy and mutual information estimates in experimental paradigms where the number of observations is small. For example, in many neuroscience paradigms, the number of observations/trials is often limited (on the order of a few to tens of trials per condition), especially in behavioral settings where the subject does not merely sample external stimuli in a passive mode, but performs tasks in which cognitive factors such as attention, motivation and learning play a critical role.

To solve this entropy bias problem, studies have attempted to evaluate the bias of the direct estimate of entropy and mutual information analytically (Treves & Panzeri, 1995; Victor, 2000; Miller, 1955; Grassberger, 2003), or they attempted at alleviating bias by reducing the dimensionality of the phase space (Victor, 2002; Strong et al., 1998; Kraskov et al., 2004; Kozachenko & Leonenko, 1987). Searching for an entropy estimator with minimum bias or distortion leads to large variance and asymptotical efficiency issues, and there is a general trade-off between the variance and bias of entropy estimators (Paninski, 2003; Bonachela et al., 2008; Schürmann, 2004). A promising framework to estimate entropy is the Bayesian one (Nemenman et al., 2004, 2001; Wolpert & Wolf, 1995). Wolpert and Wolf (Wolpert & Wolf, 1995) developed a Bayesian estimator based on a uniform prior distribution of probabilities. A critical insight from Nemenman et al. (Nemenman et al., 2004, 2001, 2008) is that this uniform prior distribution of probabilities corresponds to a very peaked and dominating prior on the entropy with an expected value that lies relatively close to maximum entropy, causing large errors when the entropy is in fact small (see Fig 5.1 & 5.2). To solve this problem, Nemenman et al. (Nemenman et al., 2004, 2001) developed a nearly flat prior distribution of the entropy and a Bayesian estimator, called the Nemenman-Shafee-Bialek (NSB) estimator, based on that. This nearly flat prior distribution is obtained as a mixture of symmetric Dirichlet distributions (Nemenman et al., 2001, 2004). The NSB estimator represents a major advance in entropy estimation, and has good performance in terms of bias
and robustness in comparison to other available estimators (Panzeri et al., 2007; Nemenman et al., 2004, 2001; Montani et al., 2007), as will be confirmed by our systematic comparisons between entropy estimators.

In the present correspondence, we show that further improvements can be made on the NSB estimator in terms of estimator bias. The paper is organized as follows. We first obtain a polynomial representation of the entropy function, containing a polynomial approximation term and a remainder term. We show that an unbiased estimator exists for the polynomial approximation term. We then proceed by providing a Bayesian estimator of the remainder term, using either a flat prior on probabilities or a (near) flat prior on the entropy. We finish with a systematic and exact comparison between various available entropy estimators.

5.1 Problem of entropy estimation

Suppose that a discrete memoryless source generates one of \( M \) values (states or symbols) from the set \( \mathcal{R} = \{ r_1, \ldots, r_M \} \) with probabilities \( p = (p_1, \ldots, p_M) \). The (Shannon) entropy function (Shannon, 1948) is defined as \( H(p) \equiv - \sum_{m=1}^{M} p_m \ln(p_m) \) (hereafter, we assume \( 0 \ln 0 = 0 \)). The vector of outcomes from \( n \) independent observations is defined as \( x = (x_1, \ldots, x_n) \in \mathcal{R}^n \). Let \( n = (n_1, \ldots, n_M) \) with the \( m \)-th component defined as the number of states \( r_m \) in the vector \( x \). The ‘plugin’ entropy estimator is defined as

\[
\hat{H}_{\text{plugin}}(n) = - \sum_{m=1}^{M} \frac{n_m}{n} \ln \left( \frac{n_m}{n} \right), \tag{5.1}
\]

and it is well-known that it has a strict non–positive bias (see also Figure 5.1 and 5.2): As \(-p_m \ln(p_m)\) is a concave function, the inequality \( \mathbb{E}[-\frac{n_m}{n} \ln(\frac{n_m}{n})] \leq -\mathbb{E}[\frac{n_m}{n}] \ln(\mathbb{E}[\frac{n_m}{n}]) \) stems from Jensen’s inequality (e.g., see (Paninski, 2003)).

The problem under consideration is to provide an estimate of \( H(p) \) based on the observation \( n \), denoted \( \hat{H}(n) \), that has both low bias \( |\mathbb{E}[\hat{H}(n)] - H(p)| \) and low mean absolute error \( \mathbb{E}[|\hat{H}(n) - H(p)|] \). We want bias and mean absolute error to be, on average, small for all vectors of probabilities \( p \) (equivalently, for all entropies \( H(p) \in [0, \log(M)] \)).

5.2 Polynomial representation of the entropy function.

For all \( n \geq 2 \), we represent the entropy function as

\[
H(p) = T(p) + R(p). \tag{5.2}
\]

We define the polynomial approximation \( T(p) \) as

\[
T(p) \equiv a_1 + \sum_{m=1}^{M} \sum_{k=2}^{n} a_k p_m^k, \tag{5.3}
\]

\[
T(p) \equiv a_1 + \sum_{m=1}^{M} \sum_{k=2}^{n} a_k p_m^k, \tag{5.3}
\]
where the coefficients $a_k$ are defined as

$$
k = 1 \Rightarrow a_k = \sum_{j=1}^{n-1} 1/j,
$$

$$
k \geq 2 \Rightarrow a_k = \frac{(-1)^k(k - n - 1)\binom{n}{n-k+1}}{(k-1)n}.
$$

The expression for the remainder function $R(p)$ reduces to

$$
R(p) = \sum_{m=1}^{M} p_m(1 - p_m)^n \sum_{k=0}^{\infty} \frac{(1 - p_m)^k}{k + n}.
$$

Such a polynomial representation follows from the $(n - 1)$-th order Taylor expansion of $-\ln(p_m)$ around $p_m = 1$, $-\ln(p_m) \approx \sum_{k=1}^{n-1} \frac{(1-p_m)^k}{k}$. The polynomial approximation of $-p_m \ln(p_m)$ is then defined as $g(p_m) \equiv \sum_{k=1}^{n-1} p_m \frac{(1-p_m)^k}{k}$. By the binomial theorem, $(1 - p_m)^k = \sum_{j=0}^{k} \binom{k}{j} (-p_m)^{k-j}$, and we can represent the approximation function $g(p_m)$ as

$$
g(p_m) = \sum_{j=1}^{n-1} \frac{p_m}{j} + \sum_{k=1}^{n-1} \sum_{j=k}^{n-1} (-1)^k \frac{1}{j} \binom{j}{j-k} p_m^{k+1}.
$$

The expressions for the coefficients and $T(p)$ then reduce to those in eqs. 5.3 and 5.4.

The polynomial representation $T(p)$ is a meaningful function in itself that shares various properties with the entropy function. (i) Like entropy, $T(p)$ is a non-negative function. (ii) Like the entropy function, the function $T(p)$ is strictly concave. (iii) Both $H(p)$ and $T(p)$ attain maximum values when all probabilities are equal, and any change towards equalization of the probabilities increases both of them. (iv) The function $T(p)$ is a monotonically increasing function of $M$ when all $p_m$‘s are equal to each other. (v) The inequality $T(p) \leq H(p)$ holds. (vi) As $n \to \infty$, $T(p) \to H(p)$. (vii) The function $T(p)$ outputs larger values for the joint distribution of multiple independent random variables than for the marginal distributions of the individual random variables. However, while the entropy of the joint probability distribution is the sum of the entropies of the marginal probability distributions of the independent random variables (Shannon, 1948), this property does not hold for $T(p)$ for finite $n$ (as is well-known, additivity is an important property of the entropy function as a measure of uncertainty (Shannon, 1948)).

5.3 An unbiased estimator of the polynomial approximation function

The problem is formulated as finding an unbiased and asymptotically convergent estimator of $T(p)$ with controlled variance. We will show that as far as estimation of $T(p)$ is concerned, the bias problem can be solved completely with a linear estimator, and does not require the specification of a prior distribution on the entropy.
We first consider the problem of deriving an unbiased estimate of the sum \( S(p, k) = \sum_{m=1}^{M} p_m^k \) for all \( k \in \{2, \ldots, n\} \). Let
\[
\hat{S}(n, k) = \sum_{m=1}^{M} c(n_m, n, k),
\]
where
\[
n_m \geq k \implies c(n_m, n, k) = \frac{n_m!(n-k)!}{n!(n_m-k)!},
\]
\[
n_m < k \implies c(n_m, n, k) = 0.
\]
Since \( \binom{n}{n_m} \binom{n_m}{k} = \binom{n}{k} \binom{n-k}{n_m-k} \) for all \( n_m \geq k \),
\[
E[\hat{S}] = \sum_{m=1}^{M} \binom{n}{k}^{-1} \sum_{n_m=k}^{n} \Pr\{N_m = n_m, \binom{n_m}{k}\}
= \sum_{m=1}^{M} \binom{n}{k}^{-1} \sum_{n_m=k}^{n} \binom{n}{n_m} p_m^{n_m} (1 - p_m)^{n-n_m} \binom{n_m}{k}
= \sum_{m=1}^{M} p_m^k,
\]
and the claim that the estimate is unbiased follows. By the linearity of the expectation, it then follows that the unbiased estimator of \( T(p) \) is given by
\[
\hat{T}(n) = a_1 + \sum_{k=2}^{n} a_k \hat{S}(n, k).
\]
Using the Newton series for the digamma function \( \psi_0(n_m) = -\gamma - \sum_{k=1}^{n_m} \frac{(-1)^k}{k} \binom{n_m}{k} - \frac{1}{n_m} \) and eq. 5.4, we obtain the expression \( \hat{T}(n) = \psi_0(n) - \frac{1}{n} \sum_{m=1}^{M} n_m \psi_0(n_m) \). It follows that \( \hat{T}(n) \) is an asymptotically consistent estimator of \( H(p) \): As \( n \to \infty \), \( n_m \to np_m \), \( \psi_0(n_m) \to \ln(np_m) \) and \( \psi_0(n) \to \ln(n) \), hence the claim follows. We note that the statistic \( \hat{T}(n) \) has relatively low bias and mean absolute error in comparison to the plugin estimator and the classic Miller-Madow estimator (Miller, 1955) (see Figure 5.1 & 5.2).

The structure of the presented estimator can be understood from the notion of counting coincidences: Note that \( \binom{n_m}{k} \) corresponds to the number of \( k \)-tuples of observations that have the same outcome (i.e., coincidence), and that \( \binom{n}{k} \) corresponds to the total number of \( k \)-tuples. Further note that the probability of observing the \( m \)-th state for \( k \) independent observations equals \( p_m^k \), and that the probability of observing the same state for \( k \) independent observations equals \( \sum_{m=1}^{M} p_m^k \).

### 5.4 A combined estimator with Bayesian estimation of the remainder function

Let us address the problem of constructing a Bayesian estimator of the remainder function \( R(p) \). By Bayes' theorem, the posterior probability of the vector \( p \) given observation of \( n \) and
prior $P(p)$ is given as

$$P(p|n) = \frac{P(n|p)P(p)}{P(n)}, \quad (5.11)$$

where $P(n) = \int P(n|p)P(p)dp$.

The Bayesian estimator of a function $Q(p)$ is then defined as (Wolpert & Wolf, 1995)

$$\hat{Q}_{\text{Bay}}(n) \equiv \int Q(p)P(p|n)dp. \quad (5.12)$$

We define our ‘combined’ estimator of the entropy with Bayesian estimation of the remainder as

$$\hat{H}_{\text{comb}}(n) \equiv \hat{T}(n) + \hat{R}_{\text{Bay}}(n), \quad (5.13)$$

where $\hat{R}_{\text{Bay}}(n)$ is a Bayesian estimator of the remainder function $R(p)$, with

$$\hat{R}_{\text{Bay}}(n) \equiv \int (H(p) - T(p))P(p|n)dp$$

$$= \hat{H}_{\text{Bay}}(n) - \hat{T}_{\text{Bay}}(n). \quad (5.14)$$

### 5.4.1 Bayesian estimation with a symmetric Dirichlet prior

We first consider Bayesian estimation with a symmetric Dirichlet prior, the known conjugate prior of the multinomial distribution, that has a probability density function defined as

$$D_\beta(p) = \frac{1}{B(\beta)} \prod_{m=1}^{M} p_m^{\beta-1}, \quad (5.15)$$

where

$$B(t) \equiv \frac{\prod_{m=1}^{M} \Gamma(t_m)}{\Gamma\left(\sum_{m=1}^{M} t_m\right)} \quad (5.16)$$

is the multinomial beta function for any vector $t \geq 0$ with number of elements $M$, such that $\int \prod_{m=1}^{M} p_m^{t_m-1} dp = B(t)$.

For $\beta \to 0$ and $\beta \to \infty$, the Dirichlet distribution is concentrated on probability vectors $p$ that specify minimum and maximum values of the entropy, respectively. If $\beta = 1$, then the prior on $p$ is uniform.

Let the prior $P(p) = D_\beta(p)$ (the disadvantages of this prior will be discussed below). The maximum likelihood estimate of the entropy under this prior equals the plugin estimate $\hat{H}_{\text{plugin}}$ (eq. 5.1), since $\frac{p}{n} = \arg\max_p P(p|n)$ and $\hat{H}_{\text{plugin}} = H\left(\frac{p}{n}\right)$. Expressions for the Bayesian estimates of $H(p)$ and $T(p)$ under this prior are derived as follows. From $\int \prod_{m=1}^{M} p_m^{t_m-1} dp = B(t)$, we arrive at a compact expression for the multinomial likelihood $P(n|p) = \prod_{m=1}^{M} p_m^{n_m} / B(1+n)$, and combined with $P(n) = \int P(n|p)P(p)dp$, it follows that the prior probability on $n$ reduces
to the compact expression $P(n) = \frac{B(\beta+n)}{B(\beta)B(1+n)}$. The Bayesian estimates are then obtained by solving the integral

$$
\hat{Q}_{\text{Bay}}(n) = \int Q(p)P(p|n)dp
$$

$$
= \frac{\int Q(p)\prod_{m=1}^{M}p_{m}^{n_{m}}\prod_{m=1}^{M}p_{m}^{\beta-1}dp}{\int \prod_{m=1}^{M}p_{m}^{n_{m}}\prod_{m=1}^{M}p_{m}^{\beta-1}dp}
$$

(5.17)

$$
\equiv \frac{I[Q(p), n]}{B(\beta + n)}.
$$

The Bayesian estimate of the entropy then has the known expression (see Section IV in (Wolpert & Wolf, 1995))

$$
\hat{H}_{\text{Dir Bay}} = \psi_0(n + 1 + \beta M) - \sum_{m=1}^{M} \frac{n_{m} + \beta}{n + \beta M} \psi_0(n_{m} + \beta + 1)
$$

(5.18)

with $\psi_0(x)$ the digamma function. Note that the plugin entropy estimate can be written in similar functional form as $\ln(n) - \sum_{m=1}^{M} \frac{n_{m}}{n} \ln(n_{m})$, and that $\lim_{x \to \infty} \psi_0(x) = \ln(x)$. Hence, the conclusion follows that as $n \to \infty$, $\hat{H}_{\text{Bay}}(n) \to \hat{H}_{\text{plugin}}(n) \to H(p)$.

Using the linearity property of integration, the integral $I[T(p), n]$ evaluates to

$$
I[T(p), n] = \sum_{k=1}^{n} a_{k} \int \prod_{m=1}^{M} p_{m}^{n_{m}+\beta-1} \sum_{m=1}^{M} p_{m}^{k} dp
$$

$$
= \sum_{k=1}^{n} a_{k} \sum_{l=1}^{\beta} \frac{\Gamma(\beta + n_{l} + k)\prod_{m=1}^{M} \Gamma(\beta + n_{m})}{\Gamma(\beta + n_{l})\Gamma(M\beta + n + k)}.
$$

(5.19)

By combining eqs. 5.17 and 5.19, we then arrive at the expression for the Bayesian estimate of $T(p)$,

$$
\hat{T}_{\text{Bay}}(n) = \sum_{m=1}^{M} a_{k} \frac{\Gamma(\beta M + n)\Gamma(\beta + k + n_{m})}{\Gamma(M\beta + n + k)\Gamma(\beta + n_{m})}.
$$

(5.20)

where the coefficients $a_{k}$ are defined in eq. 5.4.

The combined estimator with Dirichlet prior $D_{p}(p)$ is then defined as

$$
\hat{H}_{\text{comb}} = \hat{T}(n) + \hat{H}_{\text{Bay}}(n) - \hat{T}_{\text{Bay}}(n).
$$

(5.21)

5.4.2 Bayesian estimation of the remainder function based on the nearly flat NSB prior on the entropy

As discussed in the introduction, Nemenman et al. developed a nearly flat prior, as a mixture of Dirichlet distributions, on the entropy and a Bayesian (NSB) entropy estimate based on this prior (Nemenman et al., 2004). Here, we will use the same prior as developed by Nemenman et al. (Nemenman et al., 2004) to provide an estimator of the remainder $R(p)$. The near
uniform prior on the entropy attempts to maximize the prior uncertainty (entropy), and its use has the following rationale: When estimating the entropy without any a priori knowledge about the probability distribution of the probability vector $p$ or $H(p)$, the two reasonable choices at hand would be to use a (near) uniform prior on $H(p)$ (Nemenman et al., 2004), or on $p$ (Wolpert & Wolf, 1995). A uniform prior on $p$ imposes a very informative prior on $H(p)$ (Nemenman et al., 2001), and vice versa. While the uniform prior on $p$ is a sensible choice for computing the posterior estimate $P(p|n)$, it dominates the estimation of $H(p)$, such that relatively small errors in estimating $p$ are traded against relatively large errors in estimating $H(p)$ (see Figure 5.1 and 5.2).

The NSB distribution is defined as mixture of Dirichlet distributions (Nemenman et al., 2004),

$$D_{NSB}(p) = \int_0^\infty \frac{1}{\ln(M)B(\beta)} \prod_{m=1}^M p_m^{\beta-1} \frac{dE[H(p);\beta]}{d\beta} d\beta,$$  \hspace{1cm} (5.22)

where $E[H(p);\beta]$ is the expected value of the entropy for a Dirichlet distribution, which equals

$$E[H(p);\beta] \equiv \int D_{\beta}(p) H(p) dp = \psi_0(M\beta + 1) - \psi_0(\beta + 1),$$  \hspace{1cm} (5.23)

as can be seen by letting $n = 0$ in eq. 5.18. The normalization factor $\frac{1}{\ln(M)}$ ensures that $\int D_{NSB}(p) dp = 1$.

The rationale of the Dirichlet mixture is that the distribution of the entropy $H(p)$ is very peaked around $E[H(p);\beta]$ if the probability vector $p$ is Dirichlet-distributed with concentration parameter $\beta$ (Nemenman et al., 2004). Since the integral in eq. 5.22 runs effectively over $\frac{dE[H(p);\beta]}{d\beta} = E[H(p);\beta]$, it follows that the prior distribution $D_{NSB}(p)$ translates into a nearly flat prior distribution of the entropy $H(p)$ for the interval $[0, \ln(M)]$ nats (Nemenman et al., 2004). However, since there is some spread in the distribution of $H(p)$ around $E[H(p);\beta]$, which becomes especially skewed around $\beta = 0$, the $D_{NSB}(p)$ prior does not translate into a completely flat prior distribution of the entropy.

Let $P(p) = D_{NSB}(p)$. The known expression for the Bayesian estimator of the entropy under the NSB prior (Nemenman et al., 2004) then equals

$$\hat{H}_{NSB}^\text{Bay}(n) = \int H(p) P(p|n) dp = \int_0^\infty \left( \int H(p)P_\beta(p) \prod_{m=1}^M p_m^n dp \right) \frac{dE[H(p);\beta]}{d\beta} d\beta$$

$$= \int_0^\infty \left( \int P_\beta(p) \prod_{m=1}^M p_m^n dp \right) \frac{dE[H(p);\beta]}{d\beta} d\beta$$

$$= \int_0^\infty \frac{B(\beta+n)}{B(\beta)} \hat{H}_{Bay}^\text{Dir}(n) \frac{dE[H(p);\beta]}{d\beta} d\beta$$

$$= \int_0^\infty \frac{B(\beta+n)}{B(\beta)} \frac{dE[H(p);\beta]}{d\beta} d\beta.$$  \hspace{1cm} (5.24)

We define the Bayesian estimator of the polynomial approximation function as

$$\hat{f}_{NSB}^\text{Bay}(n) = \int_0^\infty \frac{B(\beta+n)}{B(\beta)} \hat{f}_{Bay}^\text{Dir}(n) \frac{dE[H(p);\beta]}{d\beta} d\beta.$$  \hspace{1cm} (5.25)
The combined estimator with NSB prior is then defined as

$$\hat{H}_{\text{comb}}(n) = \hat{T}(n) + \hat{H}^{\text{NSB}}(n) - \hat{T}^{\text{NSB \ Bay}}(n).$$ (5.26)

The integrals in eqs. 5.24 and 5.26 have no known analytic solution and must be integrated numerically. To integrate across the complete interval \([0, \infty]\), we defined \(\beta = \frac{1-t}{t}\), substituted \(d\beta = \frac{dt}{t^2}\) and changed the integration limits to \(t \in [0, 1]\).

It is important to note that the \(D^{\text{NSB}}\) prior may not be the ‘best’ flat prior on the entropy. The ‘best’ flat prior on the entropy should ideally assign equal prior probabilities to probability vectors \(p\) that have equal entropies, such that \(P(p|H(p)) = c\) where \(c\) is a constant, i.e. should not impose more prior information on \(p\) than is required to make the prior distribution of \(H(p)\) flat. We give a counterexample to show that this constraint is not satisfied. Consider the vectors \(p_1 = (0.0013, 0.2310, 0.7677)\) and \(p_2 = (0.0892, 0.8396, 0.0712)\). We have \(H(p_1) = 0.550\) and \(H(p_2) = 0.550\). However, \(D^{\text{NSB}}(p_1) = 5.97\) and \(D^{\text{NSB}}(p_2) = 1.00\). Thus, for this particular example, the probabilities assigned to two vectors \(p\) that have equal entropies differ by a factor 6.

### 5.5 Comparison of bias and error of entropy estimators

In this section, we perform a systematic and exact evaluation of the bias, i.e., \(|E[\hat{H}(n)] - H(p)|\) where \(\hat{H}\) is an estimator of the entropy \(H\), and mean absolute error, i.e. \(E[|\hat{H} - H|]\). This is done for several estimators: The plugin estimator \(\hat{H}_{\text{plugin}}(n)\) (eq. 5.1); the classical Miller-Madow estimator (Miller, 1955), which is often taken as a benchmark in entropy estimation, and the related Panzeri-Treves estimator (Treves & Panzeri, 1995; Panzeri & Treves, 1996; Magri et al., 2009); the Grassberger estimator (Grassberger, 1988, 2003; Schürmann, 2004), a well-known estimator from the linear (see below) class of estimators that improves on the Miller-Madow estimator; the Bayesian NSB estimator \(\hat{H}^{\text{NSB \ Bay}}(n)\) (eq. 5.24) (Nemenman et al., 2001, 2004); the Bayesian estimator \(\hat{H}^{\text{Dir \ Bay}}(n)\) with a flat prior on the probability vector \(p\) (i.e., \(\beta = 1\)) (Wolpert & Wolf, 1995); and, finally, our newly developed polynomial \(\hat{T}(n)\) (eq. 5.10) estimator and the combined estimator \(\hat{H}_{\text{comb}}(n)\) that uses the NSB prior (eq. 5.26).

All simulations were performed using Mathematica. For the NSB and Panzeri-Treves estimators, results using Mathematica were compared with those obtained by using the MATLAB code developed by the authors of (Nemenman et al., 2004) (http://nsb-entropy.sourceforge.net/) and the information breakdown toolbox (Magri et al., 2009), respectively.

#### 5.5.1 Overview of various estimators

The well-known Miller-Madow (Miller, 1955) and related Panzeri-Treves (Panzeri & Treves, 1996) estimator is based on a Taylor expansion of the bias of the plugin-estimator of the entropy, and is defined as \(\hat{H}(n) + (L - 1)/2n\), where \(L\) is defined as the estimated number of elements of the probability \(p\) that exceed zero. The classic Miller-Madow estimator is defined by setting \(L = ||m : n_m > 0||\), the empirically observed number of non-zero elements in the vector of observations \(n\). In addition, we evaluated the Panzeri-Treves estimator (Panzeri
& Treves, 1996), which is based on a Bayesian estimate of \( L \), where we set the constraint \( L \leq M \).

The Grassberger estimator ((Grassberger, 1988, 2003; Schürmann, 2004)) is defined as
\[
\text{ln}(n) - \frac{1}{n} \sum_{m=1}^{M} n_m \, G(n_m) \quad (\text{eq. 35 in (Grassberger, 1988))},
\]
where Grassberger defined the function \( G(n_m) \equiv \psi_0(n_m) + (-1)^{n_m} \int_0^1 \frac{x^{n_m-1}}{x+1} \, dx \). This estimator is based on modeling the observed symbol counts \( n \) as outcomes of a Poisson process. Again, convergence is obtained by noting that \( G(x) \rightarrow \text{ln}(x) \) as \( x \rightarrow \infty \).

The various entropy estimators can be divided into two classes according to their functional form, namely a linear class and non-linear class. The Grassberger (Grassberger, 2003), \( \hat{H}_{\text{plugin}}(n) \), Miller-Madow with \( L = ||m : n_m > 0|| \) (Miller, 1955), and \( \hat{T}(n) \) (eq. 5.10) estimator are linear, since they can be written in the functional form \( \sum_{m=1}^{M} f(n_m, n) \). Since \( f(0, n) = 0 \) for all of these linear estimators, they do not depend on knowledge of the number of states \( M \). The \( \hat{H}_{\text{Bay}}(n) \) (eq. 5.18) estimator is also linear, however, the equality \( f(0, n) = 0 \) typically does not hold for this estimator, implying that knowledge of the number of states \( M \) is required.

The Panzeri-Treves (Panzeri & Treves, 1996), NSB (Nemenman et al., 2004) and our combined \( \hat{H}_{\text{comb}}(n) \) estimator (eq. 5.26) have a non-linear form, i.e., they cannot be decomposed into the linear form \( \sum_{m=1}^{M} f(n_m, n) \). Nevertheless, the Panzeri-Treves and the \( \hat{H}_{\text{comb}}(n) \) estimator can be decomposed into a linear term and a non-linear component, while the NSB estimator is strictly non-linear, due to the function \( B(\beta + n) \) in eq. 5.24. All of these ‘non-linear’ estimators also depend on knowledge of the number of states \( M \).

### 5.5.2 Methodology of entropy evaluations

We performed a systematic evaluation of the various estimators by examining their average performance in terms of bias and mean absolute error across the \([0, \text{ln}(M)]\) nats interval (Figure 5.1 and 5.2). This was achieved by, for a given number of states \( M \in \{16,81,225\} \), varying the concentration parameter \( \beta \) of a symmetric Dirichlet distribution such that we covered the expected entropies in the interval \([1/10000, \text{ln}(M) - 1/1000]\) nats with a step-size of 1/10 nats. For a particular symmetric Dirichlet distribution with concentration parameter \( \beta \) and expected entropy \( E[H(p); \beta] \) (eq. 5.23), we then drew a probability test vector \( p \) from that Dirichlet distribution. The entropy of the drawn vector of probabilities \( p \), \( H(p) \), does not exactly coincide with \( E[H(p); \beta] \), but lies relatively close to it, since the distribution of \( H(p) \) is highly peaked if \( p \) is Dirichlet-distributed (Nemenman et al., 2001).

Both the linear and non-linear estimators that we discussed are symmetric in the sense that the particular order of the symbol counts \( n \) is irrelevant. We can describe \( n \) as a partition of the number of observations \( n \). Knowledge of the ordered partition of the integer \( n \) is sufficient to determine the estimator output (the ordered partitions of the integer 4 with \( M = 5 \) are \( \{4,0,0,0,0\}, \{3,1,0,0,0\}, \{2,2,0,0,0\}, \{2,1,1,0,0\} \) and \( \{1,1,1,1,0\} \) for example). To obtain the exact values for the bias and mean absolute error of the various estimators, we therefore computed the probability of all partitions of the integer \( n \) according to a multinomial probability distribution with vector of probabilities \( p \) (the details of the employed algorithm will be subject of a separate work).
5.5.3 Comparison between the linear estimators

We first compared the performance of our polynomial $\hat{T}(n)$ estimator with the other linear estimators. The average bias and mean absolute error of the $\hat{T}(n)$ estimator were smaller than for the classic Miller-Madow estimator (Figure 5.1 & 5.2). We found that $\hat{T}(n)$ had higher and lower bias than the Grassberger estimator for large and small entropies, respectively (Figure 5.2). However, the average bias of $\hat{T}(n)$ was higher than for the Grassberger estimator (Figure 5.1). In fact, of all the tested estimators that do not require knowledge about the number of states $M$, the Grassberger estimator showed, in this simulation setting, the best overall performance in terms of bias and mean absolute error for larger $M$. The difference between the Grassberger estimator and the $\hat{T}(n)$ estimator is a consequence of the fact that
the Grassberger estimator is based on modeling the symbol counts (the \( n_m \)'s) according to a Poisson distribution, which is a poor approximation when one of the \( p_m \)'s is large, while the polynomial \( \hat{T}(n) \) estimator is based on a Taylor-expansion of the logarithm around probability \( p_m = 1 \), which is a poor approximation if the \( p_m \)'s are, on average, small.

5.5.4 Performance gain of the Bayesian estimators

The Bayesian NSB estimator (Nemenman et al., 2001, 2004), using a nearly flat prior distribution of the entropy, had strongly reduced mean absolute error and overall bias for larger symbol count \( M \) (see \( M = 81 \) and \( M = 225 \)) (Figure 5.1) in comparison to all the other available estimators (except in comparison to our \( \hat{H}_{\text{comb}}(n) \) estimator, see below). This performance gain was caused by a smaller bias for entropies close to \( \ln(M) \) nats, which outweighed the relative increase in bias of the NSB estimator for entropies close to 0 nats. However, for a smaller number of states \( (M = 16) \), the NSB estimator had an increased bias in comparison the Grassberger and Panzeri-Treves estimator. The Panzeri-Treves estimator improved strongly on the related Miller-Madow estimator and its performance was comparable to the Grassberger estimator, but it exhibited higher bias and mean absolute error than the NSB estimator when \( M \) was larger. The Bayesian estimator with a uniform prior distribution on \( p \) (Wolpert & Wolf, 1995) had a very high overall bias and exhibited very slow convergence (Figure 5.1) when drawing probability test vectors \( p \) from the NSB prior.

5.5.5 Comparison between the NSB estimator and the combined estimator

Our combined \( \hat{H}_{\text{comb}}(n) \) estimator exhibited a reduction in bias in comparison to the NSB estimator and had the lowest overall bias of all tested estimators, for all number of states \( M \) tested (Figure 5.1). The estimator required less than \( n \approx \sqrt{M} \) observations to obtain an average bias of 10% of the average entropy across the \([0, \ln(M)]\) nats interval. In addition, as can be seen from Figure 5.2, it required about \( n = \sqrt{M} \) observations to obtain a maximum bias of 10% across the complete \([0, \ln(M)]\) nats interval. As pointed out by Nemenman et al. (Nemenman et al., 2004), entropy estimators should be able to perform well in the \( n \approx \sqrt{M} \) regime. This claim is based on the known fact that the number of observations required such that there is a probability \( p \) that the same outcome is observed for two observations (i.e., a coincidence) scales with \( \sqrt{M} \) if all the \( p_m \)'s are equal (the so called birthday problem), and on the notion that the occurrence of coincidences is critical to estimate entropy (Ma, 1981; Nemenman, 2011) (see also eq. 5.9).

The average reduction in bias in comparison to the NSB estimator was particularly strong when \( M \) or the entropy was relatively small, since the \( T(p) \) function is a particularly good approximation of \( H(p) \) when the \( p_m \)'s are relatively large. In contrast to the NSB estimator, the \( \hat{H}_{\text{comb}}(n) \) estimator also outperformed the Grassberger, \( \hat{T}(n) \) and Panzeri-Treves estimator in terms of bias for smaller \( M \). The reduction in bias of the \( \hat{H}_{\text{comb}}(n) \) estimator relative to the NSB estimator was particularly pronounced when the entropy was close to 0 nats, but was also present when the entropy was close to \( \ln(M) \) nats.

However, the reduction in estimator bias was accompanied by a balanced increase in variance such that the mean absolute errors of the NSB and \( \hat{H}_{\text{comb}}(n) \) estimator were about
equal (but smaller than for the other tested estimators). For neurophysiological applications however, bias may often be more important than variance, since averaging entropy and mutual information estimates across independent measurements (stimuli, neurons, sessions, animals) will strongly reduce variance but not necessarily bias. However, an additional advantage of the NSB and \( \hat{H}_{\text{comb}}(n) \) estimators is that their average (signed) bias lies close to zero (Figure 5.2), such that averaging estimates of varying entropies across independent experiments may further reduce estimator bias.

### 5.5.6 Minimization of the maximum bias

An alternative criterion by which we can evaluate entropy estimators independent of any prior is the maximum (across probability vectors \( p \)) estimator risk (i.e., estimator bias or mean absolute error), also commonly referred to as the minimax principle. Our simulations demonstrate that the maximum bias of the NSB and our combined estimator across drawn probability vectors was minimal in comparison to the other tested estimators (Figure 5.2). The Bayesian estimator with flat prior on \( p \) on the other hand had the highest maximum risk of all the tested estimators, caused by the dominant, informative prior on the entropy \( H(p) \) (Figure 5.2).

### 5.6 Discussion

Our paper makes two contributions to the problem of entropy estimation. First, we have proposed a new algorithm for estimating the entropy, which is based on the representation of the entropy function as the sum of two polynomial terms, called the polynomial approximation function and the remainder. We have shown that an accurate and unbiased estimate of the polynomial approximation function exists that does not depend on the choice of any particular prior on the probability distribution of the source, based on counting sets of \( k \) coincidences. This estimation procedure extends the work from Ma (Ma, 1981), who defined an entropy estimator based on counting sets of two coincidences. In addition, we have used the known Bayesian approach (Wolpert & Wolf, 1995; Nemenman et al., 2004) with a nearly flat prior on the entropy (Nemenman et al., 2004) to estimate the remainder. Our estimation strategy can be readily extended to the estimation of any function of a vector of probabilities \( p \). Second, we have performed simulations in which the bias and mean absolute error of estimators were computed exactly, and for probability vectors \( p \) whose entropies covered the whole \([0, \ln(M)]\) nats interval. Our simulations show that the NSB estimator (Nemenman et al., 2004) represents an important advance in entropy estimation as it strongly reduces the estimator bias relative to the other available estimators when the number of states is relatively large, and that our combined estimator further reduces the bias of the constructed estimate as compared to the known estimators (Figure 5.1 and 5.2).

Two critical points can be raised with respect to these results. First, the nearly uniform NSB prior (Nemenman et al., 2004) is not the only possible (near) flat prior on the entropy, and is flat only by approximation, although it is the least informative prior on the entropy from the known prior distributions. We pointed out that probability vectors with the same entropy can still be assigned different prior probabilities according to the prior NSB distribution, as was noted by (Nemenman et al., 2001) as well. This suggests that there may exist a better flat
prior on the entropy than the NSB prior. An advantage of our combined estimator relative to
the NSB estimator is that it estimates part of the entropy function without the dependence on
any particular prior. In fact, our polynomial estimator is a ‘universally’ good estimator of the
polynomial approximation function when taking bias as the loss function, since it is unbiased
for any given vector of probabilities, just like the vector of empirical frequencies \(n/n\) is an
unbiased estimator of any vector of probabilities \(p\). The NSB prior is then used only insofar
as estimation of the remainder, for which no unbiased estimator is available, is concerned.

Second, it should be emphasized that our evaluation of average performance was inher-
ently circular, in the sense that the estimators were evaluated for probability vectors that were
drawn from the exact same prior (NSB) distribution (Nemenman et al., 2004) as used by
the NSB estimator and our combined estimator. The notion of an ‘average’ performance of an
estimator presupposes the choice of a prior assigning particular weights to different proba-
bility vectors \(p\). Thus, whether an estimator is on average ‘good’ does not depend only on
the average performance under a chosen prior, but also on the question whether the chosen
prior distribution is ‘good’. All the analyzed estimators are not ‘universally good’, since
for each estimator there exist probability test vectors \(p\) such that the estimators have a rela-
tively poor performance; none of the examined estimators exhibit minimum risk (in terms
of bias and mean absolute error) for all possible vectors \(p\). For example, the Bayesian es-
timator that is based on a flat prior on \(p\) (Wolpert & Wolf, 1995) exhibits, on average, very
good performance when evaluating the estimator for probability vectors drawn from this flat
prior distribution. However, it estimates low entropies with a very large error, and also con-
verges slowly when the entropy is close to maximum (Figure 5.2). On the other hand, the
Miller-Madow (Miller, 1955), Panzeri-Treves (Panzeri & Treves, 1996) and our polynomial
\(\hat{T}(n)\) estimator show relatively large and small errors in the high and low entropy regime,
respectively (Figure 5.2).

Nevertheless, there are two prominent reasons why Bayesian estimation with the NSB
prior is to be preferred above Bayesian estimation with a uniform prior on the source proba-
bilities \(p\). First, while for many levels of the entropy the convergence of the Bayesian es-
timator with flat prior on \(p\) is extremely sluggish due to the dominant prior (Figure 5.1 and
5.2), the NSB and combined estimator have rapid convergence, also for entropies close to the
expected entropy under the uniform prior on \(p\). This difference in performance is caused by
the trade-off in estimating \(p\) and its entropy \(H(p)\): The NSB prior produces large errors when
estimating \(p\), but small errors when estimating \(H(p)\). Conversely, the flat prior on \(p\) leads to
small errors when estimating \(p\), but to large errors when estimating \(H(p)\), unless the entropy is
very close to the expected entropy under a flat prior on \(p\). Similarly, the empirically observed
frequencies \(n/n\) provide an unbiased maximum likelihood estimate of \(p\), however \(H(n/n)\) is
a very poor estimator of \(H(p)\). Thus, paradoxically one needs to accept larger errors in esti-
mating \(p\) in order to estimate \(H(p)\) with smaller error. Second, in the presented simulations
we found that the maximum bias of the NSB and combined estimator across drawn probabili-
ty vectors was minimal in comparison to the other available estimators (minimax criterion),
demonstrating their robustness. Conversely, the Bayesian estimator with uniform prior on
\(p\) had the highest risk of all the estimators (for \(H(p) = 0\)). The fact that our simulations
evaluated the estimator performance across the \([0, \ln(M)]\) nats interval ensured that ‘difficult’
probability test vectors with highly variable entropies were drawn, which would not have oc-
curred had probability vectors been drawn from a uniform prior distribution on \(p\) (since in
that case the probability of observing small entropies would have been very low (Nemenman
Figure 5.2: (A-C) Entropy estimator bias for various levels of the entropy. Vectors of probabilities were generated by varying the concentration parameter $\beta$ of a Dirichlet distribution with steps of $1/10$ and drawing one vector of probabilities $p$ from each Dirichlet distribution. The $x$-axis corresponds to the entropy of $p$. The $y$-axis corresponds to the estimator bias in nats. Black: our new combined $\hat{H}_{\text{comb}}(n)$ entropy estimator (eq 5.26). Dashed green: our new polynomial estimator $\hat{T}(n)$ (eq. 5.10). Dashed red: NSB estimator (Nemenman et al., 2004). Red: Bayesian estimator with uniform prior on $p$ (Wolpert & Wolf, 1995). Dashed blue: Grassberger estimator (Grassberger, 2003). Dashed-dotted orange: Panzeri-Treves estimator (Panzeri & Treves, 1996). Magenta: classic Miller-Madow estimator (Miller, 1955). Dashed cyan: plugin estimator (eq. 5.1). Dashed black: to be estimated entropy of $p$ (True entropy). (A-C) correspond to number of states $M = 16, 81, 225$ and number of observations $n = \sqrt{M} = 4, 9, 15$ respectively. (D-F) Expected value of various entropy estimators ($y$-axis) as a function of the number of observations $n$ with the expected entropy of $p$ equal to $\ln(M) - 1/1000$, i.e. close to the maximum entropy. (D-F) correspond to number of states $M = 16, 81, 225$, respectively. (G-I) Similar to (D-F), but now for the expected entropy of $p$ equal to $1/10000$, i.e. close to the minimum entropy. The Bayesian estimator with uniform prior on $p$ is not shown because of scaling.
et al., 2001). Similarly, Bayesian estimation with the nearly flat NSB prior on the entropy ensures that estimator performance does not break down for ‘difficult’ probability vectors, and correspondingly the NSB and our combined estimator had the smallest maximum bias of the available estimators, despite the fact that the Bayesian estimators minimize the average risk for a given prior, not the maximum risk.
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