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1 Introduction

Non-equilibrium quantum systems take many forms, and their physical understanding remains challenging, particularly when they involve a large number of degrees of freedom. Controlled studies of non-equilibrium physics are possible by driving the system with an external force. The engineering of periodically driven (Floquet) systems in the laboratory has led to the discovery of new non-equilibrium phases of matter [1, 2], the properties of which are currently an active area of research (see [3] for a review).

Intriguingly, some properties of non-equilibrium systems can be understood using equilibrium concepts. Two standard relations, the Jarzynski equality [4, 5] and the Crooks fluctuation theorem [6], relate equilibrium free energy differences to non-equilibrium work expectation values, and have been extended to quantum systems [7, 8]. Moreover, progress has been made in understanding slowly driven systems that remain near thermal equilibrium during their evolution. In this case, the information geometry of equilibrium (Gibbs) states has been used to characterize the amount of dissipated work during slow non-equilibrium processes in both classical [9–12] and quantum systems [13–18]. This paper aims in part to extend these methods to driven conformal field theories.

The idea of applying tools of differential geometry to statistics and thermodynamics has a long history [19, 20], dating back to the work of Rao on parameter estimation [21]. Classical information geometry of a system is obtained by endowing its space of probability distributions, also known as the statistical manifold, with a Riemannian metric. The Fisher information metric, which is the Hessian matrix of the Kullback-Leibler divergence [22], is a natural metric to consider and has played a central role in classical information geometry due to its invariance under sufficient statistics, a result known as Chentsov’s theorem [23–26].

In the context of quantum systems, each point on the statistical manifold represents a possible density matrix of the quantum system [27–33]. However, unlike in classical information geometry, there is no quantum generalization of Chentsov’s theorem, and there exists an infinite set of (monotone) metrics that decrease under completely positive trace preserving maps [34, 35]. One such metric is the Bogoliubov-Kubo-Mori (BKM) metric [36–38], which is a quantum generalization of the Fisher metric and is obtained by expanding
the quantum relative entropy $S(\rho\|\sigma)$ to second order in state perturbations \cite{39–41}. The BKM metric has been used in non-equilibrium quantum thermodynamics \cite{16, 18} and its holographic dual has also been studied in the AdS/CFT correspondence \cite{42, 43}.

In this work, we develop quantum information geometry in the context of driven two-dimensional conformal field theory (CFT) at finite temperature, where the driving is associated to diffeomorphisms. Applying a diffeomorphism to spatially deform a CFT is motivated as a model of a gapless inhomogeneous system at criticality, e.g., a spin chain with site-dependent couplings controlled by an enveloping function breaking translational invariance. This has led to an extensive study of so-called rainbow, sine-squared, and Möbius deformations of CFTs \cite{44–58}. By altering the diffeomorphism with time, one obtains non-equilibrium models, e.g., quenches \cite{59–61} and Floquet driving \cite{62, 63}. While there are many experimental platforms for studying Floquet driving, there are also novel developments in quantum simulating conformal field theories by atomic systems. For example, the Ising CFT can be simulated by a chain of Rydberg atoms \cite{64–67}. Perhaps future developments will allow for quantum simulations of CFTs incorporating driving with spatial inhomogeneities.

For this work, it is useful to make a clear distinction between various concepts. First, we focus on a family of CFT states that are connected to the thermal state by the action of diffeomorphisms $f$ on a circle, denoted Virasoro states $\sigma_f$. Among those states, we are interested in trajectories (paths) $\sigma_{ft}$ associated with a one-parameter family of diffeomorphisms. Such trajectories can then be relevant in two different types of dynamical processes: Type I Virasoro processes, where the trajectories result from a unitary time evolution from an initial thermal state of a driven closed CFT, and Type II Virasoro processes, which arise when the driving is applied by a family of diffeomorphisms $f_t$ to an open CFT with Hamiltonian $H_{ft}$, coupled to a heat bath at constant temperature.

In Type I Virasoro processes, at every instant $t$ the CFT state $\sigma_t$ is a Virasoro trajectory state, $\sigma_t = \sigma_{ft}$. In this setting, we show in section 2 how to reinterpret such driving geometrically as driving induced by a time-dependent spacetime metric. In other words, we develop a more detailed Lorentzian construction of the Euclidean one presented in \cite{68, 69}. The driving itself may be rapid, or it can be very slow so that the corresponding background spacetime metric is approximately flat. In Type II Virasoro processes, the time evolution of an initial thermal state may lead to non-unitary non-equilibrium dynamics, in particular the actual evolved state $\sigma_t$ is difficult to compute. As we discuss in section 3, driven open quantum systems coupled to a heat bath may involve a new time scale associated with relaxation into thermal equilibrium. If the driving is sufficiently slow with respect to the relaxation time scale, the near-equilibrium slow driving may be approximated by a so-called step-equilibration process \cite{16–18, 70, 71}. When the slowly driven open system is a CFT, the Virasoro trajectories become relevant again, now as a computational tool for quantifying dissipated work; a more detailed explanation is left to section 3.

In the Type I context, the operator formulation \cite{69} of the spacetime driving appears to

---

1In the holography literature, the BKM metric is often referred to as the quantum Fisher information metric.
break diffeomorphism invariance of the CFT, because the stress tensor operator expectation value is fixed by the Virasoro algebra as a function of time, but it is not conserved due to explicit time-dependence (which was already anticipated in [72]). To resolve this puzzle, we formulate the spacetime driving process using the path integral. We consider the generating functional of stress tensor correlation functions, the Polyakov action [73], which yields a conserved stress tensor. Using a novel Lorentzian decomposition of the Polyakov action, we obtain the counterterms that must be added to the operator result to restore diffeomorphism invariance and yield a conserved stress tensor one-point function with the correct trace anomaly. Similar shifts in renormalization scheme have appeared in the past in Euclidean signature and are related to holomorphic factorization [74–77].

The Virasoro states generated by spacetime driving span an infinite-dimensional information geometry $\text{Diff}_{+}S^1/U(1)$ which we equip with the BKM information metric, generalizing previous studies on finite-dimensional systems. We compute the explicit form of the metric, find it to be universal up to the central charge and the stress tensor one-point function of the CFT. The resulting metric belongs to the family of right-invariant homogenous Sobolev $\dot{H}^2$ metrics on $\text{Diff}_{+}S^1/U(1)$. Having constructed the BKM information geometry of Virasoro states, we consider two types of applications: minimization of work dissipation in slowly driven close-to-equilibrium open CFTs (Type II processes), and ergodicity and complexity in unitarily driven Floquet CFTs (Type I processes).

For open systems, the BKM information geometry of a system can be used to find slow-driving protocols that minimize the amount of work dissipated by non-equilibrium effects: driving protocols correspond to trajectories (paths) on the space of Gibbs states and geodesics of the BKM metric minimize dissipation [16, 18]. So far, this method has only been applied to finite-dimensional quantum systems (see for example [78]). We generalize the method to slowly driven open CFTs, where the above trajectories are the Type II Virasoro processes, and for which optimal protocols (geodesics) can be found explicitly using Euler-Arnold theory [79–81] (see also [82–85]). For example, in the infinite temperature limit, the BKM metric reduces to the homogeneous Sobolev $\dot{H}^1$ metric on $\text{Diff}_{+}S^1/U(1)$ whose geodesic equation is the Hunter-Saxton equation with known explicit solutions [86–89].

For unitarily driven CFTs in the Type I setting, the information geometry gives a framework to study complexity and ergodicity. For this purpose, we consider both periodic Floquet driving and aperiodic Fibonacci and random driving, in the context of the models developed in [62, 63, 90–92]. The prototype examples studied in the literature involve the Möbius subgroup $\text{SL}(2, \mathbb{R})$ of $\text{Diff}_{+}S^1$ which already possesses a rather rich dynamics. It was found in [62, 91, 93] that Möbius processes can be in two different phases depending on the long time behavior: oscillatory in the non-heating phase and exponential in the heating phase. Floquet driving with more general Virasoro Hamiltonians has also been considered [94–96]. The relation between Virasoro process and spacetime metrics explains some of the observations in [63, 97] related to the “emergent Rindler space”. Effects related to dissipation and chaos were considered in [98–100]. Floquet CFTs are particularly interesting because they are relevant experimentally, see for example [101, 102]. Non-equilibrium dynamics in closed two-dimensional conformal field theories (CFTs) have been extensively studied in the literature [95]. In this work, on one hand the information geometry gives a
nice and physically motivated visualization of the state evolution during the driving. On the other hand, we can extract and compute various measures of complexity and ergodicity to characterize the different phases and transitions between them.

For CFTs with a holographic gravity dual, we develop a dual interpretation of unitary Type I driving, generalizing previous studies [60, 61, 68, 69, 82, 103–105] (see also [106, 107] for related work). In our case, the driving starts with the CFT in a thermal state, corresponding to a BTZ black hole in the bulk. The driving leads to an evolution of the shape of the black hole horizon. The horizon oscillates in the non-heating phase. In the heating phase, it deforms towards a point of the boundary. This corresponds to an emergent hot spot in the CFT, a point that is heating while the rest of the system is cooling down [61]. This gives a holographic interpretation of the conformal Floquet refrigerator [98].

The structure of the paper is as follows. In the rest of the introduction, we will give a brief summary of our main results. In section 2, we introduce the class of universal CFT states of interest, Virasoro states, and show how they arise from driving the CFT with a time-dependent background spacetime metric. Then in section 3, we formulate the quantum information geometry of Virasoro states, derive the BKM metric and show how lengths of trajectories on the BKM geometry compute work dissipation in Type II driven open CFTs. In section 4, we return to Type I driving, and restrict our attention to the SL(2,\mathbb{R}) Möbius subspace of the information geometry and apply our formalism to study phases of periodically driven Floquet CFTs. In section 5, we give a holographic interpretation of our results. We conclude with a discussion in section 6 where we also give some future directions.

The connection between Virasoro states and the Lie group Diff_+ S^1 is reviewed in detail in appendix A. In appendix B, we present a complete treatment of the decomposition of the Polyakov action in different parametrizations of the background spacetime metric. A proof of positivity of relative entropy between Virasoro states is relegated to appendix C.

1.1 Summary of results

We summarize first our results on driving a CFT, then move on to highlight results for Type I and II processes.

Virasoro processes from spacetime metrics. In this work, we consider a CFT on the Lorentzian cylinder \( \mathbb{R} \times S^1 \) at finite temperature. Given two diffeomorphisms of the circle \( f \) and \( \bar{f} \), we can define the Virasoro Hamiltonian [50, 51]

\[
H_{f,\bar{f}} = \int_0^{2\pi} dx^- T_{--}(x^-) + \int_0^{2\pi} dx^+ \frac{T_{++}(x^+)}{f'(x^+)} = H_f + \Pi_{\bar{f}},
\]

(1.1)

where \( x^\pm \) are lightcone coordinates in which the metric is conformally flat. The corresponding Gibbs state defines a Virasoro state

\[
\sigma_{f,\bar{f}} = \frac{e^{-\beta H_f}}{\text{Tr} e^{-\beta H_f}} \otimes \frac{e^{-\beta \Pi_{\bar{f}}}}{\text{Tr} e^{-\beta \Pi_{\bar{f}}}}.
\]

(1.2)

Virasoro states are in one-to-one correspondence with elements \((f, \bar{f})\) of \( \text{Diff}_+ S^1 \times \text{Diff}_+ S^1 \) and they can be obtained from the thermal state by unitary action of the Virasoro group.
We can define a Virasoro trajectory by considering a one-parameter family of Virasoro states

\[ \sigma_t = \sigma_{f_t \bar{f}_t}, \]  

(1.3)

corresponding to a path \((f_t, \bar{f}_t)\) on the diffeomorphism group \(\text{Diff} \times \text{Diff} \) parametrized by \(t\). Such a trajectory can be physically realized in a Type I process with the driving Hamiltonian

\[ H_t = -\int_{0}^{2\pi} dx^- \nu_t(x^-) T_{--}(x^-) + \int_{0}^{2\pi} dx^+ \tau_t(x^+) T_{++}(x^+) \]  

(1.4)

written in terms of the tangent vectors \((\nu_t, \bar{\nu}_t)\) to the trajectory of inverse diffeomorphisms \((F_t, \bar{F}_t)\) where \(F_t = f_t^{-1}\) and \(\bar{F}_t = \bar{f}_t^{-1}\). Interestingly, this driving is equivalent to putting the CFT on a generic time-dependent spacetime metric. Building on the ideas of \([60, 68, 69]\), we make this correspondence precise and show that the general metric

\[ ds^2 = e^{\sigma}(d\phi + \nu dt)(d\phi + \sigma dt) = e^{\sigma} dx^- dx^+ \]  

(1.5)

drives the CFT along a Virasoro trajectory \((f_t, \bar{f}_t)\), determined uniquely from the two functions \(\nu, \sigma\) as given in (2.32). More precisely, we show that unitary time evolution along slices of constant \(t\) produces the state \(\sigma_t\) on each timeslice. We show this explicitly by using operator methods clarifying some of the results of \([69]\). Expectation values of the stress tensor operator on each constant \(t\) slice are fixed by the Virasoro algebra to be

\[ \text{Tr} (\sigma_t T_{--}) = f_t'(x^-)^2 \langle T \rangle_\beta - \frac{c}{24\pi} \{ f_t(x^-), x^- \}, \]  

(1.6)

\[ \text{Tr} (\sigma_t T_{++}) = \bar{f}_t'(x^+)^2 \langle T \rangle_\beta - \frac{c}{24\pi} \{ \bar{f}_t(x^+), x^+ \}, \]  

(1.7)

and \(\text{Tr} (\sigma_t T_{+-}) = 0\). In these expressions, the Schwarzian derivative does not act on the \(t\) label. However, the explicit time-dependence implies that this stress tensor is not conserved in the background metric and does not satisfy the correct Weyl anomaly. In the path integral description, the Polyakov action \(W[g]\) provides the generating function for stress tensor correlators. Using a new “Lorentzian” decomposition of the Polyakov action

\[ W[g] = \Gamma[\nu] + \bar{\Gamma}[\sigma] + I_{\text{cl}}[\omega, \nu, \sigma], \]  

(1.8)

we can distinguish different contributions to the one-point function \(\langle T_{ab} \rangle_g\). The operator expectation values \(\text{Tr} (\sigma_t T_{ab})\) are corrected by the contribution from a local counterterm \(I_{\text{cl}}[\omega, \nu, \sigma]\). The Hamiltonian picture gives the answer consistent with holomorphic factorization in \(\nu\) and \(\sigma\) but insisting on holomorphic factorization breaks the two-dimensional diffeomorphism symmetry. We derive the additional contributions that need to be added to restore this symmetry and which complete \(\text{Tr} (\sigma_t T_{ab})\) to make it conserved and with the correct Weyl anomaly.

**BKM geometry of Virasoro states.** The space of Virasoro states can be equipped with the Bogoliubov-Kubo-Mori (BKM) information metric obtained from a perturbative expansion of relative entropy. The relative entropy between two Virasoro states is

\[ S(\sigma_{\bar{f}_2} || \sigma_{\bar{f}_1}) = \frac{c\beta}{48\pi} \int_{0}^{2\pi} dx \left[ \left( \frac{\mathcal{F}'(x)}{\mathcal{F}(x)} \right)^2 + \frac{48\pi \langle T \rangle_\beta}{c} [\mathcal{F}'(x)^2 - 1] \right] \]  

(1.9)
where \( \langle T \rangle_\beta \) is the stress tensor one-point function in the thermal state, \( c \) is the central charge, and \( \mathcal{F} \) is the composition
\[
\mathcal{F} = f_2 \circ f_1^{-1}
\] (1.10)
where \( f_{1,2} \) are two diffeomorphisms of the circle. The BKM metric at the point \( f = \text{id} \) on \( \text{Diff}_+ S^1 \) contracted with a pair of tangent vectors \( u, v \) follows to be
\[
\mathcal{G}_{f = \text{id}}(u, v) = \frac{c \beta}{24 \pi} \int_0^{2 \pi} dx \left[ u''(x) v''(x) + \frac{48 \pi \langle T \rangle_\beta}{c} u'(x) v'(x) \right].
\] (1.11)

It turns out that unitary invariance of relative entropy makes the BKM metric right-invariant under the action of \( \text{Diff}_+ S^1 \). The end result (1.11) can be identified as a two-parameter family of homogeneous \( \dot{H}^2 \) Sobolev metrics. These results extend previous studies of relative entropy between perturbative close mixed states [108–114].

Trajectories in the BKM geometry can be used to quantify work dissipation in Type II driven open quantum systems in contact with a heat bath [16]. This involves the BKM action
\[
S_{\text{BKM}}(t) = \int_0^t ds \mathcal{G}_{f_s}(\dot{f}_s, \dot{f}_s)
\] (1.12)
which is the action of a point particle associated with the trajectory in the BKM geometry. When the CFT is coupled to a bath and when the driving is slow, the non-equilibrium dynamics of the CFT can be approximated by a step-equilibration process [16]. In this case, the BKM action gives the total amount of dissipated work at time \( t \):
\[
W_{\text{diss}}(t) = S_{\text{BKM}}(t).
\] (1.13)

Optimal slowly driven processes are then obtained by minimizing the BKM action which corresponds to geodesics in the BKM geometry. The geodesic BKM distance between two points gives a notion of circuit complexity. It is a particular measure for the minimal number of gates, built from Virasoro generators, required to map a source state to a target state.

**Möbius processes and Floquet CFT.** We will also consider Möbius states that correspond to Virasoro states \( \sigma_f \) where the diffeomorphism \( f \) belongs to the \( \text{SL}(2, \mathbb{R}) \) subgroup of \( \text{Diff}_+ S^1 \). The space of Möbius states is the unit disk \( \text{SL}(2, \mathbb{R})/\text{U}(1) = \mathbb{D} \) and the BKM metric becomes the hyperbolic Poincaré metric on the disk
\[
\mathbb{D} = \{ z \in \mathbb{C} \mid |z| < 1 \}, \quad ds_{\text{BKM}}^2 = \frac{c \beta}{24} \frac{\gamma + 1}{(1 - |z|^2)^2} |dz|^2, \quad |z| < 1,
\] (1.14)
with a multiplicative factor involving the thermal one-point function of the stress tensor \( \gamma = \frac{48 \pi \langle T \rangle_\beta}{c} \). As a result the Möbius trajectories can be represented by trajectories on the Poincaré disk. We study in detail the case of periodic unitary driving, i.e. Floquet CFTs [62, 90–92]. These Type I processes correspond to iterations of Möbius transformations on the BKM geometry and have a solvable albeit rich dynamics. Viewing the Möbius processes as repeated measure-preserving transformations of the state space also makes contact with ergodic theory.
The BKM representation gives a clear distinction between the two possible phases \([62]\) of Möbius processes known as heating and non-heating phases. The heating phase corresponds to trajectories diverging towards the boundary of the unit disk while they remain bounded in the non-heating phase, see figure 3. In the heating phase, we observe a linear growth of the complexity defined by the geodesic BKM distance, while in the non-heating phase, the complexity oscillates due to the process being confined to the region \(\mathcal{R}\). Within the non-heating phase, we identify ergodic and non-ergodic regimes. For generic parameters, the process is ergodic in the sense that its trajectory is confined and becomes dense in an available region \(\mathcal{R}\) of the BKM geometry. The ergodic behavior is characterized by the period angle \(\theta\) as illustrated in figure 4. Non-ergodic regimes with periodic trajectories correspond to \(\theta\) becoming a rational multiple of \(\pi\).

The BKM action \(S_{\text{BKM}}\) is an interesting quantity to characterize both Type I and II processes. It diverges exponentially in the heating phase and grows linearly in the non-heating phase. For the latter phase, we can define the finite BKM rate

\[
\eta_{\text{BKM}} = \lim_{t \to \infty} \frac{S_{\text{BKM}}(t)}{t}
\]

which characterize processes in the non-heating phase. Another quantity that can be defined from the BKM geometry is the hyperbolic area of the region \(\mathcal{R}\). We compute and compare these information quantities which measure the “size” of the region of the state space covered by the process.

**Holographic dual.** The holographic dual of a Type I Virasoro process is an AdS\(_3\) spacetime with the time-dependent boundary metric (1.5), a setup also discussed in \([60, 69, 105, 115]\). In our case, the dual spacetime can be described as a BTZ black hole with a dynamical horizon corresponding to the effect of a time-dependent bulk diffeomorphism. We show that the curve parametrizing the location of the horizon in a quasi-static approximation in a constant time slice at time \(t\) is given by

\[
r_t(x) = \frac{\pi f_t'(x)}{\beta} \sqrt{1 - \frac{\beta^2 f_t''(x)^2}{4\pi^2 f_t'(x)^4}}.
\]

(1.16)

For Type I Möbius processes, the holographic dual of the heating phase corresponds to the black hole deforming towards a point of the asymptotic boundary, as depicted in figure 14. This produces a heating point in the CFT while the rest of the system cools down \([61]\). Let \(d_t\) be the distance between the horizon and the conformal boundary at time \(t\). We have

\[
d_{\text{hor}}(t) = d_{\text{hor}}(0) - \lambda_L t
\]

(1.17)

so the distance decreases linearly with a rate equal to the Lyapunov exponent. Interestingly, the Möbius trajectory in the BKM geometry approximately mirrors the position of the black hole in the dual spacetime.

### 2 Virasoro processes in conformal field theory

In this section we define Virasoro trajectories: sequences of Virasoro states corresponding to a path on \(\text{Diff}_+ S^1 / U(1)\) (or more precisely its universal cover). We will focus on unitary
processes where the trajectory is realized by a time-dependent Hamiltonian. We will see that this is equivalent to putting the CFT on a time-dependent metric. In the next section, we will discuss a different way to realize a Virasoro trajectory using a step-equilibration process, corresponding to slowly driving the CFT in contact with a heat bath.

2.1 Virasoro states, orbits, and trajectories

We are interested in the action of diffeomorphisms of $S^1$ in the Hilbert space of a CFT on the Lorentzian cylinder $\mathbb{R} \times S^1$ equipped with a flat metric (a general curved metric is considered in the next section). In distinction to previous studies [68, 69, 83, 116], we are interested in orbits of diffeomorphisms generated from Gibbs states rather than pure states.

We begin with the group of orientation preserving diffeomorphisms

$$\text{Diff}_+ S^1 = \{ h : S^1 \to S^1 \mid h \text{ is smooth and orientation-preserving} \} \quad (2.1)$$

and its universal cover

$$\tilde{\text{Diff}}_+ S^1 = \{ f : \mathbb{R} \to \mathbb{R} \mid f(x + 2\pi) = f(x) + 2\pi, f'(x) > 0, f \text{ is smooth} \} \quad (2.2)$$

which we use to establish an isomorphism between the Lie algebra of the tangent vectors $T_{\text{id}} \text{Diff}_+ S^1$ and the algebra of vector fields $\text{Vect} S^1$ (further details of this section are discussed in appendix A). The central extension of this Lie algebra, represented in the Hilbert space $\mathcal{H}$ of a CFT on a spatial $S^1$, is the Virasoro algebra\(^2\) generated by the operators $L_n$ with the commutation relations

$$[L_n, L_m] = (n - m) L_{n+m} + \frac{c}{12} n^3 \delta_{n,-m} \quad (2.3)$$

with the hermiticity condition $L_n^\dagger = L_{-n}$. More precisely, a CFT has two copies of commuting Virasoro algebras that live in tensor products, one $L_n \otimes 1$ in the right-moving and one in the left-moving sector $1 \otimes L_n$. The generator of time and space translations i.e. the Hamiltonian and the momentum are given by

$$H = L_0 \otimes 1 + 1 \otimes L_0, \quad P = L_0 \otimes 1 - 1 \otimes L_0. \quad (2.4)$$

A Gibbs thermal equilibrium state is then

$$\sigma_{\beta, \bar{\beta}} = \sigma_{\beta} \otimes \sigma_{\bar{\beta}} = \frac{e^{-\beta L_0}}{\text{Tr} e^{-\beta L_0}} \otimes \frac{e^{-\bar{\beta} L_0}}{\text{Tr} e^{-\bar{\beta} L_0}} \quad (2.5)$$

where the parameters $\beta, \bar{\beta} > 0$ can be converted to a temperature $T$ and a chemical potential for angular momentum $P$.

In Lorentzian signature, the conformal group of the cylinder $S^1 \times \mathbb{R}$ equipped with the flat metric is isomorphic to $\tilde{\text{Diff}}_+ S^1 \times \tilde{\text{Diff}}_+ S^1$ [117, 118] whose Lie algebra coincides with $\text{Vect} S^1 \times \text{Vect} S^1$ [119]. The action of the conformal group can be represented by unitary operators:

$$\tilde{\text{Diff}}_+ S^1 \times \tilde{\text{Diff}}_+ S^1 \ni (F, \bar{F}) \mapsto V_{F, \bar{F}} = V_F \otimes \bar{V}_{\bar{F}}, \quad (2.6)$$

\(^2\)The form of the algebra that appears in radial quantization is obtained by $L_0^{\text{rad}} = L_0 + i \pi$. 


where \( V_F \) acts on the right-movers while the complex conjugate representation \( V_F^\dagger \) acts on the left-movers (see appendix A for details). We can thus consider the orbit of the conformal group:

\[
\text{Vir}_{\beta,\bar{\beta}} \equiv \left\{ V_F \sigma_\beta V_F^\dagger \otimes V_F^\dagger \sigma_\bar{\beta} V_F \mid F, \bar{F} \in \widetilde{\text{Diff}^+ S^1} \right\} \equiv \text{Vir} \times \text{Vir}_{\bar{\beta}},
\]

we call \( \text{Vir}_{\beta,\bar{\beta}} \) a Virasoro orbit, and its elements are Virasoro states

\[
\sigma_{f,\bar{f}} = \sigma_f \otimes \sigma_{\bar{f}}, \quad \sigma_f = V_F \sigma_\beta V_F^\dagger.
\]

Because the thermal state \( \sigma_{\beta,\bar{\beta}} \) is invariant under rotations \( x \mapsto x + c \), Virasoro states are in one-to-one correspondence with \( \tilde{\text{Diff}^+ S^1 / \mathbb{R} \times \text{Diff}^+ S^1 / \mathbb{R}} \), where \( \mathbb{R} \) is the universal cover of the group \( \text{Rot} S^1 = \text{U}(1) \). Due to the unitary action, e.g. von Neumann entropy stays constant in each orbit. Later, we will equip the Virasoro orbits with a quantum information metric derived from relative entropy. These are the quantum statistical manifolds where we can study quantum information geometry with detailed computational control.

There is an alternative way to present the Virasoro states (2.8). Using the operator

\[
T(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} L_n e^{inx},
\]

we can define the Virasoro Hamiltonian

\[
H_f = \int_0^{2\pi} dx \frac{T(x)}{f'(x)}.
\]

In appendix A, we show in detail that they can be obtained by unitary action from \( L_0 \) as

\[
H_f = V_F L_0 V_F^\dagger
\]

where somewhat counterintuitively \( F = f^{-1} \) is the inverse diffeomorphism and we are neglecting an additive constant that cancels in normalized states. The fact that the action with \( F = f^{-1} \) generates (2.10) with \( f'(x) \) in the denominator explains the notation \( \sigma_f \). As a result, a Virasoro state can be defined as a Gibbs state of the Virasoro Hamiltonian, with the equality

\[
\sigma_{f,\bar{f}} = \frac{e^{-\beta H_f}}{\text{Tr} e^{-\beta H_f}} \otimes \frac{e^{-\beta H_{\bar{f}}}}{\text{Tr} e^{-\beta H_{\bar{f}}}} = V_F \sigma_\beta \sigma_\bar{\beta} V_F^\dagger.
\]

Now the chiral light-ray components of the CFT stress tensor are given in terms of (2.9) as

\[
\begin{align*}
T_{-+}(x^-) &= T(x^-) \otimes 1, \quad T_{++}(x^+) = 1 \otimes T(-x^+),
\end{align*}
\]

where \( x^\pm \) denote light-ray coordinates in which the flat metric on \( S^1 \times \mathbb{R} \) takes the form \( ds^2 = dx^- dx^+ \). We define the Virasoro Hamiltonian as

\[
H_{f,\bar{f}} = H_f \otimes 1 + 1 \otimes H_{\bar{f}} \equiv \int_0^{2\pi} dx^- \frac{T_{-+}(x^-)}{f'(x^-)} + \int_0^{2\pi} dx^+ \frac{T_{++}(x^+)}{f'(x^+)},
\]
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and the Virasoro angular momentum as

$$P_{f,j} = H_j \otimes 1 - 1 \otimes H_j.$$  \hfill (2.15)

A Virasoro state (2.12) can thus be alternatively viewed as an equilibrium Gibbs state for a deformed CFT whose Hamiltonian is equal to $H_{f,j}$ and angular momentum to $P_{f,j}$. When $f = j = \text{id}$ are identity diffeomorphisms, (2.4) is recovered.

We will also be interested in paths along Virasoro orbits. Consider two one-parameter families of Virasoro Hamiltonians $H_{f_t}$ and $H_{j_t}$, where we take $f_0 = j_0 = \text{id}$, $f_1 = f$, $j_1 = j$. \hfill (2.16)

The Hamiltonians define a family of Virasoro states which we call a Virasoro trajectory

$$\sigma_{f_t,j_t} = \frac{e^{-\beta H_{f_t}}}{\text{Tr} e^{-\beta H_{f_1}}} \otimes \frac{e^{-\beta H_{j_t}}}{\text{Tr} e^{-\beta H_{j_1}}}, \quad t \in [0, 1],$$  \hfill (2.17)

such that the initial and final states coincide with $\sigma_{\beta,\beta}$ and $\sigma_{f,j}$ respectively.

The trajectory $\sigma_{f_t} = V_{F_t} \sigma_\beta V_{F_t}^\dagger$ with $F_t = f_t^{-1}$ (t being a parameter) is generated by a time-dependent Hermitian operator $G_t$ via

$$V_{F_t} = -i G_t V_{F_t}$$  \hfill (2.18)

where the unitary representation $V_{F_t}$ creating the Virasoro state is explicitly

$$V_{F_t} = \mathcal{T} \exp \left( -i \int_0^t ds G_s \right)$$  \hfill (2.19)

with time decreasing from the left to the right. A Virasoro trajectory is thus determined completely by specifying the initial state $\sigma_\beta$ and the generator $G_t$ which takes the form\(^3\)

$$G_t = \int_0^{2\pi} dx v_t(x) T(x), \quad v_t(x) = (F_t \circ F_t^{-1})(x),$$  \hfill (2.20)

where $v_t \in \text{T}_{F_t} \text{Diff}_+ S^1$ is the tangent vector of the curve $F_t \in \text{Diff}_+ S^1$ (see appendix A for more details). As a result, the unitary operator creating a Virasoro state $\sigma_f$ from $\sigma_\beta$ satisfies $V_F = V_{F_1}$, so we can view $V_{F_t}$ as a continuous circuit of gates that synthesizes the state $\sigma_f$.

Virasoro trajectories (2.17) can arise from unitary time-evolution with a time-dependent driving Hamiltonian $H_t = G_t$ in a closed CFT which we call a Type I Virasoro process. In this case, the state $\sigma_t$ obtained by unitary evolution from the initial state $\sigma_{\beta,\beta}$ of the CFT coincides with the trajectory at all times $\sigma_t = \sigma_{f_t,j_t}$. Virasoro trajectories can also appear in a CFT which is an open system interacting with an environment and whose state evolution $\sigma_t$ is determined by a master equation. In Type II Virasoro processes, the actual state evolution $\sigma_t$ is hard to compute, but the trajectory (2.17) determines the family of equilibrium states $\pi_t$ of the CFT as $\pi_t = \sigma_{f_t,j_t}$. Details of Type II processes are presented in section 3.2.

\(^3\)In (2.20), there is also an irrelevant additive constant whose effect is to produce an overall phase in $V_{F_t}$ which cancels in states.
2.2 Virasoro process in CFT\textsubscript{2} driven by a spacetime metric

In this section, we will show how a Type I Virasoro process can be understood as a CFT in a spacetime with a time-dependent background metric. We interpret the time-dependent metric driving the system, and show that this gives rise to a time-dependent Hamiltonian with the unitary time-evolution leading to a Virasoro trajectory. This expands on the ideas of [69].

Driving Hamiltonian. We put the CFT\textsubscript{2} on the cylinder $\mathbb{R} \times S^1$ parameterized by $\phi^A = (t, \phi)$ where $\phi \sim \phi + 2\pi$ and $t \in \mathbb{R}$ is the time. The metric on the cylinder on which the CFT lives is taken to be of the general form

$$ds^2 = g_{AB} d\phi^A d\phi^B = e^{\omega}(d\phi + \nu dt)(d\phi + \nu dt)$$

with three functions $\omega, \nu$ and $\nu$. This parametrization of the metric is closely related to the Beltrami parametrization in light-ray coordinates $\phi^\pm = \phi \pm \nu$, see appendix B for details.

We introduce new coordinates $x^a = (\tau, x)$, such that $x \sim x + 2\pi$ and $\tau \in \mathbb{R}$, on the cylinder and we define $x^\pm = x \pm \tau$. They are related to the original coordinates $\phi^\pm$ by a diffeomorphism

$$x^a = F^a(\phi^-, \phi^+)$$

chosen so that the metric (2.21) is conformally flat\textsuperscript{4}

$$ds^2 = g_{ab} dx^a dx^b = e^{\varphi} dx^- dx^+.$$  

(2.23)

The relation between the diffeomorphism (2.22) and the parameters $\nu, \nu$ is given by

$$\nu = \frac{\partial_t F^-}{\partial_\phi F^-} - \frac{\partial_\phi F^-}{\partial_\phi F^-}, \quad \nu = \frac{\partial_t F^+}{\partial_\phi F^+} + \frac{\partial_\phi F^+}{\partial_\phi F^+},$$

(2.24)

and the relation between the Weyl factors is

$$\varphi = \omega - \log \left(\frac{\partial_\phi F^-}{\partial_\phi F^-}\right) - \log \left(\frac{\partial_\phi F^+}{\partial_\phi F^+}\right).$$

(2.25)

The requirement of the diffeomorphism (2.22) being orientation-preserving is $\nu < \nu$ which we will assume from now on. The flat Minkowski metric is then obtained by setting $\nu = -1$ and $\nu = 1$ corresponding to $x^\pm = F^\pm(\phi^-, \phi^+) = \phi^\pm$.

In the conformally flat coordinates $x^a$, the components $T_{ab}(x^-, x^+)$ of the stress tensor can be written as

$$T_{--}(x^-) = T(x^-) \otimes 1, \quad T_{++}(x^+) = 1 \otimes T(-x^+), \quad T_{-+}(x^-, x^+) = 0,$$

(2.26)

as an operator acting on the two chiral sectors\textsuperscript{5} and where $T(\phi)$ is defined in (2.9). The stress tensor components in the original coordinates $\phi^A$ are then obtained as

$$T_{AB}(\phi^-, \phi^+) = \frac{\partial F^a}{\partial \phi^A} \frac{\partial F^b}{\partial \phi^B} T_{ab}(x^-, x^+),$$

(2.27)

\textsuperscript{4}We adopt the notation where components of a tensor field in two coordinate systems are distinguished only by their indices (for example $g_{AB}$ and $g_{ab}$).

\textsuperscript{5}The minus sign in the exponent in $T_{++}$ also appears in [95]. It is consistent with Wick rotation $\tau = -i\tau_E$ under which $x^- \rightarrow w = x + i\tau_E$ and $x^+ \rightarrow \bar{w} = x - i\tau_E$ so that $T_{-+}$ becomes the holomorphic stress tensor (that depends only on $w$) and $T_{++}$ the antiholomorphic one (that depends only on $\bar{w}$).
which relates the stress tensor operators in the $\phi^\pm$ coordinates and $x^\pm$ coordinates. Notice that this equation does not have a central term, because $T_{ab}$ is an operator valued tensor field that transforms as a normal tensor under diffeomorphisms.

The driving Hamiltonian is the Noether charge associated with the timelike vector field $\partial_t$ and takes the form\[^6\] [69]

$$H_t = - \int_0^{2\pi} d\phi \sqrt{-g} T_{tt}^t.$$ \hspace{1cm} (2.28)

By using (2.21) and (2.27) it becomes

$$H_t = \int_0^{2\pi} d\phi \left[ -(\partial_\phi F^-)(\partial_t F^-) T_{--}(x^-) + (\partial_\phi F^+)(\partial_t F^+) T_{++}(x^+) \right],$$ \hspace{1cm} (2.29)

where the Weyl factor $\omega$ has cancelled, because (2.28) is Weyl invariant. This matches with the expression in [69] where $H_t$ arises as the generator of time-translations along a non-trivial foliation of the cylinder in a fixed flat background metric. In our case, $H_t$ is the generator along a fixed foliation, but with a non-trivial background metric. These two interpretations of $H_t$ are of course equivalent.

**Virasoro trajectories.** We will now show that unitary evolution in the metric $g$ generates a time-dependent Virasoro state (a Virasoro trajectory) on constant $t$ slices of the Lorentzian cylinder $\mathbb{R} \times S^1$. To this end, consider a curve

$$t \mapsto (F_t, F^t) \in \text{Diff}_+ S^1 \times \text{Diff}_+ S^1$$ \hspace{1cm} (2.30)

on the conformal group parametrized by $t$. This curve determines a unique two-dimensional diffeomorphism (2.22) via the formula

$$x^- = F^-(\phi^-, \phi^+) = F_t(\phi), \quad x^+ = F^+(\phi^-, \phi^+) = \overline{F}_t(\phi).$$ \hspace{1cm} (2.31)

As a result, the curve (2.30) determines (up to the Weyl factor) a two-dimensional metric of the form (2.21) with

$$\nu = \frac{\dot{F}_t(\phi)}{\dot{F}_t(\phi)}, \quad \nu = \frac{\bar{F}_t(\phi)}{\dot{F}_t(\phi)}.$$ \hspace{1cm} (2.32)

The argument can also be reversed: given a two-dimensional metric $g$ of the form (2.21), it determines a unique curve (2.30) on the conformal group via (2.32). Hence we have a one-to-one mapping between conformal classes of two-dimensional metrics on $S^1 \times \mathbb{R}$ and curves on $\text{Diff}_+ S^1 \times \text{Diff}_+ S^1$.

An alternative parametrization of the two-dimensional diffeomorphism in terms of the Virasoro trajectory is to write $x^- = G_t(\phi^-)$ and $x^+ = \overline{G}_t(\phi^+)$ as in [69] which is obtained from (2.31) using $G_t = F_t \circ r_t$ and $\overline{G}_t = \overline{F}_t \circ r^{-t}$ where $r_t(\phi) = \phi + t$ is a translation along the circle. They both lead to the same state evolution, because $F$ and $F \circ r_t$ produce the same Virasoro state $\sigma_F$ under unitary action on the thermal state. Here we choose the parametrization (2.31) in which the tangent vectors (2.36) take a more natural form.

\[^6\]The sign of $H_t$ is fixed by the requirement that (2.29) reduces to $L_0 + \bar{L}_0$ for the flat metric.
Consider now the time evolution of the CFT in the background metric (2.21). Starting from an initial thermal state $\sigma_{\beta, \bar{\beta}}$ at $t = 0$, the state of the CFT at a later time is

$$\sigma_t = U_t \sigma_{\beta, \bar{\beta}} U_t^\dagger,$$

where the unitary evolution is generated by the Hamiltonian operator (2.29) as

$$U_t = T \exp \left( i \int_0^t ds H_s \right).$$

Using (2.36), the driving Hamiltonian (2.29) can be written as

$$H_t = -\int_0^{2\pi} dx^- v_t(x^-) T_{-}(x^-) + \int_0^{2\pi} dx^+ v_t(x^+) T_{+}(x^+)$$

where we performed changes of integration variables from $\phi$ to $x^{\pm}$ in the two integrals respectively. The tangent vectors of the curve $(F_t, \bar{F}_t)$ are given by

$$v_t(x^-) = (\dot{F}_t \circ F_t^{-1})(x^-), \quad v_t(x^+) = (\dot{F}_t \circ F_t^{-1})(x^+),$$

where the inverse $F_t^{-1}$ is defined with $t$ being a parameter. We also denote by $\dot{F}_t$ the diffeomorphism $\phi \mapsto \partial_t F_t(\phi)$.

We identify (2.35) as the generator of the Virasoro trajectory (2.30) on the space of density matrices so that (2.34) is a tensor product of two Virasoro unitaries up to a phase

$$U_t \propto V_{F_t} \otimes \bar{V}_{F_t}$$

where the Virasoro unitary is

$$V_{F_t} = e^{i\alpha(F_t)} T \exp \left( -i \int_0^t ds \int_0^{2\pi} dx^- u_s(x^-) T(x^-) \right)$$

and we used (2.26). The expression for the projective phase $\alpha(F_t)$ is given in (A.36). In (2.37), the unitary $\bar{V}_F$ is the complex conjugate representation of the Virasoro group and it has the same expression as $V_F$, but with $i \rightarrow -i$ everywhere (including the Fourier expansion of the stress tensor). See appendix A for more details.

As a result, the state (2.33) of the CFT at time $t$ is a Virasoro states

$$\sigma_t = \sigma_{f_t, \bar{f}_t} = \frac{e^{-\beta H_{f_t}}}{\text{Tr} e^{-\beta H_{f_t}}} \otimes \frac{e^{-\beta H_{\bar{f}_t}}}{\text{Tr} e^{-\beta H_{\bar{f}_t}}},$$

where the phase in (2.37) has cancelled. Hence the unitary evolution in the background metric (2.21) evolves the system along a trajectory in the space of Virasoro states. We have a one-to-one mapping between conformal classes of metrics and Virasoro trajectories.

The information about the Virasoro trajectory is contained in the diffeomorphism (2.23) that maps the general metric (2.21) to its conformally flat form. The Weyl factor, which determines curvature of the metric, does not play a role in the determination of the Virasoro trajectory. Hence the same Virasoro trajectory (2.39) is generated regardless if the
The background metric is curved or not. This answers a puzzle regarding curved backgrounds in [69].

The evolution in the background metric is not necessarily restricted to start from a thermal state, but it can start from any initial state. However, time-evolution in the metric will always generate the action of a Virasoro unitary operator on the initial state dressing it with Virasoro hair. In this work, we choose the initial state to be a thermal state for two reasons. First, it is a full-rank state so that the relative entropy, which is the basis of the BKM information geometry, is well-defined. Second, it gives a stress tensor expectation value which is just a constant.

**Stress tensor expectation value.** The state can be diagnosed from the one-point function of the stress tensor. Let $f_t = F_t^{-1}$ denote the inverse of $F_t$ at fixed $t$. Then the Virasoro algebra implies that (see appendix A)

$$V_{f_t} T_{-}(-x^-) V_{f_t}^\dagger = f_t'(x^-)^2 T_{-}(f_t(x^-)) - \frac{c}{24\pi} \{f_t(x^-), x^-\}$$

(2.40)

where the Schwarzian is computed at fixed $t$ and similarly for the left-moving sector. Using cyclicity of the trace, we get

$$\text{Tr} (\sigma_t T_{-}) = f_t'(x^-)^2 \langle T \rangle_{\beta} - \frac{c}{24\pi} \{f_t(x^-), x^-\}$$

$$\text{Tr} (\sigma_t T_{+}) = f_t'(x^+)^2 \langle T \rangle_{\beta} - \frac{c}{24\pi} \{f_t(x^+), x^+\}$$

$$\text{Tr} (\sigma_t T_{-} - 0) = 0,$$

(2.41)

where we have defined

$$\langle T \rangle_{\beta} \equiv \text{Tr} (\sigma_\beta T(x)) = \frac{1}{2\pi} \text{Tr} (\sigma_\beta L_0),$$

(2.42)

and used (2.13). The cross component $\text{Tr} (\sigma_t T_{-} +)$ vanishes since $T_{-+}$ is identically zero as an operator. The expectation values of the stress tensor $\text{Tr} (\sigma_t T_{AB})$ in the original coordinates $\phi^A$ are obtained from (2.41) by using (2.27).

Because the Schwarzian derivatives in (2.41) are computed at fixed $t$, the stress tensor one-point function is not conserved in the background metric (2.21): $\nabla^a \text{Tr} (\sigma_t T_{ab}) \neq 0$. In the coordinates $x^\pm$ using (2.41), the covariant derivative of the expectation value is given by

$$\frac{\partial}{\partial x^+} \text{Tr} (\sigma_t T_{-}(-x^-)) \neq 0, \quad \frac{\partial}{\partial x^-} \text{Tr} (\sigma_t T_{+}(x^+)) \neq 0,$$

(2.43)

which are non-zero since $t = t(x^-, x^+)$. The non-conservation of the expectation value reflects the breakdown of diffeomorphism invariance which can be restored after adding suitable counterterms, as we will see in the next section.

### 2.3 Virasoro process from the CFT path integral

In this section, we explain how to obtain the Virasoro trajectory of the previous section from the path integral of the CFT. In particular, we relate expectation values of the stress tensor in Virasoro states to one-point functions in a background metric.
Stress tensor one-point function. We will start by relating the expectation values \( \langle T_{ab} \rangle \) of the previous section to one-point functions \( \langle T_{ab} \rangle \) obtained from the path integral. The one-point function can be computed from the Lorentzian Polyakov action\(^7\) [73]

\[
W[g] = -\frac{c}{192\pi} \int d^2 x \sqrt{-g} R \frac{1}{\Box} R
\]

as a functional derivative

\[
\langle T_{ab} \rangle = \frac{2}{\sqrt{-g}} \frac{\delta W}{\delta g_{ab}}.
\]

Due to diffeomorphism invariance and Weyl non-invariance of the Polyakov action, it follows that

\[
\nabla^a \langle T_{ab} \rangle = 0, \quad g^{ab} \langle T_{ab} \rangle = \frac{c}{24\pi} R.
\]

The stress tensor in the \((x^+, x^-)\) coordinate system is then

\[
\langle T_{++} \rangle = \frac{1}{(\partial_\nu F^-)^2} \left( \frac{\delta}{\delta \nu} - \frac{1}{\nu - \nu \delta \omega} \right) W,
\]

\[
\langle T_{--} \rangle = -\frac{1}{(\partial_\nu F^-)^2} \left( \frac{\delta}{\delta \nu} + \frac{1}{\nu - \nu \delta \omega} \right) W,
\]

\[
\langle T_{-+} \rangle = -\frac{1}{(\partial_\nu F^-)(\partial_\nu F^+)} \frac{1}{\nu - \nu \delta \omega} \delta W.
\]

In the parametrization of the metric (2.21) in terms of \(\omega, \nu, \bar{\nu}\), the Polyakov action decomposes as (see appendix B)

\[
W[g] = \Gamma[\nu] + \Gamma[\bar{\nu}] + K[\nu, \bar{\nu}] + I_L[\omega, \nu, \bar{\nu}]
\]

where \(I_L[\omega, \nu, \bar{\nu}]\) is the Liouville action in the background metric \(\hat{g}_{ab} \equiv e^{-\omega} g_{ab}\) with the Weyl factor removed and

\[
\Gamma[\nu] = -\frac{c}{48\pi} \int d\phi dt \nu \partial^2_\phi \log (\partial_\phi F^-), \quad \Gamma[\bar{\nu}] = \frac{c}{48\pi} \int d\phi dt \bar{\nu} \partial^2_\phi \log (\partial_\phi F^+),
\]

\[
K[\nu, \bar{\nu}] = -\frac{c}{48\pi} \int d\phi dt \frac{1}{\nu - \bar{\nu}} \left[ (\partial_\phi \nu) + (\partial_\phi \bar{\nu}) \right]^2.
\]

Here \(\Gamma[\nu]\) and \(\Gamma[\bar{\nu}]\) are non-local functionals of \(\nu, \bar{\nu}\), because \(F^\pm\) depend non-locally on \(\nu, \bar{\nu}\) as a solution of the first order differential equation (2.24). On the other hand, the remaining two terms \(K[\nu, \bar{\nu}]\) and \(I_L[\omega, \nu, \bar{\nu}]\) are local in components \(\omega, \nu, \bar{\nu}\) of the metric. The formula (2.50) is analogous to the decomposition of \(W[g]\) in the Beltrami parametrization \(\mu, \bar{\mu}\) of the metric in light-ray coordinates \(\phi^\pm\) that can be found in [76, 77, 120]. Both of the decompositions are derived in detail in appendix B.

We can now see that the Liouville term \(I_L[\omega, \nu, \bar{\nu}]\) in (2.50) encodes the Weyl anomaly and leads to a non-zero \(\langle T_{++} \rangle\). On the other hand due to \(K[\nu, \bar{\nu}]\), the Polyakov action does not holomorphically factorize in \(\nu, \bar{\nu}\), the “holomorphic anomaly”, which leads to a mixing between the left and right-moving sectors in \(\langle T_{\pm\pm} \rangle\). Hence the one-point functions (2.49)

\(^7\)The propagator here is the Feynman propagator obtained as analytic continuation of the Euclidean time-ordered propagator.
do not agree with the result (2.41) of the previous section for operator expectation values. Regardless, it turns out there exists a renormalization scheme in which the one-point function agrees with (2.41).

The right renormalization scheme is obtained by removing the Weyl and holomorphic anomalies by subtracting the local counterterm

$$I_{ct}[\omega, \nu, \nu] = K[\nu, \nu] + I_L[\omega, \nu, \nu] \tag{2.53}$$

from action of the CFT. However, this comes at a cost: the subtraction breaks diffeomorphism invariance of the effective action which is a diffeomorphism anomaly. Hence we are trading diffeomorphism invariance for holomorphic factorization in $\nu, \nu$. This is completely analogous to restoring holomorphic factorization in the Beltrami parametrization $\mu, \mu$ which also leads to a diffeomorphism anomaly [74].

Assuming the counterterm (2.53) is subtracted from the action, the one-point functions become

$$\langle T_{--}(x^-) \rangle_g = -\frac{1}{F_t(\phi)^2} \frac{\delta \Gamma}{\delta \nu}, \quad \langle T_{++}(x^+) \rangle_g = \frac{1}{F_t(\phi)^2} \frac{\delta \Gamma}{\delta \nu}, \quad \langle T_{+-} \rangle_g = 0, \tag{2.54}$$

where we used (2.31). One can show that

$$\frac{\delta \Gamma[\nu]}{\delta \nu(t, \phi)} = -\frac{c}{24\pi} \{ F_t(\phi), \phi \}, \quad \frac{\delta \Gamma[\nu]}{\delta \nu(t, \phi)} = \frac{c}{24\pi} \{ F_t(\phi), \phi \}, \tag{2.55}$$

where derivatives in the Schwarzians are taken at fixed $t$. Substituting to (2.54) gives

$$\langle T_{--}(x^-) \rangle_g = -\frac{c}{24\pi} \{ f_t(x^-), x^- \}, \quad \langle T_{++}(x^+) \rangle_g = -\frac{c}{24\pi} \{ f_t(x^+), x^+ \} \tag{2.56}$$

where $f_t = F_t^{-1}$ and we used $\{ F_t(\phi), \phi \} = -F_t^2(\phi)^2 \{ f_t(F_t(\phi)), F_t(\phi) \}$ combined with $x^- = F_t(\phi)$ (and similarly for the left-movers). This matches with the Schwarzian part of the result (2.41) of the previous section. Hence only in the diffeomorphism invariance breaking renormalization scheme with the local counterterm (2.53) subtracted, the path integral derivation matches with the operator derivation.

**Including the initial state.** In the above analysis, we only reproduced the Schwarzian part of the expectation value $\text{Tr} (\sigma_t T_{ab})$ (2.41). We can also derive the initial thermal state contribution by keeping part of the Weyl factor $\omega$ in the background metric as physical. To this end, we write the background metric (2.21) as

$$g_{ab} dx^a dx^b = e^{\hat{\omega}} e^{\chi + \bar{\chi}} (d\phi + \nu dt)(d\phi + \bar{\nu} dt) \tag{2.57}$$

where $\hat{\omega} = \omega - \chi - \bar{\chi}$ and

$$\chi = \log \partial_\phi D(\phi), \quad \bar{\chi} = \log \partial_\phi \bar{D}(\phi), \tag{2.58}$$

The proof of an analogous formula in the Beltrami parametrization can be found in [120]. The result (2.55) in $\nu, \bar{\nu}$ parametrization can be proven in the same way using formulae provided in appendix B.
are given in terms of two functions $D, \bar{D}$. In appendix B, we show that the Polyakov action (2.44) can be alternatively decomposed as

$$W[g] = \Gamma[\nu, \chi] + \Gamma[p, \bar{\chi}] + K[\nu, p, \chi, \bar{\chi}] + I_L[\tilde{\omega}; \nu, p, \chi, \bar{\chi}]$$

(2.59)

where $I_L[\tilde{\omega}; \nu, p, \chi, \bar{\chi}]$ is the Liouville action of $\tilde{\omega}$ in the background metric $e^{-\tilde{\omega}} g_{\alpha\beta}$ and

$$\Gamma[\nu, \chi] = \Gamma[\nu] + \frac{c}{24\pi} \int d\phi dt \nu \{D(\phi), \phi\}$$
$$\Gamma[p, \bar{\chi}] = \Gamma[p] - \frac{c}{24\pi} \int d\phi dt \bar{p} \{\bar{D}(\phi), \phi\}$$
$$K[\nu, p, \chi, \bar{\chi}] = -\frac{c}{48\pi} \int d\phi dt \frac{1}{p - \nu} [(D_\phi \nu) + (\bar{D}_\phi \bar{p})]^2.$$  

(2.60)

Here $D_\phi \nu = \partial_\phi \nu + (\partial_\phi \chi) \nu$ and $\bar{D}_\phi \bar{p} = \partial_\phi \bar{p} + (\partial_\phi \bar{\chi}) \bar{p}$ are “covariant derivatives”. The decomposition (2.59) is a generalization of the decomposition (2.50) to include a background Weyl factor $\chi + \bar{\chi}$ and a similar decomposition in the Beltrami parametrization was first derived in [75] (see also appendix B).

Now instead of the counterterm (2.53), we subtract the local counterterm

$$I_{ct}[\tilde{\omega}, \nu, p, \chi, \bar{\chi}] \equiv K[\nu, p, \chi, \bar{\chi}] + I_L[\tilde{\omega}; \nu, p, \chi, \bar{\chi}]$$

(2.61)

from the Polyakov action which leaves us with

$$W[g] = \Gamma[\nu, \chi] + \Gamma[p, \bar{\chi}]$$

(2.62)

which using (2.49) gives the one-point functions

$$\langle T_-(x^-) \rangle_g = -\frac{c}{24\pi} \{D(\phi), \phi\} f_t^2(x^-),$$
$$\langle T_+(x^+) \rangle_g = -\frac{c}{24\pi} \{\bar{D}(\phi), \phi\} \bar{f}_t^2(x^+).$$

(2.63)

Now if we choose

$$D(\phi) = \tanh \left(\sqrt{\frac{12\pi}{c}} \langle T^\beta \rangle \phi\right), \quad \bar{D}(\phi) = \tanh \left(\sqrt{\frac{12\pi}{c}} \frac{T^\beta}{\bar{T}} \phi\right),$$

(2.64)

whose Schwarzian derivatives are

$$\frac{c}{24\pi} \{D(\phi), \phi\} = -\langle T \rangle^\beta, \quad \frac{c}{24\pi} \{\bar{D}(\phi), \phi\} = -\langle \bar{T} \rangle^\beta,$$  

(2.65)

the one-point functions (2.63) become

$$\langle T_-(x^-) \rangle_g = \text{Tr} (\sigma_t T_-), \quad \langle T_+(x^+) \rangle_g = \text{Tr} (\sigma_t T_+)$$

(2.66)

where the expectation values on the right-hand side are given by (2.41). Hence the CFT path integral and the Polyakov action encode the initial thermal state in the Weyl factors (2.58) of the background metric.
These Weyl factors can be understood as follows. The Liouville field (2.25) can be written as
\[ \varphi = \omega + \log f_t(x^-) + \log \bar{f}_t(x^+), \] (2.67)
where we used (2.31) and that \( f_t = F_t^{-1} \). Now if we split \( \omega = \hat{\omega} + \chi + \bar{\chi} \), this can be written as
\[ \varphi = \hat{\omega} + \log (D \circ f_t)(x^-) + \log (\bar{D} \circ \bar{f}_t)(x^+). \] (2.68)
Hence including the Weyl factor is equivalent to replacing \( f_t \) and \( \bar{f}_t \) with \( D \circ f_t \) and \( \bar{D} \circ \bar{f}_t \) respectively. Since \( f_0 = \bar{f}_0 = \text{id} \), the metric (2.21) in the vicinity of the initial time \( t = 0 \) takes the form
\[ ds^2 = e^{\hat{\omega}} D'(x^-) \bar{D}'(x^+) dx^- dx^+ = e^{\hat{\omega}} dX^- dX^+ \] (2.69)
where we have defined a new set of coordinates \( X^- = D(x^-) \) and \( X^+ = \bar{D}(x^+) \). Hence the functions \( D, \bar{D} \) parametrize the freedom in the choice of the conformal frame at the beginning of the driving process.

The initial conformal frame is determined by the initial state. The thermal expectation value satisfies
\[ \langle T \rangle_\beta = \begin{cases} \frac{c\pi}{12\beta^2}, & \beta \to 0 \\ \frac{c}{48\pi}, & \beta \to \infty, \end{cases} \] (2.70)
where \( \beta \to \infty \) is the vacuum expectation value and the high-temperature \( \beta \to 0 \) value follows from modular invariance (we call it the Cardy limit). Hence, for example, if the initial state is a vacuum state, we have
\[ X^- = D(x^-) = \tan \left( \frac{x^-}{2} \right), \quad X^+ = \bar{D}(x^+) = \tan \left( \frac{x^+}{2} \right), \] (2.71)
which is the conformal diffeomorphism that maps the diamond \( x^{\pm} \in (-\pi, \pi) \) inside the Lorentzian cylinder to Minkowski space parametrized by light-ray coordinates \( X^{\pm} \in \mathbb{R} \) [121]. By Wick rotation \( x^- = w \in \mathbb{C} \) and \( x^+ = \bar{w} \in \mathbb{C} \), (2.71) can be identified as the map from the Euclidean cylinder to the complex plane.

**Restoring diffeomorphism invariance.** Based on the above analysis, it is now clear what we have to add to the expectation values (2.41) to make them conserved in the background metric (2.21): we have to add the local counterterm (2.61). Explicitly the relation in the \( x^{\pm} \) coordinate system is
\[ \langle T_{--} \rangle = \text{Tr} (\sigma_t T_{--}) + \frac{1}{(\partial_\nu F^-)^2} \left( \frac{\delta}{\delta \nu} + \frac{1}{\nu - \nu \delta \hat{\omega}} \right) I_{\text{ct}}[\hat{\omega}, \nu, \bar{\nu}, \chi, \bar{\chi}] \]
\[ \langle T_{++} \rangle = \text{Tr} (\sigma_t T_{++}) - \frac{1}{(\partial_\nu F^+)^2} \left( \frac{\delta}{\delta \nu} - \frac{1}{\nu - \nu \delta \hat{\omega}} \right) I_{\text{ct}}[\hat{\omega}, \nu, \bar{\nu}, \chi, \bar{\chi}] \]
\[ \langle T_{+-} \rangle = -\frac{1}{(\partial_\nu F^-)(\partial_\nu F^+)} \frac{1}{\nu - \nu \delta \hat{\omega}} I_{\text{ct}}[\hat{\omega}, \nu, \bar{\nu}, \chi, \bar{\chi}] \] (2.72)
which is conserved and whose trace gives the Weyl anomaly (2.46). It is remarkable, but probably expected, that there exists a renormalization scheme in which the results of the operator formulation of the CFT are recovered from the path integral.
The expression (2.72) is a rewriting of the Liouville stress tensor
\[ \langle T_{ab} \rangle_g = \frac{c}{24\pi} \left[ \frac{1}{2} \partial_a \varphi \partial_b \varphi + \nabla_a \nabla_b \varphi + g_{ab} \left( \Box \varphi - \frac{1}{4} g^{ab} \partial_a \varphi \partial_b \varphi \right) \right], \] (2.73)
where the Liouville field is given by (2.68) and it is not a simple sum of left- and right-moving terms. Hence we have identified where the expectation value \( \text{Tr} (\sigma_t T_{ab}) \) is hidden in the Liouville stress tensor.

3 Information geometry of Virasoro states

In this section we study quantum information geometry of Virasoro states. In regard to previous studies, the main differences are that we are considering information geometry on orbits of Gibbs states rather than pure states, and the quantum information metric is derived from relative entropy rather than the Fubini-Study metric. The information metric we consider is known as the BKM metric and it has a natural interpretation in the quantum thermodynamics of open systems. Hence as our main application, we consider an open two-dimensional CFT coupled to a heat bath and drive the CFT along a Virasoro trajectory as in the previous section. In this context, the BKM metric on Virasoro states can be used to measure the amount of work dissipation in a step-equilibration process.

3.1 Bogoliubov-Kubo-Mori metric on Virasoro states

The Bogoliubov-Kubo-Mori metric (BKM metric) is defined as [38, 40]
\[ G_\sigma(\delta\sigma,\delta\rho) = -\frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} S(\sigma + \lambda_1 \delta\sigma \| \sigma + \lambda_2 \delta\rho) \bigg|_{\lambda_1=\lambda_2=0} \] (3.1)
where \( S(\rho\|\sigma) \) is the relative entropy
\[ S(\rho\|\sigma) = \text{Tr} [\rho (\log \rho - \log \sigma)]. \] (3.2)
While e.g. symmetry is not obvious from the above definition, one can show that it gives a well-defined quantum information metric on the space of full-rank states
\[ \mathcal{S}(\mathcal{H}) = \{ \sigma \in \mathcal{B}_{\text{tc}}(\mathcal{H}) \mid \sigma^\dagger = \sigma, \sigma > 0, \text{Tr} \sigma = 1 \}, \] (3.3)
that is, Hermitian strictly positive trace-class operators on \( \mathcal{H} \) with unit trace. The space of all quantum states \( \overline{\mathcal{S}(\mathcal{H})} \) is the closed convex hull of the set of extreme points of \( \mathcal{S}(\mathcal{H}) \) (see e.g. [122]). The tangent space consists of all Hermitian operators with zero trace [35]
\[ T_\sigma \mathcal{S}(\mathcal{H}) = \{ \delta\sigma \in \mathcal{B}_{\text{tc}}(\mathcal{H}) \mid \delta\sigma^\dagger = \delta\sigma, \text{Tr} \delta\sigma = 0 \}. \] (3.4)
Due to unitary invariance of relative entropy, the BKM metric is invariant under simultaneous unitary transformations
\[ G_{V \sigma V^\dagger}(V \delta\sigma V^\dagger, V \delta\rho V^\dagger) = G_\sigma(\delta\sigma, \delta\rho) \] (3.5)
that act on states and tangent vectors as
\[ \sigma \to V \sigma V^\dagger, \quad \delta \sigma \to V \delta \sigma V^\dagger, \] (3.6)
where \( V \) is a unitary operator. Due to the contractivity of the relative entropy \([123]\) the BKM metric has the nice property of being monotonic under all CPTP maps (quantum channels). It thus belongs to the family of monotonic quantum information metrics \([35]\).

We now define the BKM metric on \( \text{Vir}_\beta \). Denoting \( \sigma_{f+\lambda_1 u} = \sigma_f + \lambda_1 \delta \sigma_u + \mathcal{O}(\lambda_1^2), \quad \sigma_{f+\lambda_2 v} = \sigma_f + \lambda_2 \delta \sigma_v + \mathcal{O}(\lambda_2^2), \) (3.7) and using the definition (3.1), we have
\[ \mathcal{G}_{\sigma_f} (\delta \sigma_u, \delta \sigma_v) = -\frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} S(\sigma_{f+\lambda_1 u} || \sigma_{f+\lambda_2 v}) \bigg|_{\lambda_1=\lambda_2=0}. \] (3.8)
Note that this defines a right-invariant metric on \( \text{Vir}_\beta \). The extension for the full product manifold \( \text{Vir}_\beta \times \text{Vir}_\beta \) follows the usual rules. Before moving to derive explicit formulas, it is useful to consider an induced metric on \( \tilde{\text{Diff}}^+ S^1 \).

We define the map \( \Phi : \tilde{\text{Diff}}^+ S^1 \to \text{Vir}_\beta, \quad \Phi(f) = \sigma_f = e^{-\beta H_f} \text{Tr} e^{-\beta H_f} \), (3.9) which induces a pushforward map from the tangent space \( T_f \text{Diff}^+ S^1 \) to \( T_{\sigma_f} \text{Vir}_\beta \) as\(^9\)
\[ \Phi_*(u) = \delta \sigma_u \equiv \frac{d}{d\lambda} \bigg|_{\lambda=0} e^{-\beta H_f + \lambda u} \frac{\text{Tr} e^{-\beta H_f + \lambda u}}{\text{Tr} e^{-\beta H_f}} = -\beta \int_0^1 ds \sigma_{f+\lambda_2 v}^1 \delta H_u \sigma_f^2 \] (3.10)
where the Virasoro algebra element (a Virasoro excitation) is
\[ \delta H_u \equiv \frac{d}{d\lambda} H_{f+\lambda u} \bigg|_{\lambda=0} = T_{\text{AdF}}[\ell_o, u \circ F] = -\int_0^{2\pi} dx \frac{u'(x)}{f'(x)^2} T(x). \] (3.11)
Here \( F = f^{-1} \) and \( \ell_o(x) = 1 \) is the generator of rotations of the circle. The pull-back \( \Phi^* \mathcal{G} \) by (3.9) is an induced metric that we call the BKM metric on \( \text{Diff}^+ S^1 \), and denote for short
\[ \mathcal{G}_f(u,v) \equiv (\Phi^* \mathcal{G})_f(u,v) = \mathcal{G}_{\sigma_f}(\delta \sigma_u, \delta \sigma_v). \] (3.12)
The Virasoro Hamiltonian and the Virasoro excitation satisfy
\[ H_f = V_h H_{f \circ h} V_h^\dagger, \quad \delta H_u = V_h \delta H_{u \circ h} V_h^\dagger, \] (3.13)
so that unitary invariance (3.5) of the BKM metric implies that
\[ \mathcal{G}_{f \circ h}(u \circ h, v \circ h) = \mathcal{G}_f(u,v). \] (3.14)
\(^9\)We have \( \text{Tr} (\sigma_f \delta H_u) = 0 \) due to the normalization \( \text{Tr} \delta \sigma_u = 0 \) required by \( \text{Tr} \sigma_{f+\lambda u} = \text{Tr} \sigma_f = 1 \).
As a result, the BKM metric is a right-invariant metric on $\widetilde{\text{Diff}}_{+}S^1$. Using the definition (3.8) and (3.12), we get explicitly

$$G_f(u,v) = -\frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} S(\sigma_{f+\lambda_1 u}^f \| \sigma_{f+\lambda_2 v}^f) \bigg|_{\lambda_1 = \lambda_2 = 0}. \quad (3.15)$$

We can obtain an explicit expression for this metric by computing relative entropy between two generic Virasoro states

$$S(\sigma_{f_2}^f \| \sigma_{f_1}^f) = \text{Tr} (\sigma_{f_2}^f \beta H_{f_1}) - \text{Tr} (\sigma_{f_1}^f \beta H_{f_2}) - (S(\sigma_{f_2}^f) - S(\sigma_{f_1}^f)). \quad (3.16)$$

Von Neumann entropy is unitary invariant $S(\sigma_{f_2}^f) = S(\sigma_{f_1}^f) = S(\sigma_{\beta})$ so that relative entropy is simply

$$S(\sigma_{f_2}^f \| \sigma_{f_1}^f) = \text{Tr} (\sigma_{f_2}^f \beta H_{f_1}) - \text{Tr} (\sigma_{f_1}^f \beta H_{f_2}). \quad (3.17)$$

We can write this as

$$S(\sigma_{f_2}^f \| \sigma_{f_1}^f) = \beta \int_0^{2\pi} dx \left[ \text{Tr} (\sigma_{\beta} V F T(x) V_F^\dagger) - \langle T \rangle_{\beta} \right] \quad (3.18)$$

where we used the composition rule (A.6) of Virasoro unitaries and we defined the diffeomorphism $F = f_2 \circ f_1^{-1}$.

The thermal one-point function $\langle T \rangle_{\beta}$ is defined in (2.42). Using the transformation law (A.27), we get

$$S(\sigma_{f_2}^f \| \sigma_{f_1}^f) = \beta \int_0^{2\pi} dx \left[ (F'(x))^2 - 1 \right] \langle T \rangle_{\beta} - \frac{c}{24\pi} \langle F(x), x \rangle. \quad (3.20)$$

Since the relative entropy depends only on the composition (3.19), it is right-invariant which is equivalent to unitary invariance of relative entropy. From the above formula it is not immediately clear that $S(\sigma_{f_2}^f \| \sigma_{f_1}^f) \geq 0$, but we prove this in appendix C using the inequality

$$\langle T \rangle_{\beta} \geq -\frac{c}{48\pi} \quad (3.21)$$

and the so called average lemma [124, 125] which is an inequality for the Schwarzian derivative of an element of $\widetilde{\text{Diff}}_{+}S^1$. In fact, $S(\sigma_{f_2}^f \| \sigma_{f_1}^f)$ can be identified exactly with the Hamiltonian $H(F)$ of the Alekseev-Shatasvili action [126] so that non-negativity of relative entropy amounts to non-negativity of energy $H(F) \geq 0$.

Using the expression for the Schwarzian and integrating by parts, (3.20) can be written as

$$S(\sigma_{f_2}^f \| \sigma_{f_1}^f) = \frac{c\beta}{48\pi} \int_0^{2\pi} dx \left[ \left( \frac{F''(x)}{F'(x)} \right)^2 + \frac{48\pi \langle T \rangle_{\beta}}{c} \frac{c}{c} [F'(x)^2 - 1] \right]. \quad (3.22)$$

Now we can expand (3.22) using

$$f_2 = f + \lambda_1 u, \quad f_1 = f + \lambda_2 v, \quad (3.23)$$
and identify the coefficient of $\lambda_1 \lambda_2$ as the BKM metric $(3.15)$. When $f = \text{id}$, we get the simple formula

$$G_{\text{id}}(u, v) = \frac{c \beta}{24\pi} \int_0^{2\pi} dx \left[ u''(x) v''(x) + \frac{48\pi(T) \beta}{c} u'(x) v'(x) \right]$$

(3.24)

and the expression for the metric at an arbitrary point is simply

$$G_f(u, v) = G_{\text{id}}(u \circ f^{-1}, v \circ f^{-1})$$

(3.25)

due to right-invariance. Note that $(3.24)$ is a two-parameter family of homogenous\(^{10}\) Sobolev $\dot{H}^2$ metrics, which helps to identify relevant mathematical literature.

### 3.2 Dissipated work along a Virasoro trajectory

Consider a driven quantum system with a Hamiltonian $H_t$ whose time-dependence is due to time-dependent classical source terms (also called classical forces) that are externally controlled. If the system was a closed system, the state $\sigma_t$ at time $t$ would be obtained from the initial state by unitary time-evolution with $U_t$ generated by $H_t$. However, we will now assume that the system is an open quantum system so that the relationship between $\sigma_0$ and $\sigma_t$ is more complicated. In general, $\sigma_t$ is determined by a first-order master equation of the type

$$\dot{\sigma}_t = \mathcal{L}_t(\sigma_t)$$

(3.26)

where $\mathcal{L}_t$ is a superoperator (the Liouvillian) acting on density matrices. In a closed system, the evolution generator is determined by the Hamiltonian $\mathcal{L}_t(\cdot) = i[H_t, \cdot]$ and the evolution is unitary, but in an open system, $\mathcal{L}_t$ depends on the details of the interaction between the system and its surroundings.\(^{11}\) The evolution obtained by solving (3.26) is called a process and is formally given by $\sigma_t = T \exp\{ \int_0^t ds \mathcal{L}_s \} \sigma_0$ with unitary processes being a special case.

**Step-equilibration and slow driving.** In general, the master equation (3.26) of an open system has a complicated form. However, if the system is in contact with a heat bath of inverse temperature $\beta$, one expects the state to thermalize to an equilibrium Gibbs state $\pi_t$ of the instantaneous Hamiltonian $H_t$. This is characterized by the relaxing property of $\mathcal{L}_t$ \cite{127}

$$\lim_{s \to \infty} e^{s\mathcal{L}_t} \sigma = \pi_t \equiv \frac{e^{-\beta H_t}}{\text{Tr} e^{-\beta H_t}}, \quad \forall \sigma, t.$$  

(3.27)

The relaxing property implies that when the driving rate of the system is slow compared to the thermalization rate, the system evolves adiabatically along a curve in the space of equilibrium states. To make this precise, we define the driving time scale $t_{dr}$ associated to the driving via

$$\dot{H}_t = \mathcal{O}(1/t_{dr})$$

(3.28)

\(^{10}\)“Homogenous” means that there is no $\int_0^{2\pi} dx u(x) v(x)$ term.

\(^{11}\)For quantum systems weakly coupled to a heat bath, the operator $\mathcal{L}_t$ is the Lindblad operator.
and we assume that time derivatives of all quantities are of order $O(1/t_{dr})$. To reach a given target Hamiltonian, the process will take a total time $t_f$ which is often assumed to be of order of the driving time scale $t_f/t_{dr} = O(1)$. The system is then slowly driven when $t_{dr}$ is much larger than any other time scale in the system (including the thermalization time scale). We call the limit $t_{dr} \to \infty$ the slow-driving limit.

Consider now a system in the slow-driving limit. Under right conditions, slow driving can be viewed as the continuum limit of a discrete process called a step-equilibration process [70, 71] (see also [16–18]). Let the time scale for relaxation to thermal equilibrium (3.27) be $t_{eq}$. In a step-equilibration process, one begins by discretizing its total duration $t_f$ into $N$ steps of duration $\Delta t$ slightly larger than the equilibration time scale $t_{eq}$, with $t_f = N \Delta t$. Then the time-dependence of the Hamiltonian is discretized to a sequence of $N$ Hamiltonians $\{H_i\}_{i=0}^{N-1}$ such that the state of the system $\sigma_i$ evolves in discrete steps. Each driving step begins just after the system has thermalized to equilibrium. Thus, immediately before each step $i$, the system Hamiltonian is $H_i$ and the state of the system is the equilibrium state $\sigma_i = \pi_i = e^{-\beta H_i/\text{Tr}[e^{-\beta H_i}]}$. The stepwise driving is implemented in the following sequence:

1. A step begins with an instantaneous quench $H_i \to H_{i+1}$ while keeping the state fixed.
2. After the quench, the system equilibrates $\sigma_i = \pi_i \to \pi_{i+1}$ to the thermal state of the new Hamiltonian $H_{i+1}$, which is possible since the duration of the step $\Delta t \geq t_{eq}$. During thermalization, the system is governed by the master equation (3.26). Its detailed form is unimportant, as long as the generator $L_t$ satisfies (3.27) and the relaxation happens during $\Delta t$. In the process, the state of the system evolves from an equilibrium state $\pi_i$ to the next $\pi_{i+1}$ in discrete steps and the evolution is due to thermalization from off-equilibrium states prepared by quenches. Assuming the quench is instantaneous, each steps lasts a thermalization time $\Delta t = t_{eq}$. This stepwise evolution appears continuous in the slow-driving limit where the driving time scale $t_{dr}$ is much larger than the equilibration time scale,

$$\lambda \equiv \frac{t_{eq}}{t_{dr}} = O(1/N) \ll 1.$$  \hfill (3.29)

The quasistatic limit where the system would be at equilibrium at all times corresponds to $\lambda \to 0$. In contrast, in the slow-driving limit $\lambda$ is finite but very small. In this continuum limit, the state and Hamiltonian at each step before thermalization and after the quench are relabeled $(\pi_i, H_{i+1}) \to (\sigma_i, H_i)$. If thermalization occurs in time $t_{eq}$, the state after thermalization coincides with an equilibrium state of $H_t$ up to corrections: $\sigma_{t+t_{eq}} = \pi_t + O(\lambda^2)$. This is exactly implemented by approximating the detailed continuum master equation (3.26) in the slow-driving limit $t_{dr} \to \infty$ by a simple form\footnote{Note that in [16], the driving time is identified with the total time $t_{dr} = t_f$ and the equation (3.30) is written using $s \equiv t/t_f$ such that $\dot{\sigma}_s = (1/t_f) \dot{\sigma}_s$, where $\dot{\sigma}_s$ is dimensionless.} that captures the relaxation property [16, 18]

$$\dot{\sigma}_t = \frac{1}{t_{eq}} (\pi_t - \sigma_t).$$  \hfill (3.30)
Due to $\hat{\sigma}_t = \mathcal{O}(1/t^2)$, the solution of (3.30) satisfies the required property
\begin{equation}
\sigma_{t + t_{eq}} = \pi_t + \mathcal{O}(\lambda^2)
\end{equation}
which says that the state of slowly driven system at time $t$ is equal to the equilibrium state at time $t - t_{eq}$. Hence (3.30) is an effective continuum description of the whole discrete step-equilibration process.

It has been argued that the step-equilibration process is automatically realized in nature as an approximate description of slowly driven non-equilibrium systems [9]. In what follows, we will assume that (3.30) provides a good approximate description of a slowly driven open quantum systems coupled to a heat bath and the validity of this approximation is discussed further in section 6.

**Dissipated work in step-equilibration.** Given a Hamiltonian $H_t$ and a state $\sigma_t$ determined by the equation (3.26), the internal energy and the von Neumann entropy of the open quantum system are given by
\begin{equation}
E(t) = \text{Tr}(\sigma_t H_t), \quad S(\sigma_t) = -\text{Tr}(\sigma_t \log \sigma_t).
\end{equation}
During driving, the classical forces performs work on the system and the total average work is
\begin{equation}
W = \int_0^{t_f} dt \text{Tr}(\sigma_t \dot{H}_t).
\end{equation}
At the same time, the system is exchanging heat with its surroundings and the total average heat exchange is given by
\begin{equation}
Q = \int_0^{t_f} dt \text{Tr}(\dot{\sigma}_t H_t).
\end{equation}
These definitions are such that the change in the internal energy of the system obeys the first law of thermodynamics $E(t_f) - E(0) = W + Q$ [128, 129].\footnote{For more physical interpretation of these definitions, see the review [129].} Note that for a closed system, $Q = 0$ due to $\dot{\sigma}_t = i[H_t, \sigma_t]$.

In a similar manner, we define the free energy of the system as
\begin{equation}
F(t) = E(t) - \beta^{-1} S(\sigma_t)
\end{equation}
and the total amount of useful work performed on the system as
\begin{equation}
W_{eq} = F(t_f) - F(0).
\end{equation}
This is the conservative part of the work and does not depend on how the driving is performed, but only on the initial and final state.

On top of $W_{eq}$, the classical force driving the system has to perform extra work, because the system dissipates part of the work so that $W > W_{eq}$. The non-conservative part defines the total amount of dissipated work
\begin{equation}
W_{diss} = W - W_{eq}
\end{equation}
which measures how much of the work performed on the system is dissipated. We get

\[ W_{\text{diss}} = \int_0^{t_f} dt \left[ \beta^{-1} \partial_t S(\sigma_t) - \text{Tr} \left( \dot{\sigma}_t H_t \right) \right] = \int_0^{t_f} dt \left[ \partial_t S(\sigma_t) - \dot{\sigma}_t (\beta^{-1} K_t - H_t) \right] \]  

(3.38)

where \( K_t \) is the modular Hamiltonian defined via

\[ \sigma_t = \frac{e^{-K_t}}{\text{Tr} e^{-K_t}} \]  

(3.39)

and we used the first law of entanglement entropy \( \partial_t S(\sigma_t) = \text{Tr} (\dot{\sigma}_t K_t) \) [42].

Consider now the step-equilibration process (3.30) for which the state \( \sigma_t \) satisfies

\[ \dot{\sigma}_t = \pi_t + O(\lambda/t_{\text{dr}}), \quad \beta^{-1} K_t = H_t - t_{\text{eq}} \dot{H}_t + O(\lambda^2), \]  

(3.40)

that follow from (3.31) and \( \lambda = t_{\text{eq}}/t_{\text{dr}} \). Substituting to (3.38), the dissipation at leading linear order in \( \lambda \) is given by

\[ W_{\text{diss}} = -t_{\text{eq}} \int_0^{t_f} dt \left[ \dot{\pi}_t \dot{H}_t + O(\lambda^2) \right]. \]  

(3.41)

As noticed in [16], this can be written in terms of the BKM metric (3.1). To see this, first note that we can write

\[ G_{\pi_t} (\dot{\pi}_t, \dot{\pi}_t) = -\frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} S(\pi_{t_1} + \lambda_1 \pi_t || \pi_{t_2} + \lambda_2 \pi_t) \bigg|_{\lambda_1=\lambda_2=0} = -\frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} S(\pi_{t_1+\lambda_1} || \pi_{t_2+\lambda_2}) \bigg|_{\lambda_1=\lambda_2=0}. \]  

(3.42)

From (3.16), the relative entropy is explicitly

\[ S(\pi_{t_1+\lambda_1} || \pi_{t_2+\lambda_2}) = \beta \text{Tr} (\pi_{t_1+\lambda_1} H_{t_2+\lambda_2}) + \ldots \]  

(3.43)

where dots denote terms that do not contribute a cross term \( \lambda_1 \lambda_2 \) to the expansion in \( \lambda_1 \) and \( \lambda_2 \). Hence we get

\[ G_{\pi_t} (\dot{\pi}_t, \dot{\pi}_t) = -\beta \text{Tr} (\dot{\pi}_t \dot{H}_t). \]  

(3.44)

As a result, the total dissipated work (3.41) for the process (3.30) at leading order in \( t_{\text{eq}} \) can be written in terms of the BKM metric as

\[ W_{\text{diss}} = \frac{t_{\text{eq}}}{\beta} \int_0^{t_f} dt \left[ G_{\pi_t} (\dot{\pi}_t, \dot{\pi}_t) + O(\lambda^2) \right] \]  

(3.45)

which was first proven in [16].\(^{15}\) Hence, the total dissipation coincides with the action of a point-particle in the space of equilibrium density matrices with the Lagrangian given by the BKM metric at leading order in \( \lambda \ll 1 \). This does not mean that the system remains in equilibrium for all \( t \), but only that the dissipation can be computed in the space of equilibrium states. One can see that the dissipation vanishes \( W_{\text{diss}} \to 0 \) when \( \lambda \to 0 \) as expected for an infinitely slow reversible process.

\(^{14}\)Since each time-derivative is of order \( O(1/t_{\text{dr}}) \), the leading term in \( W_{\text{diss}} \) is of order \( O(\lambda (t_{\text{f}}/t_{\text{dr}})) = O(\lambda) \).

\(^{15}\)In [16] the formula (3.45) is written using the dimensionless time \( s \equiv t/t_{\text{f}} \) so that the leading term is proportional to \( \lambda \) and the integral is performed from \( s = 0 \) to \( s = 1 \).
Dissipation along a Virasoro trajectory. We will now consider a Type II process, a driven CFT in contact with a heat bath, with the CFT Hamiltonian \( H_t \) determined by a trajectory \( f_t \in \text{Diff}_+S^1 \) as

\[
H_t \equiv H_{f_t} = \int_0^{2\pi} dx \frac{T(x)}{f_t'(x)},
\]

(3.46)

where \( T(x) \) is given by (2.9). As a result, when the system is coupled to a heat bath, the family of equilibrium states (3.27) of the system coincides with the Virasoro trajectory

\[
\pi_t = \sigma_{f_t} = \frac{e^{-\beta H_{f_t}}}{\text{Tr} e^{-\beta H_{f_t}}}. \tag{3.47}
\]

In addition, we will assume that the state evolution of the open system is described by the step-equilibration master equation (3.30). This is the more precise statement of Virasoro trajectories again becoming relevant in Type II processes, as alluded to in the Introduction.

Now the dissipation along the Type II process is given by (3.45). Since we have

\[
\dot{\pi}_t = \delta \sigma_{\dot{f}_t}, \tag{3.48}
\]

where \( \delta \sigma_u \) is given by (3.10), the work dissipated (3.45) by the system is given by

\[
W_{\text{diss}} = \frac{\ell_{\text{eq}}}{\beta} \int_0^{t_f} dt \mathcal{G}_{f_t}(\dot{f}_t, \dot{f}_t) + \mathcal{O}(\lambda^2), \tag{3.49}
\]

where the induced BKM metric (3.12) on the space of Virasoro states appears. Explicitly, we get

\[
W_{\text{diss}} = \frac{c_{\text{eq}}}{24\pi} \int_0^{t_f} dt \int_0^{2\pi} d\phi \left[ u_t''(\phi) u_t''(\phi) + \frac{48\pi(T)\beta}{c} u_t'(\phi) u_t'(\phi) \right] + \mathcal{O}(\lambda^2), \tag{3.50}
\]

where \( u_t = \dot{f}_t \circ f_t^{-1} \) is the tangent vector of the curve \( f_t \in \text{Diff}_+S^1 \). This is our main result which writes the work dissipation along a Virasoro trajectory using the BKM metric on \( \text{Diff}_+S^1 \).

An example of a quantum system whose Hamiltonian is given by (3.46) is a two-dimensional CFT coupled to a background spacetime metric. In this case, the Hamiltonian is a sum of the left- and right-moving Virasoro Hamiltonians and the dissipation is also a sum of two terms. Notice, however, that the Hamiltonian (3.46) does not coincide with the Hamiltonian (2.35) studied in section 2.2 which was designed to generate Virasoro states by unitary evolution: the two Hamiltonians (2.35) and (3.46) are realized on constant \( t \) slices of two different metrics.

3.3 Cost, complexity, and optimal processes

There have been previous studies of complexity of CFT states, based on using the Fubini-Study metric to define a cost function. In his original work [130], Nielsen considered several possible choices of a cost function, and outlined general properties that it should satisfy. In our setting, a natural choice of a cost function would be associated with the infinitesimal
length of a segment of a trajectory, computed using the BKM metric. In this case the cost associated with a trajectory would be given by

$$L_{\text{BKM}} = \int_0^{t_f} dt \sqrt{G_{f_\nu}(\dot{f}_\nu, \dot{f}_\nu)}. \quad (3.51)$$

This is also known as the thermodynamic length [16] and it reduces to the classical thermodynamic length [131] defined in terms of the classical Fisher information metric when $[\sigma_t, \dot{\sigma}_t] = 0$.

The BKM complexity between two states can be defined using the distance (3.51) in the BKM metric. The BKM distance between two diffeomorphisms $f$ and $g$ is

$$d_{\text{BKM}}(f, g) = \int_0^1 dt \sqrt{G_{f_\nu}(\dot{f}_\nu, \dot{f}_\nu)} \quad (3.52)$$

where we minimize over all possible paths $(f_t)_{0 \leq t \leq 1}$ from $f_0 = f$ to $f_1 = g$. The BKM complexity between the Virasoro states $\sigma_f$ and $\sigma_g$ is defined as

$$C_{\text{BKM}}(\sigma_f, \sigma_g) = d_{\text{BKM}}(f, g). \quad (3.53)$$

This can be interpreted as the size of the optimal circuit made of Virasoro unitaries that maps the source state $\sigma_f$ to the target state $\sigma_g$. As a result, optimal circuits correspond to geodesics in the BKM geometry.

We can also define another quantity: the BKM action as the point particle action of a trajectory

$$S_{\text{BKM}} = \frac{1}{2} \int_0^{t_f} dt \sqrt{G_{f_\nu}(\dot{f}_\nu, \dot{f}_\nu)}. \quad (3.54)$$

This quantity is natural as it has a physical interpretation in terms of dissipated work (3.49), when the trajectory is associated with slow driving of an open system. As minimizing both the actions (3.51) and (3.54) give rise to the same geodesic equation, the optimal circuits are also those that dissipate least when realized as step-equilibration processes.

An analogous notion of complexity have been considered in this context in [69, 116], there based on the Fubini-Study distance. The advantage of information geometry is that it gives an unambiguous metric and does not rely on some arbitrary cost function. In distinction to previous work, here we are interested in non-equilibrium physics of driven systems, and connections to quantum thermodynamics, so we are investigating mixed states for which the BKM metric gives a natural information geometry and a physical motivation for complexity.

### 3.4 Connections to Euler-Arnold theory and optimal transport

Information geometry of Virasoro states and the BKM information metric are closely related to various results in the literature. Here we outline their connection to Euler-Arnold theory and classical information geometry.
Geodesic equation of the BKM metric. The geodesic equation of the BKM metric is a special case of a general Euler-Arnold equation [79, 80] (see [132] for a review). We start by defining an inner product on $T_f \text{Diff}_+ S^1$ by the formula

$$\langle u, v \rangle_f \equiv \int_0^{2\pi} dx f'(x) u(x) v(x)$$

(3.55)

where $u, v \in T_f \text{Diff}_+ S^1$ and it is right-invariant $\langle u \circ g, v \circ g \rangle_{f \circ g} = \langle u, v \rangle_f$ by definition. In terms of the inner product, the BKM metric (3.24) is given by

$$G_f(u, v) = \langle u, A_f v \rangle_f = \int_0^{2\pi} dx f'(x) u(x) (A_f v)(x)$$

(3.56)

where the operator $A_f$ is the inertia operator of the BKM metric which at the identity becomes

$$(A_{id} v)(x) = \frac{c\beta}{24\pi} \partial_x^2 \left( \partial_x^2 + \frac{48\pi (T)_{id}}{c} \right) v(x). \quad (3.57)$$

If the operator $A_f$ has suitable analytic properties [133], the Euler-Arnold theory writes geodesics of the metric (3.56) as flow lines of a Hamiltonian as explained originally in [79]. If $A_{id}$ is invertible and commutes with $\partial_x$ (which is clearly true for the BKM metric), the geodesic equation can be written as a first-order flow equation known as the Euler-Arnold equation [133, 134]

$$A_{id} (\partial_t u_t) + u_t \partial_x (A_{id} u_t) + 2 (A_{id} u_t) (\partial_x u_t) = 0,$$

(3.58)

where $u_t = f_t \circ f_t^{-1}$. Using (3.57), the geodesic equation of the BKM metric can be obtained explicitly.

Hunter-Saxton limit. The BKM metric simplifies in the Cardy limit $\beta \to 0$ where the stress tensor expectation value $\langle T \rangle_{\beta}$ in a thermal state takes a universal form due to modular invariance (2.70) of the CFT. In this limit, the BKM metric (3.24) is at leading order

$$G_{id}(u, v) = \frac{\pi c}{6\beta} \int_0^{2\pi} dx u'(x) v'(x),$$

(3.59)

the inertia operator $A_{id} = \frac{\pi c}{6\beta} \partial_x^2$ and the geodesic equation

$$u''_t + 2u'_t u'''_t + u_t u''_t = 0 \quad (3.60)$$

with $u_t = f_t \circ f_t^{-1}$ is the Hunter-Saxton equation [88, 89] which was originally investigated in the context of modeling orientation waves in nematic liquid crystals [86]. The Hunter-Saxton equation is, together with the Korteweg-de Vries and Camassa-Holm equations, among three special flows on the Virasoro group that are completely integrable [87].

Quantum information geometry in a CFT as a classical information geometry. In the Cardy limit, the BKM quantum information geometry in CFT maps to the classical information geometry in a classical statistical manifold, investigated in [88, 89, 135]. Let us
review some discussion therein. Consider the statistical manifold of probability densities in $S^1$,

$$\text{Dens} S^1 = \left\{ \frac{df}{2\pi} \equiv f'(x) \frac{dx}{2\pi} \mid f'(x) > 0, \int_{S^1} \frac{df}{2\pi} = 1 \right\}. \quad (3.61)$$

With the projection $\pi: \text{Diff}_+ S^1 \to \text{Dens} S^1$, $f(x) \mapsto f'(x)$ one can show that the space of densities $\text{Dens} S^1 = \text{Diff}_+ S^1 / U(1)$. Importantly, this establishes a correspondence between our original quantum statistical manifold in a CFT, the Virasoro orbit of Virasoro states, and the classical statistical manifold, with

$$\{ \sigma_f = V_{\beta} \sigma_f V_{\beta}^\dagger \} = \text{Vir}_\beta = \text{Diff}_+ S^1 / U(1) = \text{Dens} S^1. \quad (3.62)$$

Note that a Virasoro state $\sigma_f$ corresponds to a classical probability density function $f'(x)$, properly unit normalized with respect to the measure $dx/(2\pi)$. Further, we can use this correspondence and results of [88, 89, 135] to characterize the geometry of $\text{Vir}_\beta$ with the BKM metric (3.59) (in the Cardy limit), as follows. The map $\Phi: f \mapsto h = \sqrt{f'}$ defines an isometry from $\text{Dens} S^1 = \text{Diff}_+ S^1 / U(1)$ with a $\hat{H}_1$-metric to an open subset of the infinite-dimensional sphere

$$S_r^\infty = \left\{ h \in L^2 \left( S^1, \frac{dx}{2\pi} \right) \mid \int_0^{2\pi} \frac{dx}{2\pi} h(x)^2 = r^2 \right\} \subset L^2 \left( S^1, \frac{dx}{2\pi} \right) \quad (3.63)$$

of radius $r = 1$ with the standard $L^2$ metric. The isometry is shown by computing that the $L^2$ metric on the sphere induces the metric

$$\langle\langle u \circ f, v \circ f \rangle\rangle = \frac{1}{4} \int_0^{2\pi} \frac{dx}{2\pi} u'(x) v'(x) \quad (3.64)$$

in $T_f \text{Diff}_+ S^1$ — the $\hat{H}_1$-metric in $\text{Diff}_+ S^1$. Rescaling the metric (3.64), such that the prefactor $1/4 \mapsto b > 0$, leads to an isometry to the sphere $S_r^\infty$ of radius $r = 2\sqrt{b}$.

One can now compute Riemannian distances between two Virasoro states $\sigma_f, \sigma_g$ in $\text{Vir}_\beta$ equipped with the BKM metric (3.59) using the result for the distance between probability measures $df, dg$ in the $\hat{H}_1$-metric. By the isometry, geodesic distance in the $\hat{H}_1$-metric corresponds to the geodesic distance in $S_r^\infty$ along an arc of a great circle of radius $r$. Computing the length of the arc gives the result

$$\text{dist}(df, dg) = r \arccos \left( \frac{1}{r^2} \int_0^{2\pi} dx \sqrt{f'(x) g'(x)} \right). \quad (3.65)$$

With the prefactor $b = \pi^2 c/(3\beta)$ in (3.59), $r = \sqrt{4\pi^2 c/(3\beta)}$, we get the BKM distance

$$\text{dist}_{\text{BKM}}(\sigma_f, \sigma_g) = \sqrt{\frac{4\pi^2 c}{3\beta}} \arccos \left( \frac{3\beta}{4\pi^2 c} \int_0^{2\pi} dx \sqrt{f'(x) g'(x)} \right). \quad (3.66)$$

One can also compute the diameter of the Virasoro orbit $\text{Vir}_\beta$, defined as

$$\text{diam}_{\text{BKM}}(\text{Vir}_\beta) \equiv \sup \{ \text{dist}_{\text{BKM}}(\sigma_f, \sigma_g) \mid \sigma_f, \sigma_g \in \text{Vir}_\beta \} \quad (3.67)$$
with the result

$$\text{diam}_{\text{BKM}}(\text{Vir}_\beta) = \sqrt{\frac{4\pi^3 c}{3\beta}}.$$ \hspace{1cm} (3.68)

In particular, this means that the quantum information distance, computed by the BKM metric in a Virasoro orbit, reduces to a classical information distance: the distance (3.65) is the \textit{spherical Hellinger distance} in the statistical manifold $\text{Dens} S^1$. The square of the Hellinger distance of probability density functions $p, q$ on a manifold $M$ with measure $d\mu$ with the normalization so that $M$ has measure $\mu(M) = 1$ is defined as

$$\text{dist}_{\text{Hel}}^2(p, q) \equiv \int_M d\mu (\sqrt{p} - \sqrt{q})^2$$ \hspace{1cm} (3.69)

which can be expanded as

$$\text{dist}_{\text{Hel}}^2(p, q) = 2(1 - \text{BC}(p, q))$$ \hspace{1cm} (3.70)

where $\text{BC}(p, q)$ is the Bhattacharyya coefficient, measuring the overlap of the probability distributions $p, q$, which can be used to define an angle $\alpha$ as

$$\text{BC}(p, q) \equiv \int_M d\mu \sqrt{pq} \equiv \cos \alpha.$$ \hspace{1cm} (3.71)

The spherical Hellinger distance (3.65) is this angle $\alpha$, adjusting for the scale factors and the radius $r$. Note also that in quantum information theory the counterpart of the Bhattacharyya coefficient is the fidelity, and the counterpart of spherical Hellinger distance is the fidelity metric. Thus the Cardy limit BKM distance (3.66) may be thought as the fidelity metric in $\text{Vir}_\beta$.

Optimal transport theory in statistics studies converting a probability distribution to another probability distribution with minimal cost, taken to be the distance of the distributions in some information metric. For slowly driven CFTs in contact with a heat bath, we have shown that optimal processes with minimal dissipation correspond to geodesics in the BKM metric. In the Cardy limit, the optimal processes in CFT can now be interpreted as optimal transport in $\text{Dens} S^1$ with respect to the spherical Hellinger distance, and can be written explicitly using the known form of the geodesics [88, 89]. For example, the path $f_t$ corresponding to the geodesic starting at the identity and with tangent $u_0 \in T_{\text{Id}} M$ can be determined from

$$f'_t(x) = \left(\cos t + \frac{1}{2} \sin t \ u'_0(x)\right)^2.$$ \hspace{1cm} (3.72)

In conclusion, for slowly driven CFTs there exists a mathematical framework relating trajectories to solutions of Euler-Arnold equations of Sobolev $\dot{H}^2$ metrics in $\text{Dens} S^1$. In the Cardy limit, where the $\dot{H}^2$ metric reduces to the $\dot{H}^1$ metric, rigorous results and explicit solutions are available. An open problem for future work is to extend the rigorous analysis from Sobolev $\dot{H}^1$ metric to Sobolev $\dot{H}^2$ metrics in $\text{Dens} S^1$, if possible. Solutions for the geodesics allow one to substitute them back to the driving Hamiltonian, and thus construct optimal\footnote{Optimal in the sense of minimizing dissipated work in a Type II process, and minimizing circuit complexity in a Type I process.} driving of a CFT in Type I and II processes. If such solutions would be available in the $\dot{H}^2$ case, optimal processes could be found for arbitrary finite temperature.
3.5 Comments on Virasoro states on the infinite line

In previous sections, we considered Virasoro states on the circle $S^1$, but they can also be defined on the infinite line $\mathbb{R}$. This corresponds to a CFT on Minkowski space $\mathbb{R}^{1,1}$ which has $\mathbb{R}$ as its space-like slices. Since $\mathbb{R}^{1,1}$ can be embedded into the Lorentzian cylinder $\mathbb{R} \times S^1$ by a conformal map [121], Virasoro states on $\mathbb{R}$ behave in the same way as on $S^1$.

For simplicity, we will consider the flat metric on $S^1 \times \mathbb{R}$. Denoting light-ray coordinates on $\mathbb{R}^{1,1}$ by $x^\pm \in \mathbb{R}$, the embedding is given by $x^\pm = D^{-1}(x^\pm)$ where $D: (-\pi, \pi) \to \mathbb{R}$ is the map [121]

$$D(x) = \tan \frac{x}{2}, \quad (3.73)$$

The Minkowski space stress tensor is $\Theta_{ab}$ whose components in $x^\pm$ coordinates are $\Theta_{-\cdot}(X^-) = \Theta(X^-) \otimes 1$ and $\Theta_{+\cdot}(X^+) = 1 \otimes \Theta(-X^\pm)$ where [121]

$$\Theta(X) \equiv (D^{-1})'(X)^2 T(D^{-1}(y)) + \frac{c}{24\pi} \{ D^{-1}(X), X \} \quad (3.74)$$

with $T(x)$ defined in (2.9). Virasoro states on the infinite line are then defined as

$$\sigma_h = e^{\frac{c}{12} H_h} \frac{1}{1+e^{-\beta H_h}}, \quad H_h = \int_{-\infty}^{\infty} dX \frac{\Theta(X)}{h'(X)}, \quad (3.75)$$

where now $h \in \text{Diff}_+ \mathbb{R}$.

The projective representation $V_f$ of $\text{Diff}_+ S^1$ can be lifted to a projective representation $V_h$ of $\text{Diff}_+ \mathbb{R}$ using the map (3.73) as $h = D \circ f \circ D^{-1}$. However, this is only valid when $f \in \text{Diff}_+ S^1$ belongs to a subgroup of diffeomorphisms that keep a point on the circle fixed $f(\pm \pi) = \pm \pi$ so that infinity on the infinite line is kept fixed $h(\pm \infty) = \pm \infty$. There are further conditions which will be left for future work. The adjoint action on the stress tensor generalizes in exactly the same way [136, 137]

$$V_h \Theta(X) V_h^\dagger = h'(X)^2 \Theta(h(X)) - \frac{c}{24\pi} \{ h(X), X \}, \quad (3.76)$$

Virasoro unitaries $V_h$ are now exponentials of $\Theta(X)$ integrated over $\mathbb{R}$ and the Virasoro orbit on $\mathbb{R}$ is obtained as on the circle $V_h \sigma_h V_h^\dagger = \sigma_\beta$. Because of this, the formula for relative entropy on the circle (3.22) can be extended to $\mathbb{R}$. The von Neumann entropy contribution to relative entropy vanishes again due to unitary invariance and the result is

$$S(\sigma_{h_2} \| \sigma_{h_1}) = \frac{c\beta}{24\pi} \int_{-\infty}^{\infty} dX \left[ (\mathcal{F}'(X)^2 - 1) \frac{2\pi^2}{\beta^2} - \{ \mathcal{F}(X), X \} \right] \quad (3.77)$$

where $\mathcal{F} = h_2 \circ h_1^{-1} \in \text{Diff}_+ \mathbb{R}$ and we used that on the infinite line the stress tensor expectation value in the thermal state is universal $\langle \Theta(X) \rangle_\beta = \frac{c\pi}{12\beta^2}$. We can further simplify the expression to

$$S(\sigma_{h_2} \| \sigma_{h_1}) = \frac{c\beta}{48\pi} \int_{-\infty}^{\infty} dX \left[ (\mathcal{F}''(X))^2 + \frac{4\pi^2}{\beta^2} (\mathcal{F}'(X)^2 - 1) \right] \quad (3.78)$$

where we used $\mathcal{F}''(\pm \infty) = 0$ to cancel the total derivative term in the Schwarzian.

---
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These results for Virasoro states on $\mathbb{R}$ are related to the relative entropy of reduced density matrices of the semi-infinite line $(0, \infty) \subset \mathbb{R}$ in global pure states as studied in [138, 139]. They considered reduced density matrices

$$
\rho = \text{Tr}_{(-\infty, 0)}|0\rangle\langle 0|, \quad \rho' = \text{Tr}_{(-\infty, 0)}|u\rangle\langle u|, \quad |u\rangle \equiv \exp \left( i \int_{0}^{\infty} dy u(y) \Theta(y) \right)|0\rangle, \quad (3.79)
$$

where $u(y)$ is the component of a smooth vector field on $\mathbb{R}$ that satisfies $u(0) = 0$. The resulting relative entropy is given by [138]

$$
S(\rho'\|\rho) = \frac{e}{24} \int_{-\infty}^{\infty} dX \left[ \left( \frac{\varphi''(X)}{\varphi'(X)} \right)^2 + \varphi'(X)^2 - 1 \right] \quad (3.80)
$$

where the diffeomorphism $\varphi \in \text{Diff}_+\mathbb{R}$ is given by $\varphi(X) = \log \theta_1(e^X)$ where $\theta_1(y)$ is the solution of the equation $\dot{\theta}_s = u \circ \theta_s$ at $s = 1$ and $X = \log y \in \mathbb{R}$ when $y \in (0, \infty)$.

We see that (3.80) is equal to (3.78) after setting $h_1 = \text{id}$, $h_2 = \varphi$ and $\beta = 2\pi$. Hence it appears that the reduced density matrices are equal to Virasoro states as $\rho' = \sigma_\beta$ and $\rho = \sigma_\beta$ when $\beta = 2\pi$. Indeed, the thermal state $\sigma_\beta$ with $\beta = 2\pi$ on $\mathbb{R}$ can be identified with the reduced density matrix of the semi-infinite line $(0, \infty) \subset \mathbb{R}$ in the vacuum state $|0\rangle$ [140]. A similar relation appears to hold for a generic Virasoro state: $\sigma_\beta$ with $\beta = 2\pi$ on $\mathbb{R}$ is the reduced density matrix of a global pure state $|u\rangle \equiv V_\beta|0\rangle$ where $V_\beta$ is a Virasoro unitary with $g = \text{id}$ on $(-\infty, 0)$. This would give a state understanding for the modular Hamiltonians studied in [141].

As in the case of the circle, non-negativity of (3.78) is not immediately clear and is sensitive to boundary conditions at $\pm \infty$. A simple check is to expand (3.78) in $\mathcal{F}(X) = X + \lambda u(X)$ which should not include a term linear in $\lambda \to 0$ when non-negativity is satisfied. It turns out that the expansion of (3.78) contains a total derivative term leading to

$$
S(\sigma_{h_2}\|\sigma_{h_1}) = \frac{c \pi}{6 \beta} \lambda (u(\infty) - u(-\infty)) + O(\lambda^2), \quad (3.81)
$$

which implies a violation of non-negativity when $u(\infty) - u(-\infty) \neq 0$ (understood as a limit). We claim that the solution to this problem is that the change of von Neumann entropy $S(\sigma_{h_2}) - S(\sigma_{h_1}) \neq 0$ in (3.16) no longer vanishes when $\mathcal{F}(\infty) - \mathcal{F}(-\infty) \neq 0$. Hence we have to add the change in entropy to (3.78) which cancels the linear term in (3.81) as expected by the entanglement first law. This of course requires that $\sigma_{h_1,2}$ are no longer unitarily related. A more detailed investigation of these subtleties associated with boundary conditions is left for future work.

### 4 Möbius processes and hyperbolic geometry

The SL(2, $\mathbb{R}$) subgroup of Diff$_+S^1$ gives a subset of the Virasoro states which we will refer to as Möbius states. They are given as Gibbs states of the form

$$
\sigma_f = \frac{e^{-\beta H_f}}{\text{Tr} e^{-\beta H_f}}, \quad H_f = \cosh \rho L_0 + \frac{1}{2} \sinh \rho \left( e^{-i\chi} L_1 + e^{i\chi} L_{-1} \right), \quad (4.1)
$$
where \((\rho, \chi)\) are coordinates on the space of Möbius states that parametrize diffeomorphisms \(f = f(\rho, \chi)\) in \(SL(2, \mathbb{R})\) (or more precisely, its universal cover). The space of Möbius states is the unit disk \(SL(2, \mathbb{R})/U(1) = \mathbb{D} \subset \mathbb{C}\) with a complex coordinate \(z = e^{i\chi} \tanh(\frac{1}{2} \rho)\) in the parametrization (4.1). In this section, we will show that the BKM geometry corresponds to a hyperbolic metric on this disk

\[
\mathbb{D} = \{ z \in \mathbb{C} \mid |z| < 1 \}, \quad ds_{\text{BKM}}^2 = \frac{4dz^2}{(1-|z|^2)^2} = d\rho^2 + \sinh^2 \rho d\chi^2, \quad (4.2)
\]

where \(ds_{\text{BKM}}^2\) is the BKM information metric on the space of Möbius states. The BKM geometry is the space of possible Möbius states \(\sigma(z) = \sigma_f\) and it is in one-to-one correspondence with points \(z \in \mathbb{D}\) of the unit disk. As a result, Möbius trajectories are continuous curves on the disk.

In this section, we will focus on Type I Möbius processes that are obtained by starting with the thermal state and evolving unitarily with a time-dependent \(SL(2, \mathbb{R})\) Hamiltonian

\[
H_t = c_0(t) L_0 + c_1(t) L_1 + c_{-1}(t) L_{-1}. \quad (4.3)
\]

Periodic driving with such Hamiltonians was considered in the context of Floquet CFT [62, 91, 93, 99]. For such periodic processes, the dynamics is controlled by the iteration of a Möbius transformation on the disk and the asymptotic behavior of the trajectory under iteration gives the distinction between heating and non-heating phases. These two phases are illustrated in figure 3 on the unit disk in a periodic two-step process. Using the BKM metric, we can define information-geometric quantities, such as a cost, state complexity and the BKM action. A summary of the quantities we consider is given in table 1.

The BKM geometry also provides a framework for investigations of ergodicity. It gives a quantum counterpart of the classical phase with a Möbius invariant metric. The resulting measure is suitable to study questions of ergodicity as it is invariant under the Möbius driving. In the non-heating phase, ergodicity is determined by whether the process angle \(\theta\) is a rational multiple of \(\pi\), see figure 4.

Two-dimensional CFTs describe critical quantum many-body systems and it should be possible to realize or simulate driving Hamiltonians (4.3) in the future [142, 143]. Periodic driving is one of the basic protocols to study non-equilibrium systems and leads to many interesting phenomena [1, 144–150]. The BKM geometry gives a powerful tool to solve and study these periodic processes.

---

17So far we have been discussing deforming the Hamiltonian \(H_t\) with a one-parameter-family of diffeomorphisms. To make contact with work on the Floquet CFTs, we now consider a parametrization where the diffeomorphism that is applied to the Hamiltonian is alternated abruptly, for example to achieve a periodic exchange between two Hamiltonians \(H_1, H_2\) that drive a system for constant times \(T_1, T_2\). This stepwise parametrization could be smeared a bit to again achieve a smooth parametrization as in our previous discussion.
4.1 Information geometry of Möbius states

The Möbius states are the Virasoro states obtained by acting with an SL(2, R) transformation on the thermal state

\[ \sigma_f = V_F \sigma_\beta V_F^\dagger = \frac{e^{-\beta H_f}}{Tr e^{-\beta H_f}}, \quad H_f = \int_0^{2\pi} dx \frac{T(x)}{f'(x)}, \quad (4.4) \]

where \( V_F \) is a Virasoro unitary with \( F = f^{-1} \) in the \( \widetilde{SL}(2, \mathbb{R}) \) subgroup of \( \widetilde{Diff}_+ S^1 \). The corresponding Möbius Hamiltonians are of the form

\[ H_f = b_0 L_0 + b_+ L_+ + b_- L_- \quad (4.5) \]

where we define \( L_+ = \frac{1}{2}(L_1 + L_{-1}) \) and \( L_- = \frac{1}{2}(L_1 - L_{-1}) \). Note that this could be easily generalized to other \( SL(2, \mathbb{R}) \) subgroups generated by \( L_n, L_{-n} \) and \( L_0 + c(n^2 - 1)/24 \), see for example [115]. The thermal state \( \sigma_\beta \) corresponds to \( H_{id} = L_0 \). As the \( SL(2, \mathbb{R}) \) action preserves the Casimir, we see that all Möbius states satisfy

\[ C^{(2)} = -b_0^2 + b_+^2 + b_-^2 = -1. \quad (4.6) \]

As a result, we can parametrize

\[ b_0 = \cosh \rho, \quad b_+ = \sinh \rho \cos \chi, \quad b_- = \sinh \rho \sin \chi, \quad (4.7) \]

and we see that Möbius states (and Hamiltonians) are in one-to-one correspondence with a point \((\rho, \chi)\) such that \( \rho > 0 \) and \( \chi \sim \chi + 2\pi \). Introducing the complex coordinate \( z = e^{i\chi} \tanh(\frac{1}{2} \rho) \) we obtain the open unit disk in the complex plane

\[ \mathbb{D} = \{ z \in \mathbb{C} \mid |z| < 1 \}, \quad (4.8) \]

and the space of Möbius states is in one-to-one correspondence with \( \mathbb{D} \). The diffeomorphism \( f_z \) preparing a Möbius state from the thermal state \( \sigma_\beta = \sigma(0) \),

\[ \sigma(z) \equiv \sigma_{f_z} = V_{f_z} \sigma_\beta V_{f_z}^\dagger, \quad (4.9) \]

corresponding to the point \( z \in \mathbb{D} \) takes the form

\[ f_z(x) = 2 \arctan \left( e^{\rho} \tan \left( \frac{1}{2} (x - \chi) \right) \right), \quad (4.10) \]

and \( F_z = f_z^{-1} \). We can verify that this gives the Möbius Hamiltonian (4.5) in the parametrization (4.7) due to

\[ \frac{1}{f_z'(x)} = \cosh \rho - \cos(x - \chi) \sinh \rho. \quad (4.11) \]

**Unitary Möbius action.** The unitary operator representing an element \( M \in SU(1, 1) \cong SL(2, \mathbb{R}) \) is defined as

\[ U_M \equiv V_{F_M} \quad (4.12) \]

which is the Virasoro unitary for the diffeomorphism \( F_M \) defined from

\[ e^{iF_M(\phi)} = \frac{\alpha e^{i\phi} + \beta}{\beta^* e^{i\phi} + \alpha^*}, \quad M = \left( \begin{array}{cc} \alpha & \beta \\ \beta^* & \alpha^* \end{array} \right) \in SU(1, 1). \quad (4.13) \]
Applying the Möbius action by the unitary (4.12) to a generic Möbius state (4.9) gives another Möbius state obtained by acting with $F_M \circ F_z$ on the thermal state $\sigma(0)$. As a result we have

$$U_M \sigma(z) U_M^\dagger = \sigma(Mz)$$

which is the state corresponding to the Möbius-transformed point

$$Mz = \frac{\alpha z + \beta}{\beta z + \alpha^*}. \quad (4.15)$$

The Type I Möbius process obtained by a time-dependent driving Hamiltonian will thus reduce to a succession of Möbius transformations on the disk $\mathbb{D}$.

**Information metric.** The BKM metric (3.15) at a point $f_z \in \text{SL}(2, \mathbb{R}) \subset \tilde{\text{Diff}}_+ S^1$ takes the form

$$ds^2_{\text{BKM}} = G_{ij}(dv_z, dv_z) = \frac{c\beta}{24\pi} \int_0^{2\pi} dx \left( dv_z''(x)^2 + \gamma dv_z'(x)^2 \right), \quad (4.16)$$

where $\gamma = 48\pi \langle T \rangle / c$ and we have defined the 1-form

$$dv_z = df_z \circ f_z^{-1} = (\partial_{\rho} f_z \circ f_z^{-1}) d\rho + (\partial_{\chi} f_z \circ f_z^{-1}) d\chi. \quad (4.17)$$

Using the expression (4.10) for $f_z$, we obtain the metric

$$ds^2_{\text{BKM}} = \frac{c\beta}{24} (\gamma + 1) (d\rho^2 + \sinh^2 \rho d\chi^2) = \frac{c\beta}{24} (\gamma + 1) \frac{4 dz d\bar{z}}{(1 - |z|^2)^2} \quad (4.18)$$

with $|z| < 1$. We see that up to a multiplicative prefactor, the BKM metric on Möbius states is the hyperbolic metric on the unit disk. For simplicity of the presentation, we will often ignore this prefactor in the computations below. The prefactor is easily reinstated by multiplying each distance by $\sqrt{\frac{c\beta}{24} (\gamma + 1)}$ which can be viewed as the natural unit of length in which to measure BKM distances.

### 4.2 Möbius processes from Floquet driving

In this section, we consider Möbius trajectories of the form

$$\sigma_t = \sigma(z_t) \equiv \sigma_{f_{z_t}} \quad (4.19)$$

where the time-dependent diffeomorphism $f_{z_t}$ is given by (4.10). This trajectory corresponds to curve $t \mapsto z_t$ on the hyperbolic disk.

We assume that the trajectory (4.19) is realized by unitary evolution of the initial state with a time-dependent Hamiltonian which is a Type I Möbius process. Our interest is on periodic Möbius processes where the driving Möbius Hamiltonian (4.3) is periodic in time (also known as Floquet driving). We focus on periodic two- and multi-step processes where the driving Hamiltonian is time-independent except at discrete points (end-points of the steps) where it changes instantaneously. Such multi-step processes give trajectories which have discontinuous first derivatives in time.
As explained in section 2.2, this is equivalent to putting the CFT on a cylinder with a time-dependent metric given, up to a Weyl factor, as
\[ ds^2 = (d\phi + \nu dt)(d\phi + \nu dt) \] (4.20)
where, for Möbius trajectories \((\rho_t, \chi_t)\) and \((\tilde{\rho}_t, \tilde{\chi}_t)\) in the left and right-moving sector, we have explicitly using (2.32) and (4.10):
\[
\nu(t, \phi) = (\cosh \rho_t + \cos \phi \sinh \rho_t) \dot{\chi}_t - \sin \phi \dot{\rho}_t, \\
\nu(t, \tilde{\phi}) = (\cosh \tilde{\rho}_t + \cos \phi \sinh \tilde{\rho}_t) \tilde{\chi}_t - \sin \phi \dot{\tilde{\rho}}_t.
\] (4.21)

Multi-step processes correspond to discontinuous metrics where the discontinuities can be viewed as idealized quenches.

4.2.1 Two-dimensional representation

Consider a periodic process where each period corresponds to the application of a unitary \(U_M\) where \(M \in SU(1,1)\) is the Möbius transformation representing \(U_M\). From the representation (4.14), we see that the action of \(U_M\) on \(\sigma(z_0)\) is the Möbius action of \(M\) on \(z_0\). As a result, the system after \(n\) periods is at the point
\[ z_{nT} = M^n z_0 \] (4.22)
where \(T\) is the duration of a period. Hence the process corresponds to iterations of the Möbius transformation \(M\). When the matrix \(M\) implementing one period takes the form of a product \(M = M_m \cdots M_1\) with \(M_i \in SU(1,1)\), the process is an \(m\)-step process.

The matrix \(M \in SU(1,1)\) can be obtained from the operator \(U_M\) using the two-dimensional representation of the \(SL(2,\mathbb{R})\) algebra, where we represent
\[
L_0 = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad L_1 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad L_{-1} = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix},
\] (4.23)
which satisfies the usual commutation relations. This representation allows us to translate CFT unitary \(SL(2,\mathbb{R})\) operators in terms of two-dimensional matrices in \(SU(1,1)\) which are the Möbius transformations (4.15) that preserve the unit disk. The fact that disk preserving Möbius transformations must be in \(SU(1,1)\) follows from the fact that they also preserve the unit circle \(\partial \mathbb{D}\). Note that the group \(SU(1,1)\) is isomorphic to \(SL(2,\mathbb{R})\).

For future reference, we record the expression of the Möbius Hamiltonian associated to the point \(z = e^{i\chi} \tanh(\frac{q}{2} \rho) \in \mathbb{D}^\cdot\):
\[
H_z = \cosh \rho L_0 + \frac{1}{2} \sinh \rho \left( e^{-i\chi} L_1 + e^{i\chi} L_{-1} \right)
= \frac{1}{2(1 - |z|^2)} \left( (1 + |z|^2) L_0 + 2z L_1 + 2z^* L_{-1} \right).
\] (4.24)

Its two-dimensional representation as a \(SU(1,1)\) matrix is given by
\[
H_z = \frac{1}{2(1 - |z|^2)} \begin{pmatrix} 1 + |z|^2 & -2z \\ 2z^* & -1 - |z|^2 \end{pmatrix} = \frac{1}{2} \begin{pmatrix} \cosh \rho & -e^{i\chi} \sinh \rho \\ e^{-i\chi} \sinh \rho & -\cosh \rho \end{pmatrix},
\] (4.25)
Figure 1. Two-step driving. We alternate between the Hamiltonian $H_1$ for a time $T_1$ and the Hamiltonian $H_2$ for a time $T_2$.

which satisfies

$$\text{Tr } H_z = 0, \quad \det H_z = -\frac{1}{4} \quad \text{(4.26)}$$

where the trace and determinant are taken in the two-dimensional matrix representation of SU$(1, 1)$. It is also useful to note that the hyperbolic distance $d(z_1, z_2)$ between two points $z_1, z_2 \in \mathbb{D}$ takes the form \[151\]

\[\cosh d(z_1, z_2) = \cos \rho_1 \cosh \rho_2 - \cos(\chi_1 - \chi_2) \sin \rho_1 \sin \rho_2 \quad \text{(4.27)}\]

\[= 1 + 2 \left| z_1 - z_2 \right|^2 \left( 1 - \left| z_1 \right|^2 \left( 1 - \left| z_2 \right|^2 \right) \right), \quad \text{(4.28)}\]

4.2.2 Floquet driving with a two-step process

Throughout this section, we will illustrate our results using the simple example of a two-step process, which was also considered in \[97\]. We take the Hamiltonian $H_1$ for a time $T_1$ and $H_2$ for a time $T_2$ where we define

$$H_1 = \cosh \lambda_1 L_0 + \sinh \lambda_1 L_+, \quad H_2 = L_0. \quad \text{(4.29)}$$

The process then corresponds to the periodic iteration of $M = M_2 M_1$ where $M_1 = e^{iT_1 H_1}$ and $M_2 = e^{iT_2 H_2}$. We have explicitly

$$M_1 = \begin{pmatrix} 
\cos \left( \frac{1}{2} T_1 \right) + i \cosh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) & -i \sinh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) \\
\sinh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) & \cos \left( \frac{1}{2} T_1 \right) - i \cosh \lambda_1 \sin \left( \frac{1}{2} T_1 \right)
\end{pmatrix}, \quad \text{(4.30)}$$

$$M_2 = \begin{pmatrix} 
e^{iT_2/2} & 0 \\
0 & e^{-iT_2/2}
\end{pmatrix}, \quad \text{(4.31)}$$

and the two-step Möbius transformation takes the form

$$M = M_2 M_1$$

$$= \begin{pmatrix} 
e^{iT_2/2} \left( \cos \left( \frac{1}{2} T_1 \right) + i \cosh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) \right) & -i e^{iT_2/2} \sinh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) \\
i e^{-iT_2/2} \sinh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) & e^{-iT_2/2} \left( \cos \left( \frac{1}{2} T_1 \right) - i \cosh \lambda_1 \sin \left( \frac{1}{2} T_1 \right) \right)
\end{pmatrix}. \quad \text{(4.32)}$$

To any Möbius Hamiltonian $H_k$, we can associate a point $u_k \in \mathbb{D}$. In hyperbolic coordinates $(\lambda_k, \chi_k)$, we have $u_k = e^{\chi_k \text{tanh} \left( \frac{1}{2} \lambda_k \right)}$ and the Hamiltonian is

$$H_k = \cosh \lambda_k L_0 + \sinh \lambda_k \left( \cos \chi_k L_+ + \sin \chi_k L_- \right). \quad \text{(4.33)}$$
The points associated to (4.29) are respectively

\[ u_1 = \tanh(\frac{1}{2}\lambda_1), \quad u_2 = 0. \tag{4.34} \]

Each step is of the form \( M_k = e^{iT_k H_k} \) so we see that \( M_k \) is an anti-clockwise rotation by an angle \( T_k \) about the point \( u_k \). This is clear from \( \text{SL}(2,\mathbb{R}) \) representation theory. The Hamiltonian \( H_k \) is obtained by an \( \text{SL}(2,\mathbb{R}) \) adjoint action on \( L_0 \) which corresponds to a Möbius transformation that maps the origin to the point \( u_k \). Since \( e^{iT_k L_0} \) is a rotation around the origin by an angle \( T_k \), we see that \( e^{iT_k H_k} \) is a rotation around \( u_k \) by the same angle.

### 4.3 Phases of periodic Möbius processes

We will now move on to study the late time \( n \to \infty \) behaviour of the process (4.22) obtained by iterating a Möbius transformation \( M \). At late times, there are different possible behaviors depending on the type of Möbius transformation that we iterate, elliptic, parabolic or hyperbolic [151]. We then have two possible phases [62, 91, 99]:

- \(|\text{Tr} M| < 2\): \( M \) is elliptic corresponding to the non-heating phase,
- \(|\text{Tr} M| > 2\): \( M \) is hyperbolic corresponding to the heating phase,
- \(|\text{Tr} M| = 2\): \( M \) is parabolic corresponding to the phase transition.

For the two-step example we have explicitly

\[ \text{Tr} M = 2 \cos(\frac{1}{2}T_1) \cos(\frac{1}{2}T_2) - 2 \cosh \lambda_1 \sin(\frac{1}{2}T_1) \sin(\frac{1}{2}T_2). \tag{4.35} \]

The phase diagram as a function of \( T_1 \) and \( T_2 \) is depicted in figure 2.
Figure 3. Representation of the two-step process in the BKM geometry after 10 steps. The trajectory on the hyperbolic disk is represented with alternating blue and red coloring corresponding to each step. In the non-heating phase, the process remains in a finite region, while in the heating phase, it diverges to the asymptotic boundary. The parameters chosen here are $\lambda = 0.7$, $T_1 = 1.6$, $T_2 = 3$ for the non-heating phase and $T_2 = 4$ for the heating phase.

The heating phase corresponds to the regions where $|\text{Tr } M| > 2$. This corresponds to a situation where the process diverges toward the asymptotic boundary $\partial \mathbb{D}$ of the hyperbolic disk at late time. The non-heating phase corresponds to the regions where $|\text{Tr } M| < 2$ in which the process remains in a finite region of the disk. This is illustrated for the two-step process in figure 3. From this we see that the BKM geometry gives a simple understanding of the two possible phases of Floquet CFTs.

Moreover the trace of $M$ characterizes the late time behavior of the process. We can write

$$|\text{Tr } M| = \begin{cases} 2 \cosh \lambda & \text{heating phase} \\ 2 |\cos \theta| & \text{non-heating phase} \end{cases}$$

with $\lambda > 0$ and $0 < \theta < \pi$. In the heating phase, this defines the Lyapunov exponent $\lambda_L = \frac{2}{\pi} \lambda$ which controls the exponential growth of physical quantities. In the non-heating phase, we obtain the period angle $\theta$ which determines the ergodic properties of the process, as will be discussed in more detailed below. We will now give a detailed analysis of the BKM dynamics in the heating, non-heating and transition regimes.

4.3.1 Heating phase

The heating phase corresponding to $M$ being a hyperbolic Möbius transformation so we can write\(^\text{18}\)

$$\text{Tr } M = 2 \cosh \lambda.$$ \hspace{1cm} (4.37)

\(^\text{18}\)Here we could also have a minus sign but this is irrelevant as $M$ and $-M$ give the same Möbius transformation.
Without loss of generality we can represent the matrix $M$ as
\[
M = \begin{pmatrix}
\cosh \lambda - i \delta & e^{i \chi} (\sinh \lambda + i \delta) \\
-e^{-i \chi} (\sinh \lambda - i \delta) & \cosh \lambda + i \delta
\end{pmatrix} \in SU(1, 1) . 
\] (4.38)

After $n$ periods we then have
\[
z_{nT} = M^n z_0 = e^{i \chi} - \frac{2 e^{i \chi} \sinh \lambda}{e^{2 n \lambda} (\sinh \lambda + i \delta) + \sinh \lambda - i \delta} . 
\] (4.39)

At late time, we converge towards the boundary point
\[
z_\infty = e^{i \chi} \in \partial \mathbb{D} 
\] (4.40)
and the distance from any fixed point $v \in \mathbb{D}$ is
\[
d(v, z_{nT}) = 2 n \lambda + O(1), \quad n \to \infty . 
\] (4.41)

### 4.3.2 Phase transition

The phase transition between heating and non-heating case corresponds to $M$ being parabolic
\[
\text{Tr} M = 2 . 
\] (4.42)

This can be studied by taking $\lambda = 0$ in the parametrization (4.38). We then have
\[
z_{nT} = M^n z_0 = e^{i \chi} - \frac{e^{i \chi}}{1 + i n \delta} 
\] (4.43)

We see that the process also reaches the boundary at the point
\[
\lim_{n \to \infty} z_{nT} = z_\infty = e^{i \chi} 
\] (4.44)
but in this case the distance from a point $v \in \mathbb{D}$ is
\[
d(v, z_{nT}) = 2 \log n + O(1) 
\] (4.45)
and grows logarithmically with $n$.

### 4.3.3 Non-heating phase

In the non-heating phase, $M$ is an elliptic Möbius transformation so we have
\[
\text{Tr} M = 2 \cos \theta
\] (4.46)
which defines an angle $0 < \theta < \pi$ that we will call the period angle. This angle controls the ergodic properties of the process in the non-heating phase. The eigenvalues of the matrix $M$ are $e^{\pm i \theta}$ so we see that iteration of $M$ corresponds to rotations on a circle by an angle $\theta$.

To make this more precise, we can write the matrix $M$ in the form
\[
M = \begin{pmatrix}
\cos \theta + i \cosh R \sin \theta & e^{i \chi} \sinh R \sin \theta \\
-e^{-i \chi} \sinh R \sin \theta & \cos \theta - i \cosh R \sin \theta
\end{pmatrix} 
\] (4.47)
Figure 4. Two-step process in the non-heating phase. The green points correspond to the positions of the process after each period. They lie on the process circle. Ergodicity of the dynamics on this circle, characterized by an angle $\theta$, leads to ergodicity of the process in a region $\mathcal{R}$ of a disk. Each step is a rotation of angle $T_k$ around a center the point $u_k$ representing the Hamiltonian $H_k$. The red and blue points are $u_1$ and $u_2$ corresponding to $H_1$ and $H_2$. This picture corresponds to 1000 steps and $\lambda = 1$.

and after $n$ periods we have

$$z_{nT} = M^n z_0 = A(\zeta e^{2in\theta})$$

(4.48)

where we have written $M^n z_0$ as the Möbius transformation by $A$ of a circle centered at the origin and of radius $|\zeta|$ where

$$\zeta = e^{i\chi} \tanh(\frac{1}{2}R)$$

(4.49)

and for $z_0 = 0$ we have

$$A = \begin{pmatrix}
    i \cosh(\frac{1}{2}R) & -ie^{i\chi} \sinh(\frac{1}{2}R) \\
    ie^{-i\chi} \sinh(\frac{1}{2}R) & -i \cosh(\frac{1}{2}R)
\end{pmatrix} \in SU(1, 1).$$

(4.50)

Note that $\zeta$ is the fixed point of $M$ that is inside $\mathbb{D}$.

The curve parametrized as $\varphi \mapsto A(\zeta e^{i\varphi})$ is a circle, indeed it is the image of a circle centered at the origin under the Möbius transformation $A$. After each period, the process comes back to this circle with a rotation by $\theta$. We will call this circle the process circle and it can be viewed in green in figure 4.

A period gives a rotation by the angle $\theta$ on that circle. As a result the process is periodic if and only if $\theta$ is a rational multiple of $\pi$. When the process is not periodic, it will be ergodic as it will fill densely the available domain $\mathcal{R}$ of the state space. (We will discuss the domain in more detail in section 4.5.1.) These two cases for a two-step process are represented in figure 4.
For the two-step process, the process angle satisfies the equation
\[
\cos \theta = \frac{1}{2} \text{Tr}(M) = \cos(\frac{1}{2}T_1) \cos(\frac{1}{2}T_2) - \cosh \lambda_1 \sin(\frac{1}{2}T_1) \sin(\frac{1}{2}T_2)
\] (4.51)
The resulting value of \( \theta \) gives the condition for ergodicity, depending on whether it is a rational multiple of \( \pi \). As we discussed above, the evolution for a duration \( T_k \) with the Hamiltonian \( H_k \) is a rotation around the point \( u_k \in \mathbb{D} \) associated to \( H_k \) with angle \( T_k \). After each period, we come back on the circle (shown in green in figure 4). This simple geometric description of the process shows that ergodicity on the circle implies ergodicity in the region covered by the process in the hyperbolic disk.

The BKM geometry gives a way to understand Floquet CFTs in the context of ergodic theory: the space of states has a measure given by the BKM metric and the dynamics (given by Möbius transformations) preserves the measure.

4.4 Information quantities
We will now consider various information quantities that can be used to characterize periodic two- and multi-step Möbius processes using BKM information geometry. In particular, we consider a measure of complexity of the state at each instant along the process and measures of work/energy from non-equilibrium thermodynamics. The summary of considered quantities and their late-time behaviors in the different phases are given in table 1. Plots of the quantities can be found in figures 5, 7 and 6.

4.4.1 BKM complexity
We consider processes starting from the origin \( z_0 = 0 \) (from the initial thermal state) in the BKM geometry. After time \( t \), the process is at the point \( z_t \) with the Möbius state \( \sigma(z_t) \).

Following Nielsen’s ideas [130], we can define a notion of circuit complexity by computing the cost of the trajectory (which we can alternatively view as resulting from a sequence of infinitesimal SL(2, \( \mathbb{R} \)) unitary transformations or “gates”). The complexity of the output state \( \sigma(z_t) \), relative to the initial state, is then the minimal circuit complexity, between the initial and final states. In our case the natural cost function to use is simply the length of the trajectory using the BKM metric. The minimal circuit complexity is then the geodesic BKM distance between the initial and final states. Thus we define the complexity
\[
C_{\text{BKM}}(t) = d(z_0, z_t),
\] (4.52)
where \( d(\cdot, \cdot) \) is the hyperbolic (BKM) distance (4.27).

**Heating phase.** In the heating phase, the complexity after each period is \( C_{\text{BKM}}(nT) \sim 2 \lambda n \) for \( n \to \infty \). As a result we have
\[
C_{\text{BKM}}(t) \sim \lambda_L t, \quad t \to \infty
\] (4.53)

Incidentally, the BKM distance relates also to the majorization (4.124) of the associated classical probability densities: it could be viewed as a notion of what is the “distance in majorization” between two probability distributions. We thus have a curious relationship between complexity and (classical) majorization.
where the Lyapunov exponent is given by
\[ \lambda_L = \frac{2\lambda}{T}. \] (4.54)
This is the same Lyapunov exponent as defined in [91].

**Phase transition.** In the parabolic case corresponding to the phase transition, the hyperbolic distance from the origin after \( n \) periods is
\[ C_{\text{BKM}}(nT) = d(z_0, z_{nT}) = 2 \log \left( n\delta + \sqrt{n^2\delta^2 + 1} \right) \] (4.55)
so that the complexity is
\[ C_{\text{BKM}}(t) \sim 2 \log t + O(1) \] (4.56)
which grows logarithmically with time.

**Non-heating phase.** In the non-heating phase, the complexity remains bounded. This reflects the fact that the process is confined to a finite region of the hyperbolic disk. After \( n \) periods, the complexity is
\[ C_{\text{BKM}}(nT) = d(z_0, M^n z_0) = d(\zeta, \zeta e^{2in\theta}) \] (4.57)
and we obtain the formula
\[ C_{\text{BKM}}(nT) = 2 \text{arcsinh} \left( \sinh\left(\frac{1}{2} R \right) \left| \sin\left(\frac{1}{2} n\theta \right) \right| \right) \] (4.58)
where \( R \) is the hyperbolic radius of the process associated to \( \zeta \) via \( |\zeta| = \tanh\left(\frac{1}{2} R \right) \).

We can consider the averaged complexity \( \overline{C}_{\text{BKM}} \) obtained by averaging over \( N \). In the ergodic phase this is the same thing as integrating over the circle. As a result, the average complexity takes the form
\[ \overline{C}_{\text{BKM}} = \frac{1}{\pi} \int_0^{2\pi} d\varphi \text{arcsinh} \left( \sinh\left(\frac{1}{2} R \right) \sin\left(\frac{1}{2} \varphi \right) \right). \] (4.59)
This integral can be evaluated numerically for any value of \( R \). For large \( R \), we can expand and integrate analytically to find
\[ \overline{C}_{\text{BKM}} = R - \log 4 + O(e^{-R/2}) \quad R \gg 1. \] (4.60)

### Table 1. Time-dependence of the information quantities for the heating and non-heating phases and at the phase transition.

<table>
<thead>
<tr>
<th>Complexity ( C(t) )</th>
<th>Heating phase</th>
<th>Transition</th>
<th>Non-heating phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sim \lambda_L t )</td>
<td>( \sim \log t )</td>
<td>oscillatory</td>
<td></td>
</tr>
<tr>
<td>BKM action ( S_{\text{BKM}}(t) )</td>
<td>( \sim e^{2\lambda_L t} )</td>
<td>( \sim t^5 )</td>
<td>( \sim \eta_{\text{BKM}} t )</td>
</tr>
<tr>
<td>BKM cost ( L_{\text{BKM}}(t) )</td>
<td>( \sim e^{\lambda_L t} )</td>
<td>( \sim t^3 )</td>
<td>( \sim \kappa_{\text{BKM}} t )</td>
</tr>
<tr>
<td>Work ( W(t) )</td>
<td>( \sim e^{\lambda_L t} )</td>
<td>( \sim t^2 )</td>
<td>oscillatory</td>
</tr>
</tbody>
</table>
In a small $R$ expansion, we can also compute the coefficients
\[
\overline{C}_{\text{BKM}} = \frac{1}{2\pi} \left( 8R + \frac{4}{9} R^3 - \frac{13}{225} R^5 + \mathcal{O}(R^7) \right) \quad R \ll 1.
\] (4.61)
As expected the averaged complexity grows with the hyperbolic radius of the process. Note that at small $R$, the average complexity is linear but with the slope $4/\pi$ rather than 1 for large $R$.

### 4.4.2 BKM action

We will now consider the BKM action (3.54) which is the classical action of the Möbius trajectory $z_t$, or equivalently $(\rho_t, \chi_t)$, viewed as a particle on the hyperbolic disk:
\[
S_{\text{BKM}}(t) = \int_0^t ds \, \frac{4|\dot{z}_s|^2}{(1 - |z_s|^2)^2}.
\] (4.62)
This should be multiplied by the prefactor $\frac{c^2}{24}(\gamma + 1)$ which we ignore for simplicity.

The motivation to consider this quantity comes from its relation to dissipated work in non-equilibrium quantum thermodynamics. Instead of considering unitary evolution in a closed system (Type I process), we could realize the Möbius trajectory in an open system as a Type II Möbius process. In this case, the BKM action computes the amount of dissipated work along the process, see section 3.2. However, note that in a Type I process, the BKM action does not have such an interpretation.

The BKM action can be computed explicitly for multi-step processes. Let’s consider an $m$-step process where we first apply the Hamiltonian. There the iterated matrix corresponding to a period is
\[
M = M_m M_{m-1} \cdots M_2 M_1, \quad M_k \equiv e^{iT_k H_k}.
\] (4.63)
The Hamiltonians $H_k$ are associated to points $u_k \in \mathbb{D}$ using (4.24). Thus the data of the $m$-step process is the list \{(u_k, T_k), k = 1, \ldots, m\} of Möbius Hamiltonians and durations. Note that from step to step we change the driving Hamiltonian abruptly so this gives a trajectory whose derivatives are not continuous. It can be viewed as the idealization of a process where the change between Hamiltonians is quick but not instantaneous.

During the step where we apply $H_k$ for a duration $T_k$, the contribution to the cost is
\[
\int_{t_0}^{t_0 + T_k} ds \, \frac{4|\dot{z}_s|^2}{(1 - |z_s|^2)^2} = T_k \sinh^2 d(u_k, z(t_0)), \quad z_t = e^{itH_k} z_{t_0}
\] (4.64)
which can be written in terms of the hyperbolic distance $d(u_k, z(t_0))$ between the point $u_k$ associated to $H_k$ and $t_0$ is beginning of the step we are considering. This can be understood from the fact that for the Hamiltonian $H_k = L_0$, corresponding to $u_k = 0$, the evolution $e^{itH_k}$ is a rotation. A general $H_k$ can be mapped to the origin using a Möbius transformation.

For an $m$-step process, the point after $n$ periods and $k$ steps is at the position
\[
z_{nm+k} = M_k \cdots M_1 M^n z_0
\] (4.65)
As a result the BKM action after $N$ periods can be written as a sum over periods

$$S_{\text{BKM}}(NT) = \sum_{n=0}^{N-1} s_n$$  \hspace{1cm} (4.66)

where the contribution of the period $n$ is

$$s_n = \sum_{k=1}^{m} T_k \sinh^2 d(u_k, z_{nm+k-1})$$  \hspace{1cm} (4.67)

and $T = \sum_{k=1}^{m} T_k$ is the period duration. It is useful to use Möbius invariance of the distance to rewrite this as

$$s_n = \sum_{k=1}^{m} T_k \sinh^2 d(v_k, M^n z_0)$$  \hspace{1cm} (4.68)

where

$$v_1 = u_1, \quad v_2 = M^{-1} u_2, \quad v_3 = (M_2 M_1)^{-1} u_3, \quad \ldots$$  \hspace{1cm} (4.69)

As a result the behavior of the BKM action follows from the behavior of the quantity $\sinh^2 d(v, M^n z_0)$ as a function of $n$. We will write the points $v_k$ in hyperbolic coordinates

$$v_k = e^{i \chi_k} \tanh (\frac{1}{2} \rho_k), \quad k = 1, \ldots, m.$$  \hspace{1cm} (4.70)

**Heating phase.** In the heating phase, the contribution of a step at late time is

$$\sinh^2 d(v, M^n z_0) = D(v) e^{4n\lambda} + O(e^{2n\lambda}) \quad \text{as } n \to \infty,$$  \hspace{1cm} (4.71)

where we have

$$D(v_k) = \frac{\delta^2 + \sinh^2 \lambda}{2 \sinh^2 \lambda} \left( \cosh \rho_k - \cos(\chi - \chi_k) \sinh \rho_k \right).$$  \hspace{1cm} (4.72)

This shows that the BKM action at late time takes the form

$$S_{\text{BKM}} = \sum_{k=1}^{m} T_k D(v_k) e^{2\lambda t} + O(e^{\lambda t}), \quad t \to \infty.$$  \hspace{1cm} (4.73)

We see that the BKM action grows exponentially in time with the Lyapunov exponent, see figure 5.

**Phase transition.** At the phase transition, we can take $M$ to be of the form (4.38) with $\lambda = 0$. The contribution of a single step is

$$\sinh^2 d(v_k, M^N z_0) = 4 e^{-2\rho_k} \delta^4 n^4 + 2(1 + e^{-2\rho_k}) \delta^2 n^2 + \sinh^2 \rho_k.$$  \hspace{1cm} (4.74)

As a result the contribution of a period is a quartic polynomial in $n$. At large times, we have

$$s_n = 4 \delta^4 \sum_{k=1}^{m} T_k e^{-2\rho_k} n^4 + O(n^2) \quad \text{as } n \to \infty.$$  \hspace{1cm} (4.75)

The BKM action after $N$ periods is then

$$S_{\text{BKM}}(NT) = \frac{4 \delta^4}{5T} \sum_{k=1}^{m} T_k e^{-2\rho_k} t^5 + O(t^4) \quad \text{as } t \to \infty.$$  \hspace{1cm} (4.76)
Non-heating phase. In the non-heating phase, the BKM action grows linearly, see figure 7. This motivates the definition of the BKM rate:

$$\eta_{\text{BKM}} \equiv \lim_{t \to \infty} \frac{S_{\text{BKM}}(t)}{t}$$

(4.77)

which is a finite quantity in the non-heating phase characterizing the process.

We can use the fact that the Möbius transformation $A$ defined in (4.50) to write

$$d(v_k, M^n z_0) = d(w_k, \zeta e^{2in\theta})$$

(4.78)

where $w_k = Av_k$ using that $A$ is an involution. This allows to write the contribution of a period to the BKM cost as

$$s_n = \sum_{k=1}^{m} T_k \sinh^2 d(w_k, \zeta e^{2in\theta}).$$

(4.79)

The contribution of a single step is

$$\sinh^2 d(w_k, \zeta e^{2i\theta}) = \eta(w_k, \zeta) + (\Lambda_1(w_k, \zeta)e^{-2i\theta} + \Lambda_2(w_k, \zeta)e^{-4i\theta} + \text{h.c.})$$

(4.80)

where we use hyperbolic coordinates for $w_k$:

$$w_k = e^{i\phi_k} \tanh \left( \frac{1}{2} d_k \right).$$

(4.81)
so that the coefficients functions can be written

\[ \eta(w_k, \zeta) = \sinh^2 R + \sinh^2 d_k + \frac{3}{2} \sinh^2 R \sinh^2 d_k, \quad (4.82) \]

\[ \Lambda_1(w_k, \zeta) \equiv -\frac{1}{4} e^{i(\phi_k - \chi)} \sinh (2R) \sinh (2d_k), \quad (4.83) \]

\[ \Lambda_2(w_k, \zeta) \equiv \frac{1}{4} e^{2i(\phi_k - \chi)} \sinh^2 R \sinh^2 d_k. \quad (4.84) \]

We then obtain the BKM action after \( N \) periods

\[
S_{\text{BKM}}(NT) = \sum_{k=1}^{m} T_k \eta(w_k, \zeta) N + \sum_{k=1}^{m} T_k (\Lambda_1(w_k, \zeta) s_N(\theta) + \Lambda_2(w_k, \zeta) s_N(2\theta) + \text{h.c.}) \quad (4.85)
\]

so we see that the cost is linear in the number of steps and the fluctuations are controlled by the angle \( \theta \) in terms of the sum over phases

\[ s_N(\theta) = \sum_{n=0}^{N-1} e^{2in\theta}. \quad (4.86) \]
Figure 7. Non-heating phase after 50 steps. The parameters are \( \lambda = 0.7, T_1 = 1.6, T_2 = 3 \). We see that the internal energy and complexity oscillate. In the BKM geometry, the system is restricted to a bounded region and the trajectory intersects itself many times. We observe approximate periods in the physical quantities. This corresponds to the quasi-periodic motion discussed in [97]. This is natural from the BKM geometry as the system is restricted to a finite region, so it is inevitable that quasi-periods will emerge.

This sum over phases control fluctuations in the rate. In the ergodic case, we have \( \frac{\lambda}{N} \to 0 \) as \( N \to \infty \) so the rate tends to a constant which can be expressed as

\[
\eta_{BKM} = \frac{1}{T} \sum_{k=1}^{m} T_k \eta(w_k, \zeta) = \frac{1}{T} \sum_{k=1}^{m} T_k \left( \sinh^2 R + \sinh^2 d_k + \frac{3}{2} \sinh^2 R \sinh^2 d_k \right). \tag{4.87}
\]

The rate in the ergodic case can also be obtained as an integral over the process circle:

\[
\eta_{BKM} = \frac{1}{2\pi} \int_0^{2\pi} d\phi \sum_{k=1}^{m} \frac{T_k}{T} \sinh^2 d(w_k, \zeta e^{i\phi}). \tag{4.88}
\]

This is a reflection of ergodicity as instead of averaging over time, we can integrate over space. This is because for an irrational choice of \( \theta \), the set of points \( \{n\theta \mid n \in \mathbb{N}\} \) becomes dense on the circle with the uniform measure.
Figure 8. Non-heating phase with parameters are $\lambda = 0.7, T_1 = 1.6, T_2 = 3$ after 5000 steps. The system is confined in a region and has ergodic behavior. The BKM action grows linearly with a specific rate.

4.4.3 BKM cost

In the previous section, we studied the BKM action, which is the action of a particle representing the Möbius process on the hyperbolic disk. From the perspective of the BKM geometry, a related and more natural quantity is the BKM cost (3.51) given by

$$L_{\text{BKM}}(t) = \int_0^t ds \frac{2|\dot{z}_s|}{|1 - |z_s|^2|},$$

(4.89)
defined with a square root, so that this gives the integrated length of the trajectory.

For an $m$-step process, the BKM cost is

$$L_{\text{BKM}}(NT) = \sum_{n=0}^{N-1} \sum_{k=1}^{m} T_k \sinh d(v_k, M^n z_0).$$

(4.90)

In the heating phase, we have at late time

$$\sinh d(v_k, M^n z_0) \sim \lambda_L t, \quad t \to \infty$$

(4.91)

so we see that the BKM cost grows exponentially

$$L_{\text{BKM}}(t) \sim e^{\lambda_L t}, \quad t \to \infty.$$  

(4.92)

At the phase transition, we have

$$\sinh d(v_k, M^N z_0) \sim N^2$$

(4.93)

and as a result the BKM cost is

$$L_{\text{BKM}}(t) \sim t^3$$

(4.94)
In the non-heating phase, the BKM cost is also linear in time just as the BKM action and we can define the cost rate
\[ \kappa_{\text{BKM}} = \lim_{t \to \infty} \frac{L_{\text{BKM}}(t)}{t}. \] (4.95)
We can give an expression for the cost rate by using that
\[ \sinh d(v, \zeta e^{i\varphi}) = \sqrt{\eta(v, \zeta) + (\Lambda_1(v, \zeta)e^{-i\varphi} + \Lambda_2(v, \zeta)e^{-2i\varphi} + \text{h.c.})} . \] (4.96)
From this the cost rate is given by
\[ \kappa_{\text{BKM}} = \frac{1}{T} \sum_{k=1}^{m} T_k \kappa(v_k, \zeta) \] (4.97)
where \( \kappa(v, \zeta) \) can be computed as the integral
\[ \kappa(v, \zeta) = \frac{1}{2\pi} \int_{0}^{2\pi} d\varphi \sinh d(v, \zeta e^{i\varphi}) . \] (4.98)

### 4.4.4 Internal energy

As defined in section 3.2, the amount of work performed on the CFT along the Möbius trajectory (4.19) after time \( t \) is given by
\[ W(t) = \int_{0}^{t} ds \, \text{Tr}(\sigma_s \dot{H}_s) . \] (4.99)
where \( \sigma_t = \sigma(z_t) = \sigma_{f_{z_t}} \). In this section, the CFT is a closed system with unitary state evolution \( \dot{\sigma}_t = i[H_t, \sigma_t] \) which implies that there is no heat exchange (3.34) and all the work is transformed into internal energy (3.32) of the CFT:
\[ W(t) = E(t) - E(0) = \text{Tr}(\sigma_t H_t) - \text{Tr}(\sigma_0 H_0) . \] (4.100)
To compute this, we can use the fact that the expectation value of the stress tensor in the Möbius state \( \sigma_t = \sigma_{f_{z_t}} \) is
\[ \text{Tr}(\sigma_t T_{-\pm}) = f'_{z_t}(x^-)^2 \langle T \rangle_{\beta} - \frac{c}{24\pi} \{ f_{z_t}(x^-), x^- \} . \] (4.101)
For the Möbius process \( z_t \), we obtain using (4.10)
\[ \text{Tr}(\sigma_t T_{-\pm}) = -\frac{c}{48\pi} \frac{1}{\cosh \rho_t - \cos(x^- - \chi_t) \sinh \rho_t} \left( \langle T \rangle_{\beta} + \frac{c}{48\pi} \right) \] (4.102)
in terms of \( z_t = e^{i\chi_t} \tanh(\frac{1}{2} \rho_t) \) so that \( (\rho_t, \chi_t) \) are the hyperbolic coordinates of the process.\(^{20}\)
The internal energy can then be computed as
\[ E(t) = c_0(t) \text{Tr}(\sigma_t L_0) + c_+(t) \text{Tr}(\sigma_t L_+) + c_-(t) \text{Tr}(\sigma_t L_-) \] (4.103)
\(^{20}\)In the heating phase, the second term in (4.102) develops a sharpening peak (the position of which rotates around the circle), leading to a heating spot surrounded by a cooling region. This process was called as conformal Floquet cooling, and discussed in [98].
using the representation (4.3) for the driving Hamiltonian. We can then use that
\[ \text{Tr}(\sigma_t L_0) = -\frac{c}{24} + \frac{c}{24}(1 + \gamma) \cosh \rho_t, \]  
(4.104)
\[ \text{Tr}(\sigma_t L_+) = \frac{c}{24}(1 + \gamma) \sinh \rho_t \cos \chi t, \]  
(4.105)
\[ \text{Tr}(\sigma_t L_-) = \frac{c}{24}(1 + \gamma) \sinh \rho_t \sin \chi t, \]  
(4.106)
where we are using \( \gamma = 48\pi \langle T \rangle_\beta/c. \)

We can now give the late time behavior of the work (4.100). In the heating phase, we have \( \rho_t \sim \lambda_L t \) so we the work grows exponentially as
\[ W(t) \sim \exp (\lambda_L t + o(t)), \quad t \to \infty. \]  
(4.107)
At the phase transition, we have \( \rho_t \sim 2 \log t + \mathcal{O}(1) \) which leads to
\[ W(t) \sim t^2. \]  
(4.108)
Finally, the work is oscillating in the non-heating phase: energy is then being exchanged back and forth between the CFT and the unspecified external system that creates the Möbius driving (the classical force).

4.5 Discussion and extensions

We have seen that the BKM geometry is a powerful tool to study the dynamics of Möbius processes. Information quantities such as the BKM action, cost and complexity can be defined and computed. In this subsection, we discuss some extensions of these ideas.

4.5.1 Hyperbolic area

As we have seen, the process in the non-heating phase fills a subregion of the hyperbolic disk completely, as can be viewed from figure 4. The process circle, represented in green, is the circle on which the process returns after each period. During each period, the process rotates around \( u_1 \) for an angle \( T_1 \) and then rotates around \( u_2 \) for an angle \( T_2 \).

In the ergodic case corresponding to \( \theta/\pi \) irrational, the process is ergodic on the circle so it is also ergodic in the domain \( \mathcal{R} \) in which it is confined. This domain can be described geometrically as it is bounded by four circles. Its hyperbolic area
\[ \text{Area}(\mathcal{R}) = \int_{\mathcal{R}} d^2 z \sqrt{g_{\text{BKM}}}, \]  
(4.109)
where \( g_{\text{BKM}} \) denotes the determinant of the hyperbolic metric (4.18), is a natural information quantity in the BKM geometry. It gives a measure of the volume of phase space available to the process.

The area \( \text{Area}(\mathcal{R}) \) can be computed as the difference between the areas of two intersections of pairs of disks, as represented in figure 9. The outermost intersection is given by the two disks \( D_1 \) and \( D_2 \) centered at \( u_1 \) and \( u_2 \) and with radii
\[ R_1 = R + \rho_1, \quad R_2 = R + \rho_2, \]  
(4.110)
Figure 9. Geometric description of the domain $\mathcal{R}$ covered by the two-step process of figure 4 in the ergodic case. The process circle with centered $\zeta$ and radius $R$ is represented in green. Its image under $M_1$ is in orange. The domain $\mathcal{R}$ is the intersection region of the two blue and red disks centered at $u_1, u_2$ and with radii $R_1 = R + \rho_1, R_2 = R + \rho_1$, to which we exclude the intersection region of the green and orange disks.

in terms of $|\zeta| = \tanh(\frac{1}{2}R), |v_k| = \tanh(\frac{1}{2}\rho_k)$. The innermost intersection corresponds to two disks centered at $\gamma$ and $M_1 \gamma$ with radii $R$. The area is the difference between the areas of these two intersections,

For simplicity, we consider the case $T_1 = T_2 = \frac{T}{2}$ where the process can be parametrized by the period $T$ and the angle $\theta$. In this case we have $\rho_1 = \rho_2 = R$ so we just have to consider symmetric intersections of disks. The intersection of two disks $D$ and $D'$ with the same radius $R_0$ and separated by a distance $2d_0$ has the hyperbolic area

$$A(D \cap D') = 2(2\alpha_0(\cosh(R_0) - 1) - (\pi - 2\alpha_0 - 2\beta_0)) = 4\alpha_0 \cosh R_0 + 4\beta_0 - 2\pi \quad (4.111)$$

which is obtained as twice the difference of the area of a portion of the disk and the area of a hyperbolic triangle. The angles appearing in the formula are acute angles of a right triangle which can be expressed using hyperbolic trigonometry as [151]

$$\cos \alpha_0 = \frac{\tanh d_0}{\tanh R_0}, \quad \sin \beta_0 = \frac{\sinh d_0}{\sinh R_0}. \quad (4.112)$$

For our two-step process, the outermost intersection consists of disks centered at $u_1 = 0$ and $u_2 = \tanh(\frac{1}{2}\lambda)$ with radii $R_1 = R_2 = 2R$. The area of the first intersection is then

$$\text{Area}(D_1 \cap D_2) = 8\alpha_1 \frac{\tan^2 \left( \frac{\theta}{2} \right)}{\tan^2 \left( \frac{T}{4} \right)} + 4(\beta_1 - \alpha_1) - 2\pi \quad (4.113)$$
Figure 10. Comparison of the BKM area of the domain, the rates $\eta_{\text{BKM}}$ and $\kappa_{\text{BKM}}$ associated with the BKM action and cost, and the average complexity obtained from the BKM distance. At $\theta = \frac{T}{2}$, the process becomes trivial with the three quantities vanishing. At $\theta = \pi$, the process becomes heating and the four quantities diverge. Although these quantities all describe the “size” of the process region, they differ quantitatively, as shown on the right plot which zooms over the region close to the trivial process. For these plots, we use the two-step process with $T = 1$.

where the acute angles $\alpha_1$ and $\beta_1$ are determined from

$$\cos \alpha_1 = \cos \left( \frac{1}{4} T \right) \left( 1 - \frac{\tan^2 \left( \frac{T}{4} \right)}{2 \tan^2 \left( \frac{\theta}{2} \right)} \right), \quad \sin \beta_1 = \frac{\cos \left( \frac{\theta}{2} \right) \tan \left( \frac{T}{4} \right)}{2 \tan \left( \frac{\theta}{2} \right)}.$$  \hfill (4.114)

The innermost intersection consists of two disks $D_\gamma$ and $D_{M_1 \gamma}$ centered at $\gamma$ and $M_1 \gamma$ and with radius $R$. The area of their intersection is then

$$\text{Area}(D_\gamma \cap D_{M_1 \gamma}) = 4\alpha_2 \frac{\tan \left( \frac{\theta}{2} \right)}{\tan \left( \frac{T}{4} \right)} + T - 2\pi$$  \hfill (4.115)

where $\beta_2 = \frac{T}{4}$ and $\alpha_2$ is defined from

$$\cos \alpha_2 = \cos \left( \frac{\theta}{2} \right) \tan \left( \frac{T}{4} \right)$$  \hfill (4.116)

The area of the domain is then obtained by taking the difference and gives

$$\text{Area}(R) = \frac{4 \tan \left( \frac{\theta}{2} \right)}{\tan \left( \frac{T}{4} \right)} \left( \frac{2 \tan \left( \frac{\theta}{2} \right)}{\tan \left( \frac{T}{4} \right)} \alpha_1 - \alpha_2 \right) + 4(\beta_1 - \alpha_1) - T.$$  \hfill (4.117)

This hyperbolic area is a natural information quantity associated with the process. Like the BKM action and cost rates or the complexity, it measures the size of the region $R$ of which the domain is confined. See figure 10 for a comparison of these three quantities in the two-step example. It would be interesting to find a physical interpretation for this quantity.

4.5.2 Aperiodic processes

We can also consider aperiodic processes [91, 92]. In general we a multi-step process is given by a sequence $a_k \in \{1, 2\}$ where at the step $k$ we apply the Hamiltonian $H_{a_k}$ for a time $T_{a_k}$. The two-step process we considered had an alternating sequence but we can take a more general sequence.
Figure 11. Fibonacci quasi-periodic driving. We alternate between the Hamiltonian $H_1$ and $H_2$ according to the Fibonacci sequence.

**Quasi-periodic driving.** An example of quasi-periodic driving is the Fibonacci driving [91, 152] which is closely related to the Fibonacci quasi-crystal [153–155]. In the context of [91], it is a two-step process with driving times $T_1, T_2$ where we alternate the two Hamiltonians using the Fibonacci sequence

$$a_k = 1, 0, 1, 1, 0, 1, 0, \ldots$$

as a rule. (Here 0/1 corresponds to choosing the driving Hamiltonian to be $H_1/H_2$.) The Fibonacci sequence can be generated by a limiting process starting with 1 and repeating the substitution $1 \rightarrow 10, 0 \rightarrow 1$, which gives

$$1 \rightarrow 10 \rightarrow 101 \rightarrow 10110 \rightarrow 10110101 \rightarrow \ldots$$

The physical quantities for the Fibonacci process are represented in figure 12. We see a quasi-periodic behavior.

Compared with periodic driving with the phase diagram figure 2, Fibonacci driven CFTs can have a complicated phase structure. Ref. [152] reported a fractal structure between heating and non-heating phases, with the latter restricted to “Cantor lines” in the phase diagram. An interesting problem for future study is to investigate ergodicity in the Cantor lines and see if non-ergodic regimes are at all possible.\(^{21}\)

**Random driving.** We can also consider a random sequence $a_k$ corresponding to applying $H_1$ or $H_2$ randomly with equal probability. The results are given in figure 13.

For aperiodic processes, the phase diagram is more complicated. They can be thought of as random walks on the hyperbolic disk. In this case, we could ask whether the process will be in the heating phase, i.e. will diverge towards the boundary, but this is difficult to answer in general, see for example [156].

The analysis of ergodicity is more complicated. The process must be periodic if the subgroup of $\text{SL}(2, \mathbb{R})$ generated by the steps is discrete and two-generator discrete subgroups of $\text{SL}(2, \mathbb{R})$ have been classified [157, 158]. This is related to Furstenberg’s theorem [159] and was discussed in this context in [91].

### 4.5.3 Classical probability interpretation

We will now present connections of the above quantum Möbius states to the theory of classical probability.

---

\(^{21}\)We thank Bastien Lapierre for pointing this out to us.
Relation with statistical models. Recall from section 3.3 that since $f_z(x)$ defines a coordinate transformation on $S^1$, we have

$$\int_0^{2\pi} \frac{df_z}{2\pi} = \int_0^{2\pi} \frac{dx}{2\pi} f_z'(x) = 1$$

so that $f_z'(x)$ is a properly normalized probability density function on $S^1$ with respect to the measure $dx/(2\pi)$. Following the discussion in [135], the family $S = \{f_z\}$ of probability distributions parametrized by $z \in \mathbb{D}$ is a two-dimensional statistical model. We already discussed that in the Cardy limit the BKM metric in the Virasoro orbit reduces to a classical information metric, the spherical Hellinger distance on $\text{Dens} S^1$. As [135] point out, it further descends to the Fisher-Rao metric on a finite-dimensional statistical model. Note that the Cardy limit only affects the overall scale factor of the hyperbolic metric (4.18). This suggests that even without the limit it is the Fisher-Rao metric in the statistical model $S$, defining a distance among classical probability distributions $f_z'$. In fact, up to the overall scale factor this can be verified by computing the components

$$G_{ij}^{\text{FR}}(s) = \int_0^{2\pi} \frac{dx}{2\pi} p_s(x) \left( \frac{\partial \log p_s(x)}{\partial s_i} \right) \left( \frac{\partial \log p_s(x)}{\partial s_j} \right)$$

(4.120)

of the two-parameter probability distribution $p_{(s_1,s_2)}(x) = f_{(\rho,\chi)}(x)$ arising from the diffeomorphism (4.10), in agreement with the hyperbolic metric (4.18).
Continuous majorization. We point out that the probability density functions associated with the diffeomorphisms (4.10)

\[ p_z(x) \equiv f'_z(x) = \frac{1}{2\pi} \cosh \rho - \cos(x - \chi) \sinh \rho \]

(4.121)
satisfy a continuous majorization\(^{22}\) order along the radial direction of the Poincaré disk.\(^{23}\) Let us first quote the definition, following the presentation in [162]. Let \( p, q \) be two probability distributions defined on the same domain \( \Omega \subset \mathbb{R}^n \). We say that \( p \) majorizes \( q \), and denote \( p \succ q \), if

\[ \int_{||x|| \leq s} d^n x \, p^\downarrow(x) \geq \int_{||x|| \leq s} d^n x \, q^\downarrow(x) \]

(4.122)

for all \( s \geq 0 \) with an equality as \( s \to \infty \), where \( p^\downarrow, q^\downarrow \) are decreasing arrangements (see [162]) of the functions \( p, q \).

Now consider the distribution (4.121). It is symmetric about \( x = \chi \) and monotonically decreasing as a function of \( |x - \chi| \in [0, \pi] \). Let us shift the origin of \( x \) to \( \chi \) (i.e., set \( \chi = 0 \)) and consider the integral

\[ I_s(\rho) \equiv \int_{|x| \leq s} dx \, p^\downarrow_\rho(x) = 2 \int_0^s dx \, p^\downarrow_\rho(x) = \frac{2}{\pi} \arctan (e^\rho \tan(s/2)) \]

(4.123)

\(^{22}\)Historical references for the concept of continuous majorization are [160, 161].

\(^{23}\)Here we adjusted the normalization such that \( \int_0^{2\pi} dx \, p_\rho(x) = 1 \).
Since $\partial I_s(\rho)/\partial \rho > 0$, we have continuous majorization order in the radial direction of the Poincaré disk:

$$p_{\rho_1} > p_{\rho_2} \quad \text{when} \quad \rho_1 \geq \rho_2.$$  \hspace{1cm} (4.124)

At the origin we have the “least ordered” flat distribution $p_0(x) = 1/(2\pi)$, whereas moving out radially the distribution deforms towards a delta function which is “most ordered”. All distributions related by a rotation $x \to x - \chi$ are equivalent. A consequence of the majorization order is that every Schur convex (concave) functional of the distributions increases (decreases) in the radial direction. For example, the Schur concave Shannon entropy $S[p_\rho] = -\int_0^{2\pi} dx \ p_\rho(x) \log p_\rho(x)$ decreases as $\rho$ increases. We also note that the second term in (4.102) can be written as $(2\pi p_\rho t)^2 (\langle T_\beta \rangle + \frac{c_4}{48\pi})$, thus the conformal Floquet cooling in the heating phase leading to the hot spot and cooling region is connected with continuous majorization in time-evolution as the probability distribution $p_{\rho t}$ deforms towards a delta function.

Finally, it is important to note that the majorization order is only a property of the classical probability densities associated with the diffeomorphisms. The Möbius states are related to the thermal state by the unitary conjugation (4.4) and thus have identical spectra, and thus as quantum states do not have any non-trivial majorization.

5 Holographic dual of Virasoro processes

The AdS/CFT duality [163, 164] implies that a special class of two-dimensional CFTs are expected to have a gravitational dual with AdS$_3$ asymptotics. The thermal state of a holographic CFT$_2$ is dual to the BTZ black hole [165] and Virasoro states correspond to pure gravity excitations of the geometry [166].

In a holographic CFT, a Type I Virasoro process is dual to an asymptotically AdS$_3$ spacetime with a time-dependent boundary metric, as discussed in [60, 69, 82, 103, 105]. The existence of a gravity dual gives additional tools to study the system as, for example, the Ryu-Takayanagi formula for entanglement entropy [167, 168] which was applied in a related context in [104, 115]. As we will see, the dual spacetime of a Virasoro process can be obtained by applying an appropriate diffeomorphism to the BTZ black hole and can be realized as a quotient of AdS$_3$. The spacetime dual can then be interpreted as a BTZ black hole with an evolving horizon.

5.1 Three-dimensional bulk metric

In section 2.2, we showed that Virasoro trajectories $\sigma_t = \sigma_{f_t, J_t}$ on the space of Virasoro states are in one-to-one correspondence with conformal classes of two-dimensional Lorentzian metrics $g$ on the Lorentzian cylinder. Such a conformal class is obtained as the boundary limit of a three-dimensional asymptotically locally AdS$_3$ metric. Hence to every Virasoro trajectory there is a three-dimensional solution of Einstein’s equations whose form is determined by the expectation value of the stress tensor operator $\text{Tr}(\sigma_t T_{ab})$ and the initial state. This gives a holographic realization of the Type I Virasoro process. We will now show how to do this holographic mapping in detail, clarifying and extending results of [116].
A Virasoro trajectory corresponds to the two-dimensional metric
\[ ds^2 = g_{ab} \, dx^a \, dx^b = e^\omega (d\varphi + \nu \, dt)(d\varphi + \nu \, dt) \] (5.1)
where \( \omega \) is arbitrary and \( \nu, \nu \) are fixed by the trajectory. The three-dimensional asymptotically locally AdS_3 bulk metric is given by
\[ ds^2 = \frac{dr^2}{r^2} + \gamma_{ab} \, dx^a \, dx^b \] (5.2)
such that (5.1) lives on the conformal boundary:
\[ g_{ab}(x) = \lim_{r \to \infty} r^{-2} \gamma_{ab}(r, x). \] (5.3)
The explicit bulk metric can be written in the Fefferham-Graham expansion
\[ \gamma_{ab}(r, x) = r^2 g_{ab}(x) + g^{(2)}_{ab}(x) + \frac{1}{r^2} g^{(4)}_{ab}(x), \] (5.4)
which truncates at finite order three dimensions. The fact that the metric is a solution of Einstein’s equations gives the relations
\[ \nabla^a T^{\text{hol}}_{ab} = 0, \quad g^{ab} T^{\text{hol}}_{ab} = \frac{c}{24\pi} R, \quad g^{(4)}_{ab} = \frac{1}{4} g^{ab} g^{cd} g^{(2)}_{db}, \] (5.5)
where we have defined the holographic stress-tensor
\[ T^{\text{hol}}_{ab} = \frac{c}{12\pi} \left( g^{(2)}_{ab} + \frac{1}{2} R g_{ab} \right). \] (5.6)
By the holographic dictionary, the holographic stress tensor is identified with the one-point function of the dual CFT in the boundary metric \( g \) as
\[ T^{\text{hol}}_{ab} = \langle T_{ab} \rangle_g. \] (5.7)
Hence a locally AdS_3 bulk metric is determined by the input of the boundary metric \( g \) and of the one-point function \( \langle T_{ab} \rangle_g \), determined in our case by the Virasoro trajectory \( \sigma_t = \sigma_f, \Omega \).

Using the form (2.57) for the metric \( g \), the full stress tensor one-point function can be written as a Liouville stress tensor (see section 2.3)
\[ \langle T_{ab} \rangle_g = \frac{c}{24\pi} \left[ \frac{1}{2} \partial_a \varphi \partial_b \varphi + \nabla_a \nabla_b \varphi + g_{ab} \left( \Box \varphi - \frac{1}{4} g^{ab} \partial_c \varphi \partial_d \varphi \right) \right], \] (5.8)
where the Liouville field is
\[ \varphi = \hat{\omega} + \log F_t(x^-) + \log \mathcal{F}_t(x^+) \] (5.9)
and the diffeomorphisms are
\[ F_t(x^-) = \tanh \left( \sqrt{\frac{12\pi \langle T \rangle}{c}} f_t(x^-) \right), \quad \mathcal{F}_t(x^+) = \tanh \left( \sqrt{\frac{12\pi \langle T \rangle}{c}} \bar{f}_t(x^+) \right). \] (5.10)
Assuming that the CFT is holographic, the stress tensor one-point function takes the universal Cardy value (2.70) also at finite values of the temperature [169]

\[ \langle T \rangle_\beta = \frac{c\pi}{12\beta^2}, \quad \beta < 2\pi. \]  

(5.11)

Hence assuming \( \beta < 2\pi \) in our holographic setup, we have explicitly\(^{24}\)

\[ F_t(x^-) = \tanh \left( \frac{\pi}{\beta} f_t(x^-) \right), \quad F_t(x^+) = \tanh \left( \frac{\pi}{\beta} \tilde{f}_t(x^+) \right). \]  

(5.12)

On a slice of constant \( t \), the state \( \sigma_t = \sigma_{f_t,\bar{f}_t} \) is the Virasoro state associated with \( (f_t, \bar{f}_t) \) and the stress tensor expectation value \( \text{Tr} (\sigma_t T_{ab}) \) is

\[ \text{Tr} (\sigma_t T_{--}) = \frac{c}{24\pi} \{ F_t(x^-), x^- \}, \quad \text{Tr} (\sigma_t T_{++}) = \frac{c}{24\pi} \{ F_t(x^+), x^+ \} \]  

(5.13)

where the Schwarzian derivatives do not act on the \( t \) label. The stress tensor one-point function is

\[ \langle T_{ab} \rangle_g = \text{Tr}(\sigma_t T_{ab}) + \text{counterterms}, \]  

(5.14)

where as explained in section 2.3, the counterterms are necessary to make the stress tensor conserved with the correct anomalous trace.

In holography, a Virasoro state is dual to a Bañados geometry: a configuration of soft hair on a BTZ black hole. In the process, we evolve along a trajectory in the space of Virasoro states so we have an evolving configuration of soft hair. Equivalently, this can be viewed as the BTZ geometry with an evolving horizon from the action of large diffeomorphisms.

### 5.2 Evolution of the horizon in the slow-driving limit

In this section, we will consider the holographic dual of a closed CFT with unitary time evolution, a Type I Virasoro process, and we will determine the evolution of the position of the BTZ black hole horizon in the bulk. While one could in principle determine the horizon location exactly, we will for simplicity consider a quasi-static situation where the time evolution is slow and the background metric of the CFT at any given time is well approximated by a flat metric. This also implies that the bulk metric at each instant is well approximated by a particular BTZ geometry. One can then read off the horizon location with respect to the conformal boundary in a given time slice. This will be sufficient to connect the different driving regimes to the qualitative dynamics of black hole horizons.

Geometrically, the slow-driving regime corresponds to having an approximately flat boundary metric (5.1) which corresponds to

\[ \nu|_{t=t_*} = -1 + \mathcal{O}(\epsilon), \quad \rho|_{t=t_*} = 1 + \mathcal{O}(\epsilon), \]  

(5.15)

where we focus on the timeslice \( t = t_* \). As in section 3.2, we can write \( \epsilon = 1/t_{dr} \) where \( t_{dr} \) is viewed as the variation timescale of the process.

\(^{24}\)In a holographic CFT, the condition \( \beta < 2\pi \) amounts to being in the phase where the bulk geometry contains a BTZ black hole.
As a result, the stress tensor one-point function reduces to its expectation value
\[
\langle T_{-\cdots} \rangle_g = \frac{c}{24\pi} \{ F_{t_\epsilon} (x^-), x^- \} + O(\epsilon),
\]
\[
\langle T_{+\cdots} \rangle_g = \frac{c}{24\pi} \{ \bar{F}_{t_\epsilon} (x^+), x^+ \} + O(\epsilon),
\]
\[
\langle T_{+\cdots} \rangle_g = O(\epsilon).
\]
In particular the counterterms needed to make the stress tensor conserved and with the correct trace all disappear in the slow-driving limit.

The bulk metric around the slice \( t = t_\epsilon \) is then the Bañados metric \([166]\)
\[
d s^2 = \frac{d\tau^2}{r^2} + r^2 d^2 x^- + \frac{12\pi \epsilon}{c} (T_{ab})_g \, dx^a dx^b + \left( \frac{12\pi^2}{c^2 r^2} \right) (T_{+\cdots})_g \, dx^+ dx^- + O(\epsilon) \tag{5.18}
\]
To find the location of the horizon, we use the fact that the Bañados metric can be written as a quotient of the Poincaré AdS\(_3\) metric
\[
d s^2 = -dT^2 + dX^2 + dY^2, \quad Y > 0. \tag{5.19}
\]
In terms of \( X^\pm = X \pm T \), the diffeomorphism can be written \([170, 171]\]
\[
X^- = F_{t_\epsilon} (x^-) - \frac{2 F_{t_\epsilon} (x^-)^2 F_{t_\epsilon}'' (x^+)}{4r^2 F_{t_\epsilon} (x^-) F_{t_\epsilon}'' (x^+)} + \frac{2 F_{t_\epsilon} (x^-)^2 F_{t_\epsilon}'' (x^-)}{4r^2 F_{t_\epsilon} (x^-) F_{t_\epsilon}'' (x^-)} \tag{5.20}
\]
\[
X^+ = \bar{F}_{t_\epsilon} (x^+) - \frac{2 F_{t_\epsilon} (x^+)^2 F_{t_\epsilon}'' (x^-)}{4r^2 F_{t_\epsilon} (x^+) F_{t_\epsilon}'' (x^-)} + \frac{2 F_{t_\epsilon} (x^+)^2 F_{t_\epsilon}'' (x^+)}{4r^2 F_{t_\epsilon} (x^+) F_{t_\epsilon}'' (x^+)} \tag{5.21}
\]
\[
Y = \frac{4r (F_{t_\epsilon} (x^-) F_{t_\epsilon}'' (x^-))^3}{4r^2 F_{t_\epsilon} (x^-) F_{t_\epsilon}'' (x^-)} + \frac{F_{t_\epsilon}'' (x^-) F_{t_\epsilon}'' (x^-)}{4r^2 F_{t_\epsilon} (x^-) F_{t_\epsilon}'' (x^-)} \tag{5.22}
\]
Noting that the angle \( \phi \) on the slice \( t = t_\epsilon \) can be written in two ways \( \phi = f_{t_\epsilon} (x^-) = \bar{f}_{t_\epsilon} (x^+) \), and assuming further that \( \beta = \bar{\beta} \), we get
\[
F_{t_\epsilon} (x^-) = \bar{F}_{t_\epsilon} (x^+). \tag{5.23}
\]
As a result the slice \( t = t_\epsilon \) is mapped to the slice \( T = 0 \) in Poincaré AdS\(_3\). The Bañados horizon is then a portion of the Rindler horizon which is the semi-circle of equation
\[
X^2 + Y^2 = 1, \quad T = 0. \tag{5.24}
\]
Using the mapping (5.22), we obtain the horizon location in \( x^\pm \) coordinates in the slow-driving limit. On the slice \( t = t_\epsilon \), this is the curve parametrized by
\[
r(x^-) = \frac{\pi f_{t_\epsilon} (x^-)}{\beta} \sqrt{1 - \frac{\beta^2}{4\pi^2} \frac{f_{t_\epsilon}'' (x^-)^2}{f_{t_\epsilon} (x^-)}} \tag{5.25}
\]
where \( x^- = F_{t_\epsilon} (\phi) \) with \( \phi \in [0, 2\pi) \) can be used to parametrize the circle.
The bulk metric is written using \( x^\pm = x \pm \tau \) coordinates so to obtain a simple representation, we further demand that the constant \( t = t_* \) slice corresponds to a constant \( \tau = \tau_* \) slice. The normal covector of the \( t = t_* \) slice is given by

\[
dt = \frac{dx^+}{2F_t'(\phi)} - \frac{dx^-}{2F_t'(\phi)} + \mathcal{O}(\epsilon) \tag{5.26}
\]

using that in the slow-driving limit we have

\[
dx^- = F_t'(\phi) (d\phi + \nu dt) = F_t'(\phi) d\phi^- + \mathcal{O}(\epsilon), \quad dx^+ = F_t'(\phi) (d\phi + \nu dt) = F_t'(\phi) d\phi^+ + \mathcal{O}(\epsilon). \tag{5.27}
\]

For the slice \( t = t_* \) to be mapped to a slice \( \tau = \tau_* \), we must then impose

\[
F_t'(\phi) = F_{t_*}'(\phi) \tag{5.28}
\]

as this implies that the normals of the \( t = t_* \) and \( \tau = \tau_* \) slices are parallel

\[
dt = \frac{d\tau}{F_{t_*}'(\phi)}.
\]

The relation (5.28) also implies that \( F_t'(\phi) \) and \( F_{t_*}'(\phi) \) differ only by a \( \phi \)-independent constant of integration which is identified with \( \tau_* \):

\[
\tau_* = \frac{1}{2} (F_{t_*} - F_{t_*}). \tag{5.29}
\]

It follows that on the \( t = t_* \) slice, we have \( x^- = x - \tau_* \) is just a constant shift of \( x \). As a result the horizon (5.25) is now a curve on the \( \tau = \tau_* \) slice of the Bañados spacetime (5.18) whose equation is

\[
r(x) = \frac{\pi f_{t_*}'(x)}{\beta} \sqrt{1 - \frac{\beta^2 f_{t_*}''(x)^2}{4\pi^2 f_{t_*}'(x)^4}} \tag{5.30}
\]

where \( x \in [0, 2\pi) \) parametrizes the circle. If there is a range of values of \( t_* \) where the slow-driving approximation is valid and (5.28) is satisfied, the constant \( t \) slices in that range are also constant-\( \tau \) slices and the dynamical horizon for each \( t \) is the curve

\[
r_t(x) = \frac{\pi f_{t_*}'(x)}{\beta} \sqrt{1 - \frac{\beta^2 f_{t_*}''(x)^2}{4\pi^2 f_{t_*}'(x)^4}}, \quad x \in [0, 2\pi). \tag{5.31}
\]

Note that the slow-driving regime can always be achieved with a time reparametrization of the process. Given a Virasoro trajectory \((f_t, \bar{f}_t)\), we can define a new trajectory \((h_t, \bar{h}_t)\) satisfying

\[
h'_t = f'_t, \quad \bar{h}'_t = \bar{f}'_t. \tag{5.32}
\]

If the original trajectory has bounded time derivatives, the new trajectory is in the slow-driving regime for sufficiently small \( \epsilon \).

### 5.3 Heating phase in holography

We can obtain the horizon location of Möbius processes by plugging in the diffeomorphism

\[
f_t(x) = 2 \text{arctan} \left( e^{\rho t} \tan \left( \frac{1}{2} (x - \chi_t) \right) \right). \tag{5.33}
\]
We will assume that there is a range of values of $t_*$ for which the slow-driving approximation is valid. The position of the horizon is then obtained by substituting (5.33) to (5.31) which gives

$$r_t(x) = \sqrt{\frac{1 - \frac{\beta^2}{4\pi^2} \sin^2(x - \chi_t) \sinh^2 \rho_t}{\beta \cosh \rho_t - \cos(x - \chi_t) \sinh \rho_t}}. \quad (5.34)$$

The horizon has an elliptical shape and there are two extremal points corresponding to $x = \chi_t$ and $\phi = \chi_t + \pi$ corresponding to the radial position

$$\max_{x \in \mathbb{S}^1} r_t(x) = \pi \beta e^\rho_t, \quad \min_{x \in \mathbb{S}^1} r_t(x) = \pi \beta e^{-\rho_t}. \quad (5.35)$$

We see that the point $(\rho_t, \chi_t)$ in the BKM geometry gives essentially the position of the black hole on the Cauchy slice of the dual spacetime (whose geometry is also the hyperbolic disk). The process in the BKM geometry can then be viewed, at a qualitative level, as the trajectory of the black hole in spacetime.

We can measure the radial distance between the horizon and the boundary

$$d_{\text{hor}}(t) = \min_{x \in \mathbb{S}^1} \int_{r_t(x)}^{r_{UV}} \frac{dr}{r} \quad (5.36)$$

where $r_{UV}$ is a cutoff and we minimize the radial distance over the circle. For a M"obius process this is

$$d_{\text{hor}}(t) = d_{\text{hor}}(0) - \rho_t \quad (5.37)$$

where $(\rho_t, \chi_t)$ are the hyperbolic coordinates the system. In the heating phase, we have $\rho_t \sim \lambda t$. The holographic dual statement is that the black hole horizon comes closer to the boundary at a linear rate, given by the Lyapunov exponent.

It is interesting to note that $\rho_t$ is also the BKM complexity $C_{\text{BKM}}(t)$, the circuit complexity for a unitary mapping the thermal state to $\sigma_t$. As a result we see that the distance to the horizon $d_{\text{hor}}$ is equal to the “uncomplexity” \cite{complexity}.

A notion of heating phase can be defined for general Virasoro processes. A general diffeomorphism $f_t(x)$ corresponds to a probability distribution $f'_t(x)$ on the circle. Indeed it is positive and satisfies

$$\frac{1}{2\pi} \int_0^{2\pi} dx f'_t(x) = 1. \quad (5.38)$$

The radius $r_t(x)$ has a maximum at $x_*$. This corresponds to a maximum of $f'_t(x)$ so we have $f''_t(x_*) = 0$. Hence the value of the radius there is

$$r_t(x_*) = \frac{\pi}{\beta} f'_t(x_*) \quad (5.39)$$

The heating phase corresponds to $r_t(x_*) \to \infty$ so that the black hole horizon approaches the boundary point $x_*$. The heating phase then corresponds to

$$\max_{x \in \mathbb{S}^1} f'_t(x) \to \infty \quad (5.40)$$

In the case where $f'_t(x)$ has a single maxima at $x_*$ going to infinity, we have

$$f'_t(x) = 2\pi \delta_t(x - x_*) \quad (5.41)$$
Spacetime dual to a Virasoro process
Horizon shapes on $t = \text{const}$ slices.

**Figure 14.** The spacetime dual to the Virasoro process can be viewed, in the slow-driving regime, as a succession of Bañados geometries. The shape of the black hole horizon represented in red reflects the dynamics of the process. In the heating phase, the horizon approaches a point of the boundary.

where $\delta_t(x)$ is a smooth approximation of the delta function on the circle so that

$$\lim_{t \to \infty} \delta_t(x) = \delta_{S1}(x) \equiv \sum_{n=-\infty}^{\infty} e^{inx}. \quad (5.42)$$

The Möbius processes achieve this with the expression

$$f_t'(x) = \frac{1}{\cosh \rho_t - \cos(x - x_*) \sinh \rho_t}, \quad (5.43)$$

where $\lim_{t \to \infty} \rho_t = \infty$. This discussion mirrors the radial continuous majorization of the probability distributions $p_t(x) = f_t'(x)/(2\pi)$ (4.121) in section 4.5.3. The holographic picture is then that the black hole horizon moves toward the point $x = x_*$ of the conformal boundary as depicted in figure 14. We could also imagine more complicated limits where $f_t'$ has multiple maxima going to infinity. In this case, the holographic picture involves a black hole horizon with a more complicated shape, approaching the boundary at various points.

The point of the circle to which the black hole tends becomes a heating point. Its antipode on the circle is a cooling point. We can define an effective temperature $T_{\text{eff}} = 1/\beta_{\text{eff}}$ using the definition of the Virasoro state

$$\sigma_t \propto \exp \left[-\int_0^{2\pi} dx \beta_{\text{eff}}(x) T(x) \right], \quad (5.44)$$

so we have $\beta_{\text{eff}}(x) = \beta/f_t'(x)$ and the effective temperature is

$$T_{\text{eff}}(x) = T f_t'(x) \quad (5.45)$$
where $T = 1/\beta$. In the heating phase, we see that there is a point on the circle at which the temperature becomes infinite. Note that the average temperature is conserved

$$\frac{1}{2\pi} \int_0^{2\pi} T_{\text{eff}}(x) = T.$$ (5.46)

So if a point becomes infinitely hot, the rest of the circle must cool down. This gives a holographic picture for the Floquet refrigerator [98]. The emergence of a hot spot and its holographic interpretation with a deforming black hole horizon was observed in the context of time evolution after a SSD quench in [61].

6 Outlook and discussion

In this paper we have developed spacetime geometry and quantum information geometry of driven two-dimensional CFTs in the universal sector of Virasoro states. The BKM information geometry of Virasoro states gives new insight on complexity and ergodicity of driven CFTs. A particular truncation to the $\text{SL}(2,\mathbb{R})$ subgroup illuminates the rich dynamics of Möbius processes realized in Floquet CFTs. In this section we discuss some possible extensions for future work. It should be relatively straightforward to generalize our results to other $\text{SL}(2,\mathbb{R})$ subgroups generated by $L_n$, $L_{-n}$ and $L_0 + c (n^2 - 1)/24$ (see e.g. [115]) but we will leave this to future work.

Ergodic theory and Möbius driving. As we have seen, the dynamics of a thermal CFT under Möbius driving reduces to measure-preserving dynamics of the two-dimensional hyperbolic disk, the BKM geometry of Möbius states. This makes contact with a much studied branch of ergodicity — dynamics in hyperbolic spaces (see for example [173] and references therein). In this work we have investigated only some particular models with some first observations about ergodic and non-ergodic regimes and potential measures of interest. We anticipate that there is much more to explore, with more general driving protocols and more details. For example, we did not investigate whether in the ergodic regime the dynamics may also be mixing. There are also many contexts leading to consider various driven CFTs, where to apply and possibly generalize our approach. For example, driven Tomonaga-Luttinger liquids motivate a compact boson CFT with driving through alternating the compactification radius [174]. See also other models discussed therein.

Modeling the dynamics of open systems. As one application of BKM geometry, we considered work dissipation in slowly driven open CFTs in contact with a heat bath. The driving resulted from a classical background metric which produced a time-dependent Hamiltonian. The treatment of dissipation under slow driving was based on the general framework developed in [16, 18], applicable to any open quantum system whose Hamiltonian is time-dependent due to explicit time-dependence in its parameters (arising from driving by classical time-dependent background fields). A simple example is a two-level system coupled to a harmonic potential where the width of the potential well can be varied.

In this setting, the classical background field injects energy into the system since the Hamiltonian eigenvalues depend on time. This leads to changes in the energy level spacing
that affects the internal energy. A simplification in these models is that they hide the detailed origin of this energy by taking a limit of the master equation. There is a clear classical to quantum boundary where the system under consideration is quantum while the background fields are treated classically. Hence the internal energy can grow without bounds (which is what happens in the heating phase for example), but in practice, such growth cannot continue forever. The limit of the master equation also hides the details of how the environment exchanges heat $Q$ with the system and where the dissipated work is absorbed.

A complete description involves a composite system-environment Hilbert space with a unitary composite Hamiltonian time evolution, from which open-system dynamics is obtained by tracing out the environment. In the case of finite-dimensional systems, there is extensive literature on such models. It would be interesting to develop analogous detailed models of driven CFTs interacting with an environment. It would also be interesting to develop a holographic understanding of such open quantum systems. Such a holographic description will presumably require matter fields, as without matter fields we can only consider diffeomorphisms in AdS which necessarily leave e.g. the entropy invariant. To include matter fields and their backreaction will introduce many new conceptual and technical complications beyond the scope of the present paper. It may also be possible to model open systems in a more universal way incorporating changes in energies and entropy using singular diffeomorphisms representing shockwaves. Diffeomorphisms of the real line which change the temperature of the thermal states appear to be of this form when we embed the Poincaré patch in global AdS. It would be interesting to explore this possibility in more detail.

Physical interpretation of geodesics. The geodesics in the information geometry give the shortest path from an initial state to a target space. From a geodesic one can compute a particular driving protocol, which minimizes dissipated work in a slowly driven open CFT. For unitary driving it suggests an optimal way to synthesize the target state (an optimal quantum circuit minimizing a thermodynamically motivated notion of circuit complexity).

Higher work moments. In this paper, we only considered the expected amount of work $W$, the integral of the expectation value $\text{Tr}(\sigma_t \hat{H}_t)$ where $\hat{H}_t$ is the driving Hamiltonian. As a further step, one could consider integrals of higher moments of $\hat{H}_t$, in particular the variance of performed work

$$\text{Var } W \equiv \int_0^{t_f} dt \left[ \text{Tr}(\sigma_t \hat{H}_t^2) - (\text{Tr}(\sigma_t \hat{H}_t))^2 \right]$$

measuring the expected amount of cumulative work fluctuations during the driving protocol. In general, one can define full work statistics by the so called two-projective-measurement (TPM) scheme, where work is measured by two projective measurements before and after the driving protocol [7, 8, 175, 176]. In this way one can define a moment generating function, and take derivatives to compute moments of the work distribution. However, only in discrete processes these moments agree with (6.1) (see appendix of [17]).
Quantum information geometry can also be used to optimize work fluctuations [17]: there exists a metric whose geodesics minimize (6.1). In fact, the integrand of (6.1) is related to the variance of relative entropy [177]

\[ V(\rho||\sigma) = \text{Tr} [\rho (\log \rho - \log \sigma)^2] - S(\rho||\sigma)^2, \] (6.2)

when the process is a step-equilibration process [178]. We define the variance metric as (which is well defined due to \( V(\rho||\sigma) \geq 0 \))

\[ \mathcal{V}_\sigma(\delta \sigma, \delta \rho) \equiv -\frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} V(\sigma + \lambda_1 \delta \sigma \| \sigma + \lambda_2 \delta \rho) \bigg|_{\lambda_1 = \lambda_2 = 0}, \] (6.3)

and by using results of section 3.2, we observe that for a step-equilibration process (see also [178])

\[ \text{Var} W = \frac{1}{2} \int_0^{t_f} dt \mathcal{V}_{\pi_t}(\dot{\pi}_t, \dot{\pi}_t) + \mathcal{O}(\lambda^2). \] (6.4)

As a result, (6.4) has its minimum value along geodesics of \( \mathcal{V}_\sigma(\delta \rho, \delta \sigma) \). As with the relative entropy variance here, one could use other information quantities to define many different information metrics on the BKM geometry. We leave a more detailed analysis of higher moments to future work.

**Other information metrics.** In this work, we focused on the BKM quantum information metric which is a metric on mixed states and which is given by the Hessian of the relative entropy. More generally, the Hessian of any information divergence produces a metric on mixed states whose form is fixed by the perturbative expansion of the divergence. The variance metric presented in the previous paragraph is an example of this (see [40] for more examples). If the information divergence is unitary invariant, the corresponding metric should be right-invariant when restricted to Virasoro states like the BKM metric. For metrics restricted to Möbius states that can be identified with points of the unit disk \( \mathbb{D} \), this would translate to right-invariance under the action of \( \text{SL}(2, \mathbb{R}) \). Because the hyperbolic metric is the unique \( \text{SL}(2, \mathbb{R}) \)-invariant metric on \( \mathbb{D} \) (up to a constant), all these metrics are expected to be hyperbolic, but have different curvature radii. This might have implications for Möbius driving. We leave a more detailed study of these metrics to future work.

Other information metrics can also be defined on the space of pure states, instead of mixed states, such as the Fubini-Study metric [69, 116]. In this case, the relevant state space is a Virasoro orbit of some initial pure state (such as the vacuum state). The space of pure states cannot be endowed with the BKM metric directly, because the relative entropy is ill-defined for states that are not full rank. However, it might still be possible to define a BKM metric on the vacuum orbit by taking a double scaling limit, where the temperature of the thermal state is taken to zero \( \beta \to \infty \) while simultaneously scaling the metric appropriately. It would be interesting to investigate the Fubini-Study geometry of Möbius states in Möbius driven CFTs and its relationship to the limit of the BKM geometry.

**Higher dimensions.** The results of this paper can be generalized by considering different groups beyond \( \text{SL}(2, \mathbb{R}) \) or Virasoro. For example, one could consider conformal processes.
where one drives a thermal state in a higher-dimensional CFT using their conformal groups. For holographic CFTs, this would correspond to driving the AdS-Schwarzschild black hole using a time-dependent conformal generator. It would be interesting to study the dynamics of such processes and their holographic dual description.
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## A Virasoro trajectories and diffeomorphisms of the circle

In this appendix, we review projective representations of $\text{Diff}_+ S^1$ which are representations of the Virasoro group: the central extension of the universal covering group $\tilde{\text{Diff}}_+ S^1$. For other references on the topic with similar content, see [95, 119, 136].

### A.1 Unitary representations of the Virasoro group

The group of orientation-preserving diffeomorphisms of the circle is defined as

$$\text{Diff}_+ S^1 = \{ h: S^1 \to S^1 \mid h \text{ is smooth and orientation-preserving} \} \quad (A.1)$$

whose group operations are composition and inversion of diffeomorphisms. The group manifold $\text{Diff}_+ S^1$ is not simply connected and hence globally different from its universal cover $\tilde{\text{Diff}}_+ S^1$ which is given by

$$\tilde{\text{Diff}}_+ S^1 = \{ f: \mathbb{R} \to \mathbb{R} \mid f(x + 2\pi) = f(x) + 2\pi, \ f'(x) > 0, f \text{ is smooth} \}. \quad (A.2)$$

The tangent space $T_{f_0} \tilde{\text{Diff}}_+ S^1$ of $\tilde{\text{Diff}}_+ S^1$ at the point $f_0$ is spanned by tangent vectors $u_t$ obtained as derivatives

$$u_t(x) = \partial_t f_t(x) \quad (A.3)$$

with $u_t(x + 2\pi) = u_t(x)$. In this appendix, we assume that $f_0 = \text{id}$ is the identity and tangent vectors at the identity are denoted as

$$u(x) \equiv \partial_t f_t(x)|_{t=0}. \quad (A.4)$$

On the Hilbert space, a diffeomorphism $f \in \tilde{\text{Diff}}_+ S^1$ is represented by unitary operators $V_f$, and a tangent vector at the identity $u \in T_{f_0} \tilde{\text{Diff}}_+ S^1$ is represented by a Hermitian operator.

---

25The covering is infinite-to-one, because the fundamental group of $\text{Diff}_+ S^1$ is $\mathbb{Z}$.
which is defined as the derivative of \( V_{f_t} \). Given a trajectory \( f_t \) such that (A.4) holds, we get

\[
f_t \mapsto V_{f_t}, \quad u \mapsto T_u \equiv i \partial_t V_{f_t} |_{t=0}.
\]

(A.5)

The unitaries represent the group multiplication of \( \tilde{\text{Diff}}_+ S^1 \) projectively up to a phase (see [119] for a review)

\[
V_f V_h = e^{icB(f,h)} V_{f \circ h}
\]

(A.6)

where the Thurston-Bott 2-cocycle

\[
B(f,h) = \frac{1}{48\pi} \int_0^{2\pi} dx \frac{h''(x)}{h'(x)} \log f'(h(x)).
\]

(A.7)

The projective multiplication law (A.6) is the group multiplication law of the Virasoro group which is the central extension of \( \tilde{\text{Diff}}_+ S^1 \). Hence projective representations of \( \tilde{\text{Diff}}_+ S^1 \) correspond to ordinary representations of the Virasoro group.

In addition to the above representation, we can obtain an alternative one \( \nabla_f \) by taking the complex conjugate which satisfies

\[
\nabla_f \nabla_h = e^{-icB(f,h)} \nabla_{f \circ h}.
\]

(A.8)

### A.2 The Virasoro algebra and the stress tensor

The Lie algebra \( T_{\text{id}} \text{Diff}_+ S^1 \) of \( \tilde{\text{Diff}}_+ S^1 \) can be identified with the algebra \( \text{Vect} S^1 \) of real valued vector fields on \( S^1 \) via \( u = u(x) \partial_x \). The Lie bracket of two vector fields is the standard one

\[
[u,v] = (u(x) v'(x) - v(x) u'(x)) \partial_x
\]

(A.9)

which differs from the Lie bracket of \( T_{\text{id}} \text{Diff}_+ S^1 \) by a well-known minus sign [132]. This sign will not play a role for us and we will write all expressions in terms of (A.9).

The generators of \( \text{Vect} S^1 \) are\(^{26}\)

\[
\ell_n(x) = e^{-inx}
\]

(A.10)

and any vector field can be expanded in a Fourier series

\[
u(x) = \sum_{n=-\infty}^{\infty} u_n \ell_n(x).
\]

(A.11)

For the generators, the bracket (A.9) is

\[
[\ell_n, \ell_m] = i (n - m) \ell_{n+m}.
\]

(A.12)

On the Hilbert space, a vector field is represented by the Hermitian operator \( T_u \) (A.5) which by linearity has the expansion

\[
T_u = \sum_{n=-\infty}^{\infty} u_n L_n,
\]

(A.13)

\(^{26}\)More precisely, these are generators of the complexification \( \text{Vect}_c S^1 \).
where we have defined \( L_n \equiv T_{\ell_n} \) with \( L_n^\dagger = L_{-n} \). The stress tensor \( T(x) \) is defined as

\[
T(x_1) \equiv T_{\delta_{2\pi}(x_1-x)\partial_x}
\]  

(A.14)

where the \( 2\pi \)-periodic delta function

\[
\delta_{2\pi}(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} e^{inx}.
\]  

(A.15)

By linearity of the representation, it thus follows that

\[
T(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} L_n e^{inx},
\]  

(A.16)

and (A.13) can also be written as

\[
T_u = \int_0^{2\pi} dx u(x) T(x).
\]  

(A.17)

The operators \( T_u \) satisfy the central extension of the algebra \( \text{Vect} S^1 \) which is the Virasoro algebra.\(^{27}\) The Lie bracket between elements \( T_u \) can be derived using (A.5) as follows.

Using (A.5), the adjoint action of a Virasoro unitary on an element of the Virasoro algebra is given by

\[
V_h T_u V_h^\dagger \equiv i \partial_t (V_h T_u V_h^\dagger)|_{t=0}.
\]  

(A.18)

By using the composition formula (A.6) of Virasoro unitaries and taking derivatives of the 2-cocycle (A.7), we get

\[
V_h T_u V_h^\dagger = T_{\text{Ad}_h u} - \frac{c}{24\pi} \int_0^{2\pi} dx u(x) \{h(x), x\}
\]  

(A.19)

where the adjoint action of \( \text{Diff}_+ S^1 \) on \( \text{Vect} S^1 \) is given by

\[
(\text{Ad}_h u)(x) = \partial_t (h \circ f_t \circ h^{-1})(x)|_{t=0} = h'(h^{-1}(x)) u(h^{-1}(x)),
\]  

(A.20)

and the Schwarzian derivative is given by

\[
\{h(x), x\} = \left(\frac{h''(x)}{h'(x)}\right)' - \frac{1}{2} \left(\frac{h''(x)}{h'(x)}\right)^2.
\]  

(A.21)

Using (A.5), the commutator of two elements of the Virasoro algebra is obtained from the adjoint action as

\[
[T_u, T_v] = -i \partial_t (V_h T_u V_h^\dagger)|_{t=0}.
\]  

(A.22)

Denoting \( v(x) \equiv \partial_t h_t(x)|_{t=0} \), we have

\[
\partial_t T_{\text{Ad}_h u}|_{t=0} = T_{[u, v]}, \quad \partial_t \{h_t(x), x\}|_{t=0} = v''(x),
\]  

(A.23)

\(^{27}\)More precisely, the Virasoro algebra is the central extension of \( \text{Vect}_\mathbb{C} S^1 \).
so that
\[ [T_u, T_v] = -i T_{[u,v]} + \frac{ic}{24\pi} \int_0^{2\pi} dx \, u(x) v''(x). \quad (A.24) \]

For the generators (A.10), this amounts to the standard form of the Virasoro algebra
\[ [L_n, L_m] = (n - m) L_{n+m} + \frac{c}{12} n^3 \delta_{n,-m} \quad (A.25) \]
where we used (A.12) in the first term. Similarly for the stress tensor (A.14), we get
\[ [T(x_1), T(x_2)] = -i (T(x_1) + T(x_2)) \delta_{2\pi}(x_1 - x_2) + \frac{ic}{24\pi} \delta_{2\pi}''(x_1 - x_2). \quad (A.26) \]

The adjoint action (A.19) on the stress tensor (A.14) amounts to the standard transformation law
\[ V_f T(x) V_f^\dagger = f'(x)^2 T(f(x)) - \frac{c}{24\pi} \{f(x), x\}. \quad (A.27) \]

**Complex conjugate representation.** The expressions for the complex conjugate representation of the Virasoro algebra is obtained by replacing \( i \rightarrow -i \) in the above formulae. The stress tensor of the conjugate representation is
\[ \overline{T}(x) = \sum_{n=-\infty}^{\infty} L_n e^{-inx} = T(-x) \quad (A.28) \]
and algebra elements are \( T_u = \int_0^{2\pi} dx \, u(x) T(x) \). In a CFT, one forms a tensor product of the original and the complex conjugate representations. The conjugate representation is used for the quantization of the left-moving component of the two-dimensional stress tensor, namely, we have
\[ T_-(x^-) = T(x^-) \otimes 1, \quad T_+(x^+) = 1 \otimes \overline{T}(x^+) \quad (A.29) \]
as in (2.13). These conventions and signs match with [95].

**Virasoro Hamiltonian.** The Virasoro Hamiltonian is defined as
\[ H_f = V_F L_0 V_F^\dagger = V_F T_{\ell_0} V_F^\dagger \quad (A.30) \]
up to a constant which cancels in the definition of the Virasoro state \( \sigma_f \). Combined with (A.20), we get the expression for the Virasoro Hamiltonian in the main text
\[ H_f = T_{\text{Adr} \ell_0} = \int_0^{2\pi} dx \, \frac{T(x)}{f'(x)} + \ldots, \quad (A.31) \]
where we used (A.20) and that \( \ell_0(x) = 1 \). Notice that the equality is up to a constant involving the Schwarzian derivative which cancels in the definition of a Virasoro state.
A.3 Virasoro unitary as a time-ordered exponential

The unitary operator can be written as a time-ordered exponential

\[ V_f = T \exp \left(-i \int_0^t ds G_s \right), \quad (A.32) \]

where \( G_t \) is a Hermitian operator and time decreases from the left to the right. It follows that the generator is given by

\[ G_t = i \partial_t V_f V_f^\dagger = i \partial_s (V_f V_f^{-1}) \big|_{s=t}, \quad (A.33) \]

where we used \( B(f, f^{-1}) = 0 \). Using the composition rule (A.6), computing the derivative with respect to \( s \) and using (A.5) gives

\[ G_t = T \dot{f}_t \circ f_t^{-1} - \frac{c}{48\pi} \int_0^{2\pi} dx \frac{\dot{F}_t(x)}{F_t'(x)} \left( \frac{F_t''(x)}{F_t'(x)} \right)', \quad (A.34) \]

where \( F_t = f_t^{-1} \) and it matches with formulae in [72, 83]. Hence the unitary (A.32) is explicitly

\[ V_f = e^{i\alpha(f_t)} T \exp \left(-i \int_0^t ds \int_0^{2\pi} dx (\dot{f}_s \circ f_s^{-1})(x) T(x) \right), \quad (A.35) \]

where the phase is given by

\[ \alpha(f) = \frac{1}{48\pi} \int_0^t ds \int_0^{2\pi} dx \frac{\dot{F}_s(x)}{F_s'(x)} \left( \frac{F_s''(x)}{F_s'(x)} \right)', \quad (A.36) \]

Denote \( f \equiv f_1 \) for the diffeomorphism at \( t = 1 \) and consider the straight line \( \dot{f}_t(x) = 0 \) from the identity to \( f \) whose tangent vector is independent of \( t \). In this case, the unitary (A.35) reduces to

\[ V_f = e^{i\alpha(f)} \exp \left(-i \int_0^{2\pi} dx v(x) T(x) \right), \quad (A.37) \]

where \( v = \dot{f}_t \circ f_t^{-1} \) is the time-independent tangent vector and there is no more time-ordering. This is the formula presented in [136, 137]. The argument can also be reversed: each tangent vector \( v \) at the identity defines a straight line such that (A.37) represents the diffeomorphism \( f = f_1 \) obtained as the solution of the equation \( \dot{f}_t = v \circ f_t \) with \( f_0 = \text{id} \).

Lastly, for the complex conjugate representation \( \overline{V}_f \), the expression is given by (A.35) by replacing \( i \rightarrow -i \) and \( T(x) \rightarrow \overline{T}(x) = T(-x) \).

B Decomposition of the Polyakov action

In this appendix, we will derive the decomposition of the Polyakov action when the metric is parametrized in terms of \( \omega, \nu, \rho \).

B.1 Necessary identities

We will first give an overview of identities. We consider Lorentzian cylinder with light-ray coordinates \( \phi^\pm = \phi \pm t \) and a two-dimensional diffeomorphism \( F^\pm(t, \phi) \) and define

\[ \nu = \frac{\partial_t F^-}{\partial_{\phi} F^-}, \quad \rho = \frac{\partial_t F^+}{\partial_{\phi} F^+}, \quad \mu = \frac{\partial_+ F^-}{\partial_- F^-}, \quad \overline{\mu} = \frac{\partial_- F^+}{\partial_+ F^+}, \quad (B.1) \]
where the derivative

$$\frac{\partial}{\partial \phi^\pm} = \frac{1}{2} (\partial_\phi \pm \partial_t).$$

(B.2)

The ratios \( \mu, \tilde{\mu} \) are known as Beltrami differentials and we have

$$\nu = \frac{1 - \mu}{1 + \mu}, \quad \rho = \frac{1 - \tilde{\mu}}{1 + \tilde{\mu}}, \quad \mu = \frac{1 + \nu}{1 - \nu}, \quad \tilde{\mu} = \frac{1 - \rho}{1 + \rho}. \quad (B.3)$$

Notice that (B.1) is equivalent to

$$(\partial_+ - \mu \partial_-) F^- = 0, \quad (\partial_- - \tilde{\mu} \partial_+) F^+ = 0, \quad (\partial_t - \nu \partial_\phi) F^- = 0, \quad (\partial_t - \tilde{\rho} \partial_\phi) F^+ = 0. \quad (B.4)$$

These equations are first order differential equations that fix \( F^\pm \) as non-local functionals of \( \nu, \rho \) or \( \mu, \tilde{\mu} \). In particular, the last two equations in (B.4) are the Beltrami equations.

Using (B.4) one can show that

$$(\partial_t - \nu \partial_\phi) \log (\partial_\phi F^-) = \partial_\phi \nu$$

$$(\partial_t - \tilde{\rho} \partial_\phi) \log (\partial_\phi F^-) = \partial_\phi (\partial_- F^-)$$

$$(\partial_t - \rho \partial_\phi) \log (\partial_\phi F^+) = \partial_\phi \rho$$

$$(\partial_t - \nu \partial_\phi) \log (\partial_\phi F^+) = \partial_\phi \rho + (\tilde{\rho} - \nu) \partial_\phi \log (\partial_\phi F^+), \quad (B.5)$$

and similarly

$$(\partial_+ - \tilde{\mu} \partial_-) \log (\partial_- F^-) = \partial_- \mu$$

$$(\partial_- - \tilde{\mu} \partial_+) \log (\partial_- F^-) = -\tilde{\mu} (\partial_- \mu) + (1 - \mu \tilde{\mu}) \partial_- \log (\partial_- F^-)$$

$$(\partial_- - \tilde{\mu} \partial_+) \log (\partial_+ F^+) = \partial_+ \tilde{\mu}$$

$$(\partial_+ - \mu \partial_-) \log (\partial_+ F^+) = -\mu (\partial_+ \tilde{\mu}) + (1 - \mu \tilde{\mu}) \partial_+ \log (\partial_+ F^+). \quad (B.6)$$

Now a general two-dimensional metric can be written as

$$ds^2 = e^{\omega}(d\phi + \nu dt)(d\phi + \rho dt) = e^{\omega}(d\phi^- + \mu \partial_\phi^+)(d\phi^+ + \tilde{\mu} \partial_\phi^-) = e^{\varphi} dx^- dx^+ \quad (B.7)$$

where we have defined the coordinate \( x^\pm = F^\pm(\phi^-, \phi^+) \) whose differentials are given by

$$dx^- = (\partial_\phi F^-)(d\phi + \nu dt) = (\partial_- F^-)(d\phi^- + \mu d\phi^+)$$

$$dx^+ = (\partial_\phi F^+)(d\phi + \rho dt) = (\partial_+ F^+)(d\phi^+ + \tilde{\mu} d\phi^-). \quad (B.8)$$

Hence the Weyl factors are related as

$$\varphi = \omega - \log (\partial_\phi F^-) - \log (\partial_\phi F^+) = \varpi - \log (\partial_- F^-) - \log (\partial_+ F^+). \quad (B.9)$$

It follows that derivatives with respect to \( x^\pm \) are given by

$$\partial_- \equiv \frac{\partial}{\partial x^-} = -\frac{1}{(\partial_\phi F^-)} \frac{\partial_t - \nu \partial_\phi}{\tilde{\rho} - \nu} = \frac{1}{\partial_- F^-} \frac{\partial_t - \tilde{\rho} \partial_\phi}{\tilde{\mu} - \tilde{\rho}}$$

$$\partial_+ \equiv \frac{\partial}{\partial x^+} = \frac{1}{(\partial_\phi F^+)} \frac{\partial_t - \nu \partial_\phi}{\rho - \nu} = \frac{1}{\partial_+ F^+} \frac{\partial_t - \rho \partial_\phi}{\mu - \rho} \quad (B.10)$$

These identities are sufficient to derive the decomposition of the Polyakov action.
B.2 Decomposition in the \( \nu, \varphi \) parametrization

We consider the Polyakov action is

\[
W[g] = -\frac{c}{192\pi} \int d^2x \sqrt{-g} R \frac{1}{\nabla^2} R \tag{B.11}
\]

with the metric (B.7) given by

\[
ds^2 = g_{AB} d\phi^A d\phi^B = e^{\hat{\psi}} g^A g^B = e^{\omega} (d\phi + \nu dt)(d\phi + \nu dt). \tag{B.12}
\]

Now the Polyakov action can be written as \[179\]

\[
W[g] = I_L[\omega, \hat{g}] + W[\hat{g}] \tag{B.13}
\]

where the Liouville action is given by

\[
I_L[\omega, \hat{g}] = \frac{c}{96\pi} \int d^2x \sqrt{-\hat{g}} \left( \frac{1}{2} \hat{g}^{ab} \hat{\nabla}_a \omega \hat{\nabla}_b \omega + \hat{\omega} \hat{R} \right). \tag{B.14}
\]

Here \( \hat{\nabla} \) is the covariant derivative compatible with \( \hat{g} \) and \( \hat{R} \) is the corresponding Ricci scalar.

What remains is to decompose \( W[\hat{g}] \). In coordinates \( x^\pm \) defined in (B.8), the metric \( \hat{g} \) takes the form

\[
\hat{g}_{AB} d\phi^A d\phi^B = e^{\hat{\phi}} dx^- dx^+ \tag{B.15}
\]

where the Weyl factor

\[
\hat{\phi} = \hat{\phi}_- + \hat{\phi}_+, \quad \hat{\phi}_\pm \equiv -\log (\partial_\phi F^\pm). \tag{B.16}
\]

Using again (B.13), the Polyakov action \( W[\hat{g}] \) is simply the Liouville action in these coordinates:

\[
W[\hat{g}] = \frac{c}{48\pi} \int dx^- dx^+ \hat{\partial}_+ \hat{\phi} \hat{\partial}_- \hat{\phi}. \tag{B.17}
\]

Expanding the product and integrating the cross term \( \hat{\partial}_+ \hat{\phi} \hat{\partial}_- \hat{\phi} \) by parts gives

\[
W[\hat{g}] = \frac{c}{48\pi} \int d\phi dt (\partial_\phi F^-) (\partial_\phi F^+) (\varphi - \nu) [\hat{\partial}_+ \hat{\phi}_- \hat{\partial}_- \hat{\phi}_- + \hat{\partial}_+ \hat{\phi}_- \hat{\partial}_- \hat{\phi}_+ + 2 \hat{\partial}_- \hat{\phi}_+ \hat{\partial}_+ \hat{\phi}_-], \tag{B.18}
\]

where we also used that the integration measures are related as

\[
dx^- \wedge dx^+ = d\phi \wedge dt (\partial_\phi F^-)(\partial_\phi F^+) (\varphi - \nu). \tag{B.19}
\]

By using (B.10) combined with the identities (B.5), we get

\[
(\partial_\phi F^-)(\partial_\phi F^+) (\varphi - \nu) \hat{\partial}_+ \hat{\phi}_- \hat{\partial}_- \hat{\phi}_- = - (\partial_\phi \nu) \left( \frac{\partial_\phi \nu}{\varphi - \nu} - \partial_\phi \log (\partial_\phi F^-) \right)
\]

\[
(\partial_\phi F^-)(\partial_\phi F^+) (\varphi - \nu) \hat{\partial}_+ \hat{\phi}_+ \hat{\partial}_- \hat{\phi}_+ = - (\partial_\phi \nu) \left( \frac{\partial_\phi \nu}{\varphi - \nu} + \partial_\phi \log (\partial_\phi F^+) \right)
\]

\[
(\partial_\phi F^-)(\partial_\phi F^+) (\varphi - \nu) \hat{\partial}_- \hat{\phi}_+ \hat{\partial}_+ \hat{\phi}_- = - \frac{(\partial_\phi \nu)(\partial_\phi \varphi)}{\varphi - \nu}. \tag{B.20}
\]
Substituting to (B.18), rearranging and integrating by parts the terms involving \( \log (\partial \phi F^\pm) \) gives

\[
W[\hat{g}] = -\frac{c}{48\pi} \int d\phi dt \left[ \nu \partial_\phi^2 \log (\partial_\phi F^-) - p \partial_\phi^2 \log (\partial_\phi F^+) \right] 
- \frac{c}{48\pi} \int d\phi dt \frac{1}{p - \nu} \left[ (\partial_\phi \nu) + (\partial_\phi p) \right]^2.
\] (B.21)

Hence we can write the full Polyakov action of the metric (B.7) as

\[
W[g] = \Gamma[\nu] + \hat{\Gamma}[p] + K[\nu, p] + I_L[\omega, \nu, p]
\] (B.23)

where

\[
I_L[\omega, \nu, p] \text{ denotes the Liouville action (B.14) and}
\]

\[
\Gamma[\nu] = -\frac{c}{48\pi} \int d\phi dt \nu \partial_\phi^2 \log (\partial_\phi F^-), \quad \hat{\Gamma}[p] = \frac{c}{48\pi} \int d\phi dt \partial_\phi^2 \log (\partial_\phi F^+),
\] (B.24)

\[
K[\nu, p] = \frac{c}{48\pi} \int d\phi dt \frac{1}{p - \nu} \left[ (\partial_\phi \nu) + (\partial_\phi p) \right]^2.
\] (B.25)

### B.2.1 Including a background Weyl factor

We can also include a “background” in the Weyl factor \( \omega \) which will not be subtracted away as in section 2.3. In other words, we write the metric (B.7) as

\[
ds^2 = \hat{g}_{AB} d\phi^A d\phi^B = e^{\hat{\phi}} \hat{g}_{AB} d\phi^A d\phi^B
\] (B.26)

where \( \hat{\omega} = \omega - \chi - \bar{x} \) so that this time

\[
\hat{g}_{AB} d\phi^A d\phi^B = e^{\hat{\phi} + \chi} e^{\bar{x}} dx^- dx^+
\] (B.27)

includes an additional Weyl factor \( \chi + \bar{x} \). To obtain \( W[\hat{g}] \), we have to simply replace

\[
\hat{\phi}^- \to \hat{\phi}^- + \chi, \quad \hat{\phi}^+ \to \hat{\phi}^+ + \bar{x}
\] (B.28)

in equation (B.18) and compute each term again. The result of the calculation is the same as (B.20), but with replacements

\[
\partial_\phi \nu \to D_\phi \nu - \partial_t \chi,
\]

\[
\partial_\phi p \to \bar{D}_\phi p - \partial_t \bar{x},
\]

\[
\partial_\phi \log (\partial_\phi F^-) \to \partial_\phi \log (\partial_\phi F^-) - \partial_\phi \chi,
\]

\[
\partial_\phi \log (\partial_\phi F^+) \to \partial_\phi \log (\partial_\phi F^+) - \partial_\phi \bar{x}
\] (B.29)

where the covariant derivatives are defined as

\[
D_\phi \nu = \partial_\phi \nu + (\partial_\phi \chi) \nu, \quad \bar{D}_\phi p = \partial_\phi p + (\partial_\phi \bar{x}) p.
\] (B.30)

We will now assume that the Weyl factors are of the form

\[
\chi = \log \partial_\phi D(\phi), \quad \bar{x} = \log \partial_\phi \bar{D}(\phi),
\] (B.31)
that are independent of time $\partial_t \chi = \partial_t \bar{\chi} = 0$. Taking this into account in (B.29), we can do the replacements to get that the Polyakov action of the metric (B.7) is given by

$$W[g] = \Gamma[\nu, \chi] + \bar{\Gamma}[\nu, \bar{\chi}] + K[\nu, \bar{\nu}, \chi, \bar{\chi}] + I_L[\hat{\omega}; \nu, \bar{\nu}, \chi, \bar{\chi}]$$  \hspace{1cm} (B.32)

where $I_L[\hat{\omega}; \nu, \bar{\nu}, \chi, \bar{\chi}]$ is the Liouville action of $\hat{\omega} = \omega - \chi - \bar{\chi}$ in the background metric (B.27) and

$$\Gamma[\nu, \chi] = \frac{c}{48\pi} \int d\phi dt (\partial_\phi \nu) (\partial_\phi \log (\partial_\phi F^-) - \partial_\nu \chi)$$

and

$$\bar{\Gamma}[\nu, \bar{\chi}] = -\frac{c}{48\pi} \int d\phi dt (\partial_\bar{\phi} \bar{\nu}) (\partial_\bar{\phi} \log (\partial_\bar{\phi} F^+) - \partial_\bar{\nu} \bar{\chi})$$

$$K[\nu, \bar{\nu}, \chi, \bar{\chi}] = -\frac{c}{48\pi} \int d\phi dt \left( \frac{1}{\nu - \bar{\nu}} \left( (D_\phi \nu) + (\bar{D}_\phi \bar{\nu}) \right)^2 \right).$$  \hspace{1cm} (B.33)

By using the identity (B.5) and integrating by parts multiple times, we get

$$\Gamma[\nu, \chi] = \frac{c}{24\pi} \int d\phi dt \nu \left( -\frac{1}{2} \partial_\phi^2 \log (\partial_\phi F^-) + \{D(\phi), \phi\} \right)$$

$$\bar{\Gamma}[\nu, \bar{\chi}] = \frac{c}{24\pi} \int d\phi dt \bar{\nu} \left( \frac{1}{2} \partial_{\bar{\phi}}^2 \log (\partial_{\bar{\phi}} F^+) - \{\bar{D}(\phi), \phi\} \right),$$  \hspace{1cm} (B.34)

where the Schwarzians are given by

$$\{D(\phi), \phi\} = \partial^2_{\phi} \chi - \frac{1}{2} \left( \partial_\phi \chi \right)^2, \quad \{\bar{D}(\phi), \phi\} = \partial^2_{\bar{\phi}} \bar{\chi} - \frac{1}{2} \left( \partial_{\bar{\phi}} \bar{\chi} \right)^2.$$  \hspace{1cm} (B.35)

We note that in the derivation of (B.34) from (B.33), terms proportional to $\partial_\phi \partial_t \chi$ and $\partial_\phi \partial_t \bar{\chi}$ appear that vanish by $\partial_t \chi = \partial_t \bar{\chi} = 0$.

### B.3 Decomposition in the $\mu, \bar{\mu}$ parametrization

For completeness, we will also derive the decomposition of the Polyakov action in the $\mu, \bar{\mu}$ parametrization written in [76, 77, 120]. As far as we are aware, an explicit derivation is not available in the literature.

The idea is the same as above. We consider the Polyakov action (B.11) of the metric $g$ (B.7) given by

$$ds^2 = g_{AB} d\phi^A d\phi^B = e^{\hat{\omega}} \hat{g}_{AB} d\hat{\phi}^A d\hat{\phi}^B = e^{\hat{\omega}} (d\hat{\phi}^- + \mu d\hat{\phi}^+) (d\hat{\phi}^+ + \bar{\mu} d\hat{\phi}^-)$$  \hspace{1cm} (B.36)

where $\hat{g}$ should not be confused with (B.15) of the previous section. The Polyakov action decomposes as

$$W[g] = I_L[\hat{\omega}, \hat{g}] + W[\hat{g}].$$  \hspace{1cm} (B.37)

In coordinates $x^\pm$ defined in (B.8), the metric $\hat{g}$ in (B.36) takes the form

$$\hat{g}_{AB} d\hat{\phi}^A d\hat{\phi}^B = e^{\hat{\phi}} dx^- dx^+$$  \hspace{1cm} (B.38)

where the Weyl factor this time is

$$\hat{\phi} = \hat{\phi}_- + \hat{\phi}_+, \quad \hat{\phi}_\pm \equiv -\log (\partial_\pm F^\pm)$$  \hspace{1cm} (B.39)
Again by using (B.10) combined with the identities (B.6), we get

\[
W'[^{\tilde{g}}] = \frac{c}{48\pi} \int d\phi^- d\phi^+ (\partial_- F^-)(\partial_+ F^+) (1 - \mu \bar{\mu}) \left[ \tilde{\partial}_+ \varphi_- \tilde{\partial}_- \varphi_- + \tilde{\partial}_- \varphi_+ \tilde{\partial}_+ \varphi_+ + 2 \tilde{\partial}_- \varphi_+ \tilde{\partial}_+ \varphi_- \right]
\]

where we used

\[
dx^- \wedge dx^+ = d\phi^- \wedge d\phi^+ (\partial_- F^-)(\partial_+ F^+) (1 - \mu \bar{\mu}).
\]

Again by using (B.10) combined with the identities (B.6), we get

\[
(\partial_- F^-)(\partial_+ F^+) (1 - \mu \bar{\mu}) \tilde{\partial}_+ \varphi_- \tilde{\partial}_- \varphi_- = (\partial_- \mu) \left( \frac{\bar{\mu}(\partial_+ \mu)}{1 - \mu \bar{\mu}} + \partial_- \log (\partial_- F^-) \right)
\]

\[
(\partial_- F^-)(\partial_+ F^+) (1 - \mu \bar{\mu}) \tilde{\partial}_- \varphi_+ \tilde{\partial}_+ \varphi_+ = (\partial_+ \bar{\mu}) \left( \frac{\mu(\partial_- \bar{\mu})}{1 - \mu \bar{\mu}} + \partial_+ \log (\partial_+ F^+) \right)
\]

\[
(\partial_- F^-)(\partial_+ F^+) (1 - \mu \bar{\mu}) \tilde{\partial}_- \varphi_- \tilde{\partial}_+ \varphi_+ = (\partial_- \mu)(\partial_+ \bar{\mu}) \frac{1}{1 - \mu \bar{\mu}}.
\]

Substituting to (B.40) and integrating by parts the terms involving \(\partial_- F^-\) gives

\[
W'[^{\tilde{g}}] = -\frac{c}{48\pi} \int d\phi^- d\phi^+ \left[ \mu \partial_\mu^2 \log (\partial_- F^-) + \bar{\mu} \partial_\bar{\mu}^2 \log (\partial_+ F^+) \right]
\]

\[
- \frac{c}{24\pi} \int d\phi^- d\phi^+ \frac{1}{1 - \mu \bar{\mu}} \left[ (\partial_- \mu)(\partial_+ \bar{\mu}) - \frac{1}{2} \bar{\mu}(\partial_- \mu)^2 - \frac{1}{2} \mu(\partial_+ \bar{\mu})^2 \right].
\]

Hence we can write the full Polyakov action of the metric (B.7) as

\[
W'[^{\tilde{g}}] = \tilde{\Gamma}[\mu] + \tilde{\Gamma}[\bar{\mu}] + \tilde{K}[\mu, \bar{\mu}] + I_L[\varphi, \mu, \bar{\mu}]
\]

where

\[
\tilde{\Gamma}[\mu] = -\frac{c}{48\pi} \int d\phi^- d\phi^+ \mu \partial_\mu^2 \log (\partial_- F^-), \quad \tilde{\Gamma}[\bar{\mu}] = -\frac{c}{48\pi} \int d\phi^- d\phi^+ \bar{\mu} \partial_\bar{\mu}^2 \log (\partial_+ F^+)
\]

\[
\tilde{K}[\mu, \bar{\mu}] = -\frac{c}{24\pi} \int d\phi^- d\phi^+ \frac{1}{1 - \mu \bar{\mu}} \left[ (\partial_- \mu)(\partial_+ \bar{\mu}) - \frac{1}{2} \bar{\mu}(\partial_- \mu)^2 - \frac{1}{2} \mu(\partial_+ \bar{\mu})^2 \right].
\]

The term \(\tilde{K}\) has previously appeared in [76, 77, 120] and is known as the QBK term [180, 181].

### B.3.1 Including a background Weyl factor

The background Weyl factor can also be included in the Beltrami parametrization which was done in [75]. For completeness, we will explain how to get the result of [75] in the special case when the background Weyl factor is a sum of right- and left-moving terms (we have not been able to reproduce the general result).

We write the metric (B.7) as

\[
ds^2 = g_{AB} d\phi^A d\phi^B = \hat{g}^{\hat{A} \hat{B}} d\phi^\hat{A} d\phi^\hat{B}
\]

\[
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where \( \tilde{\omega} = \omega - \chi_+ - \chi_- \) so that instead of (B.38) we now have
\[
\hat{g}_{AB} d\phi^A d\phi^B = e^{\hat{\phi}} e^{\chi_+ + \chi_-} dx^- dx^+.
\] (B.48)

In equation (B.40), this amounts to the replacement
\[
\hat{\phi}_\pm \to \hat{\phi}_\pm + \chi_\pm, \quad \chi_\pm = \log(\partial_\pm D_\pm),
\] (B.49)

where \( \hat{\phi} \) is given by (B.39). The resulting formulae (B.42) are the same up to the replacement
\[
\partial_- \mu \to D_- \mu - \partial_- \chi_+, \quad \partial_+ \mu \to D_+ \mu + (\partial_+ \chi_+) \tilde{\mu}.
\] (B.51)

Now considering the special case \( \partial_\pm \chi_\pm = 0 \), we get that the Polyakov action of the metric (B.7) is given by
\[
W[g] = \Gamma[\mu, \chi_-] + \tilde{\Gamma}[\mu, \chi_+] + K[\mu, \tilde{\mu}, \chi_-, \chi_+] + I_L[\hat{\omega}; \mu, \tilde{\mu}, \chi_-, \chi_+]
\] (B.52)

where \( I_L[\hat{\omega}; \mu, \tilde{\mu}, \chi_-, \chi_+] \) is the Liouville action of \( \hat{\omega} = \omega - \chi_+ - \chi_- \) in the background metric (B.48) and
\[
\Gamma[\mu, \chi_-] = -\frac{c}{24\pi} \int d\phi^- d\phi^+ \mu \left( \frac{1}{2} \partial_\mu^2 \log(\partial_- F_-) - \{D_-(x^-), x^-\} \right)
\] (B.53)
\[
\tilde{\Gamma}[\mu, \chi_+] = -\frac{c}{24\pi} \int d\phi^- d\phi^+ \tilde{\mu} \left( \frac{1}{2} \partial_\mu^2 \log(\partial_+ F_+) - \{D_+(x^+), x^+\} \right)
\] (B.54)
\[
K[\mu, \tilde{\mu}, \chi_-, \chi_+] = -\frac{c}{24\pi} \int d\phi^- d\phi^+ \left[ \frac{1}{1 - \mu \tilde{\mu}} \left( (D_- \mu)(D_+ \tilde{\mu}) - \frac{1}{2} \tilde{\mu}(D_- \mu)^2 - \frac{1}{2} \mu(D_+ \tilde{\mu})^2 \right) \right]
\] (B.55)

which matches with [75].

C Non-negativity of relative entropy between Virasoro states

Relative entropy between two Virasoro states was computed in section 3.1 with the result
\[
S(\sigma_f || \sigma_{f_1}) = \frac{c \beta}{24\pi} \int_0^{2\pi} d\phi \left( \frac{\gamma}{2} \left[ F'(\phi)^2 - 1 \right] - \{F(\phi), \phi\} \right)
\] (C.1)
where we have defined
\[
\gamma \equiv \frac{48\pi \langle T \rangle_\beta}{c}.
\] (C.2)

To prove non-negativity, we employ the average lemma [124, 125] which is the inequality
\[
\int_0^{2\pi} d\phi \{F(\phi), \phi\} \leq \frac{1}{2} \int_0^{2\pi} d\phi [1 - F'(\phi)^2], \quad F \in \text{Diff}_+ S^1,
\] (C.3)
with an equality if and only if $F \in \text{SL}(2, \mathbb{R})$. Using (C.3) in (C.1), we get the lower bound

$$S(\sigma_f^2 \parallel \sigma_f^1) \geq \frac{c\beta}{24\pi} \frac{\gamma + 1}{2} \int_0^{2\pi} d\phi [F'(\phi)^2 - 1].$$

(C.4)

By using

$$\int_0^{2\pi} d\phi [F'(\phi)^2 - 1] = \int_0^{2\pi} d\phi [F'(\phi) - 1]^2,$$

(C.5)

we get

$$S(\sigma_f^2 \parallel \sigma_f^1) \geq \frac{c\beta}{24\pi} \frac{\gamma + 1}{2} \int_0^{2\pi} d\phi [F'(\phi) - 1]^2 \geq 0,$$

(C.6)

where the last inequality follows from the unitarity bound.$^28$

$$\gamma \geq -1.$$  

(C.7)

Hence relative entropy on the circle is non-negative. For $F \in \text{SL}(2, \mathbb{R})$, we have an equality in (C.4) which implies that $S(\sigma_f^2 \parallel \sigma_f^1) = 0$ if and only if $F = \text{id}$ as required.
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