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Search for excited electrons and muons in $\sqrt{s} = 8$ TeV proton–proton collisions with the ATLAS detector

The ATLAS Collaboration

Abstract. The ATLAS detector at the Large Hadron Collider is used to search for excited electrons and excited muons in the channel $pp \rightarrow \ell\ell^* \rightarrow \ell\ell\gamma$, assuming that excited leptons are produced via contact interactions. The analysis is based on 13 fb$^{-1}$ of $pp$ collisions at a centre-of-mass energy of 8 TeV. No evidence for excited leptons is found, and a limit is set at the 95% credibility level on the cross section times branching ratio as a function of the excited-lepton mass $m_{\ell^*}$. For $m_{\ell^*} \geq 0.8$ TeV, the respective upper limits on $\sigma B(\ell^* \rightarrow \ell\gamma)$ are 0.75 and 0.90 fb for the $e^*$ and $\mu^*$ searches. Limits on $\sigma B$ are converted into lower bounds on the compositeness scale $\Lambda$. In the special case where $\Lambda = m_{\ell^*}$, excited-electron and excited-muon masses below 2.2 TeV are excluded.
1. Introduction

Although the Standard Model (SM) of particle physics is very successful at describing a large range of phenomena, it does not provide an explanation for the generational structure and mass hierarchy of quarks and leptons. Fermion compositeness models [1–6] aim at reducing the number of fundamental matter constituents by describing SM fermions as bound states of more-elementary particles. The existence of excited states would then be a direct consequence of the fermion substructure.

This paper reports on searches for excited electrons ($e^\ast$) and excited muons ($\mu^\ast$) using 13 fb$^{-1}$ of $pp$ collision data at a centre-of-mass energy of $\sqrt{s} = 8$ TeV recorded in 2012 with the ATLAS detector at the Large Hadron Collider (LHC). Searches are based on a benchmark model [6] that describes excited-fermion interactions using an effective Lagrangian. Excited leptons ($\ell^\ast$) would be predominantly produced via four-fermion contact interactions, and are expected to decay into a lepton and a gauge boson, or a lepton and a pair of fermions. All unknown couplings of the model are set as in [6]. The contact interaction is then described by the Lagrangian

$$L_{\text{contact}} = \frac{2\pi}{\Lambda^2} j^\mu j_\mu,$$

where $\Lambda$ is the compositeness scale, $j_\mu$ is the fermion current for ground states ($f$) and excited states ($f^\ast$), and ‘h.c.’ stands for Hermitian conjugate. The gauge-mediated decays are given by the Lagrangian

$$L_{\text{GM}} = \frac{1}{2\Lambda} \bar{\ell}^\ast R_{\sigma^\mu\nu} \left[ g' W^\mu_{\nu} + g B^\mu_{\nu} \right] \ell + \text{h.c.,}$$

where $\ell$ and $\ell^\ast$ are the lepton and excited-lepton fields, respectively, $W^\mu_{\nu}$ and $B^\mu_{\nu}$ are the $SU(2)_L$ and $U(1)_Y$ field-strength tensors and $g$ and $g'$ are the corresponding gauge couplings. The searches described here focus on the single-production mechanism ($q\bar{q} \rightarrow \ell^\ast \bar{\ell}^\ast$) and the electromagnetic radiative decay mode $\ell^\ast \rightarrow \ell \gamma$. The signature thus consists of events containing two same-flavour, opposite-charge leptons and a photon ($\ell^\ast \bar{\ell}^- \gamma$ final state). The kinematic properties of the signal are determined by the excited-lepton mass ($m_{\ell^\ast}$) and the compositeness

scale ($\Lambda$). Due to unitarity constraints on contact interactions [6, 7], the model does not apply in the regime $m_{\ell^*} > \Lambda$. For most of the parameter space, the presence of excited leptons would appear as a peak in the lepton–photon mass spectrum. However, for $m_{\ell^*} \simeq \Lambda$, the width of the resonance can become significantly larger than the experimental mass resolution of the detector. To avoid this complication as well as the lepton–photon pairing ambiguity, a search is performed for an excess in the $\ell\ell\gamma$ invariant mass ($m_{\ell\ell\gamma}$) spectrum.

Previous searches at LEP [8–11], HERA [12, 13] and the Tevatron [14–17] have found no evidence for excited leptons. For the case where $m_{\ell^*} = \Lambda$, $e^*$ and $\mu^*$ masses below 1.9 TeV have been excluded by both the ATLAS [18] and CMS [19] experiments using $\sqrt{s} = 7$ TeV data.

2. ATLAS detector

The ATLAS detector [20] consists of an inner tracking system surrounded by a superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer. It has a forward–backward symmetric cylindrical geometry\(^1\) and nearly 4$\pi$ coverage in solid angle. Charged-particle tracks and vertices are reconstructed in silicon-based pixel and microstrip tracking detectors that cover $|\eta| < 2.5$ and transition radiation detectors extending to $|\eta| < 2.0$. A hermetic calorimeter system, which covers $|\eta| < 4.9$, surrounds the solenoid. The liquid-argon electromagnetic calorimeter, which plays an important role in electron and photon identification and measurement, is finely segmented for $|\eta| < 2.5$ to provide excellent energy and position resolution. Hadron calorimetry is provided by an iron–scintillator tile calorimeter in the central pseudorapidity range $|\eta| < 1.7$ and a liquid-argon calorimeter with copper or tungsten as absorber material in the pseudorapidity range $1.5 < |\eta| < 4.9$. A spectrometer is installed outside the calorimeter to identify muons and measure their momenta with high precision. The toroidal magnetic field of the muon spectrometer is provided by three air-core superconducting magnet systems: one for the barrel and one per endcap, each composed of eight coils. Three layers of drift-tube chambers and/or cathode-strip chambers provide precise coordinate measurement in the bending plane ($r-z$) in the region $|\eta| < 2.7$. A system consisting of resistive-plate chambers for $|\eta| < 1.05$ and thin-gap chambers for $1.05 < |\eta| < 2.7$ provides measurement of the $\phi$ coordinate. It also provides triggering capability up to $|\eta| = 2.4$.

3. Simulated samples

The simulation of the excited-lepton signal is based on calculations from [6]. Signal samples are generated at leading order (LO) with COMPHEP 4.5.1 [21] using MSTW2008 LO [22] parton distribution functions (PDFs). COMPHEP is interfaced with PYTHIA version 8 [23, 24] for the simulation of parton showers and hadronization. The emission of photons via initial-state radiation and final-state radiation (FSR) is handled by PYTHIA. Only the single production of excited leptons followed by a $\ell^* \rightarrow \ell\gamma$ decay is simulated.

For both the $e^*$ and $\mu^*$ searches, the dominant background arises from Drell–Yan processes accompanied by either a prompt photon from initial- or final-state radiation ($Z + \gamma$) or a jet misidentified as a photon ($Z +$ jets). The $Z + \gamma$ background results in the same final state as the

\(^1\) ATLAS uses a right-handed coordinate system with the $z$-axis along the beam pipe. The $x$-axis points to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$.
signal, whereas the $Z + \text{jets}$ background is suppressed by imposing stringent requirements on the quality and isolation of the reconstructed photon. Small contributions from $t\bar{t}$ and diboson ($WW$, $WZ$ and $ZZ$) production are also present in both channels. In the electron channel, the $W + \gamma + \text{jets}$ background contributes to the $ee\gamma$ selection when a jet is misidentified as an electron. Backgrounds from $W + \text{jets}$ and multi-jet events, including semileptonic decays of heavy-flavour hadrons, are suppressed by requiring the leptons and the photon to be isolated, and have negligible contribution to the total background after selection.

The $Z + \gamma$ sample is generated with SHERPA 1.4.1 [25] using CT10 [26] PDFs and includes the LO emission of up to three partons in the initial state. To avoid phase-space regions where matrix elements diverge, the angular separation between the photon and each lepton is required to be $\Delta R(\ell, \gamma) = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} > 0.1$ and the transverse momentum of the photon ($p_T^\gamma$) is required to be above 10 GeV. To ensure adequate statistics, 1.2 million events (equivalent to $37 \text{ fb}^{-1}$) were generated for each of the electron and muon channels.

The $Z + \text{jets}$ and $W + \gamma + \text{jets}$ backgrounds are generated with ALPGEN 2.13 [27] using CTEQ6L1 [28] PDFs. The $t\bar{t}$ background is produced with MC@NLO 3.41 [29] with CT10 PDFs. In both cases, JIMMY 4.31 [30] is used to describe multiple parton interactions and HERWIG 6.510 [31] is used to simulate the remaining underlying event, parton showers and hadronization. The diboson processes are generated with POWHEG [32] and PYTHIA using CT10 PDFs. For all these samples, FSR is handled by PHOTOS [33]. To remove overlaps between the $Z + \text{jets}$ and $Z + \gamma$ samples, $Z + \text{jets}$ events with prompt photons are rejected if $p_T^\gamma > 10 \text{ GeV}$ and $\Delta R(\ell, \gamma) > 0.1$. The predictions for $Z + \text{jets}$ and $W + \gamma + \text{jets}$ backgrounds are normalized using the data-driven techniques described in section 5. Cross sections for diboson processes are evaluated at next-to-LO [34] and the $t\bar{t}$ cross section is calculated at approximate-next-to-next-to-LO [35], with uncertainties of 5% and $^{+10\%}_{-9\%}$, respectively.

The generated samples are processed using a detailed detector simulation [36] based on GEANT4 [37] to propagate the particles and account for the detector response. Monte Carlo (MC) minimum-bias events are overlaid on both the signal and background processes to simulate the effect of additional $pp$ collisions (pile-up). Simulated events are weighted so that the distribution of the expected number of interactions per event agrees with the data, with an average of 20 interactions per bunch crossing.

### 4. Data and selection

The data were collected between April and October 2012 during stable-beam periods of $\sqrt{s} = 8 \text{ TeV}$ $pp$ collisions, and correspond to an integrated luminosity of $13.0 \text{ fb}^{-1}$ for the electron channel and $12.8 \text{ fb}^{-1}$ for the muon channel [38]. For the $e^+ \text{ search}$, a trigger relying only on calorimetric information is used to select events. It requires two electromagnetic clusters with transverse momentum ($p_T$) thresholds of 35 and 25 GeV for the leading and subleading clusters, respectively, with loose shower-shape requirements aiming to select electrons and photons. For the $\mu^+ \text{ search}$, a single-muon trigger is used. It requires a track to be reconstructed in both the muon spectrometer and the inner detector with a combined track $p_T > 24 \text{ GeV}$.

Offline, events are selected if they contain at least two lepton candidates and a photon candidate. A primary vertex with at least three associated charged-particle tracks with $p_T > 0.4 \text{ GeV}$ is also required. If several vertices fulfill this requirement, the vertex with the largest $\Sigma p_T^2$ is selected, where the sum is over all reconstructed tracks associated with the vertex.
Each electron candidate is formed from a cluster of cells in the electromagnetic calorimeter associated with a charged-particle track in the inner detector. For the $e^+e^-$ search, two electron candidates are required. Their transverse momentum ($p_T^e$) must satisfy $p_T^e > 40\text{ GeV}$ ($30\text{ GeV}$) for the leading (subleading) electron. Both electrons must be reconstructed within the range $|\eta| < 2.47$ and not in the transition region $1.37 < |\eta| < 1.52$ between the barrel and endcap calorimeters. The ATLAS medium electron identification criteria \cite{39} for the transverse shower shape, the longitudinal leakage into the hadronic calorimeter and the association with an inner-detector track are applied to the cluster. The electron energy is obtained from the calorimeter measurement, and its direction is given by the associated track. A hit in the innermost layer of the pixel detector is required (if an active pixel layer is traversed) to suppress background from photon conversions. To suppress background from jets, the highest-$p_T$ electron is required to be isolated by demanding that the sum of the transverse energies in the cells around the electron direction in a cone of radius $\Delta R = 0.2$ be less than 7 GeV. The core of the electron energy deposition is excluded and the sum is corrected for transverse shower leakage and pile-up from additional $pp$ collisions to make the isolation variable essentially independent of $p_T^e$. The electron trigger and reconstruction efficiencies are evaluated using tag-and-probe techniques with $Z \to ee$ events \cite{39} for data and MC simulation. Correction factors are extracted in several $\eta \times p_T^e$ bins and applied to the simulation. In cases where more than two electrons are found to satisfy the above requirements, the pair with the largest invariant mass is chosen. No requirement is applied to the electric charge of the electrons, as it could induce an inefficiency in the signal selection for high-$p_T$ electrons due to charge misidentification.

Each muon candidate has to be reconstructed independently in both the inner detector and the muon spectrometer. Its momentum is determined from a combined fit to these two measurements. For the $\mu^+\mu^-$ search, two muon candidates with a transverse momentum ($p_T^\mu$) above 25 GeV are required. Both muons must have a minimum number of hits in the inner detector and hits in each of the inner, middle and outer layers of the muon spectrometer. This requirement, which restricts the muon acceptance to $|\eta| < 2.5$, guarantees a precise momentum measurement. Muons with hits in the barrel–endcap overlap regions of the muon spectrometer ($1.05 \lesssim |\eta| \lesssim 1.4$) are discarded because of the limited coverage with drift-tube chambers in this angular range. To suppress background from cosmic rays, the muon tracks are required to have transverse and longitudinal impact parameters $|d_0| < 0.2$ and $|z_0| < 1\text{ mm}$ with respect to the selected primary vertex. To reduce background from heavy-flavour hadrons, each muon is required to be isolated such that $\Sigma p_T^T / p_T^{\mu} < 5\%$, where the sum is over inner-detector tracks with $p_T > 1\text{ GeV}$ that are contained in a cone of radius $\Delta R = 0.3$ surrounding the candidate muon track, the latter being excluded from the sum. The muon trigger and reconstruction efficiencies are evaluated using tag-and-probe techniques with $Z \to \mu\mu$ events \cite{40}, and $\eta$-dependent corrections to be applied to the simulation are determined. The two muons are additionally required to have opposite electric charge. In cases where more than one pair of muons are found to satisfy the above requirements, the pair with the largest invariant mass is considered.

Each photon candidate is formed from a cluster of cells in the electromagnetic calorimeter. A photon can be reconstructed either as an unconverted photon, with no associated track, or as a photon that converted to an electron–positron pair, associated with one or two tracks. The presence of at least one photon candidate with $p_T^\gamma > 30\text{ GeV}$ and $|\eta| < 2.37$ is required in both channels. As for electrons, photons within the transition region between the barrel and endcap calorimeters are excluded. Photon candidates are required to satisfy the ATLAS
tight photon definition [41]. This selection includes constraints on the energy leakage into the hadronic calorimeter as well as stringent requirements on the energy distribution in the first and second sampling layers of the electromagnetic calorimeter. These requirements increase the purity of the selected photon sample by rejecting most of the jet background, including jets with a leading neutral hadron (usually a π\(^0\)) that decays into a pair of collimated photons. The photon-identification efficiency and shower shapes in the electromagnetic calorimeter are studied using FSR photons from Z boson decays with loose lepton–photon separation requirements. Shower shapes are then adjusted in the simulation so that the resulting photon-identification efficiency matches the efficiency measured in data [42].

To further reduce background from misidentified jets, photon candidates are required to be isolated by demanding that either \(E^\text{iso}_T < 10\ \text{GeV}\) or \(E^\text{iso}_T / p^\gamma_T < 1\%\), where \(E^\text{iso}_T\) is the sum of the transverse energies of the clusters within a cone of radius \(\Delta R = 0.4\) surrounding the photon. As for the electron isolation, the clusters from the photon energy deposition are excluded and the sum is corrected for transverse shower leakage and pile-up. The relative-isolation criterion reduces the efficiency loss for high-\(p_T\) photons (\(p^\gamma_T > 1\ \text{TeV}\)). Since the photon and the leptons are expected to be well separated for the excited-lepton signal, only photons satisfying \(\Delta R(\ell, \gamma) > 0.7\) are retained. This requirement is effective at suppressing Drell–Yan events with FSR photons that are typically highly collimated with the leptons. If more than one photon candidate in an event satisfy the above requirements, the one with the largest \(p_T\) is used in the search.

Finally, two additional requirements are applied to drastically reduce the background level. The first one, referred to as the ‘Z veto’ in the following, requires the dilepton mass to satisfy \(m_{\ell\ell} > 110\ \text{GeV}\). The second is a variable lower bound on the dilepton–photon mass that defines the signal search region. As a result of optimization studies, the signal region for \(m_{\ell\ell} < 900\ \text{GeV}\) is \(m_{\ell\ell\gamma} > m_{\ell\ell} + 150\ \text{GeV}\). For \(m_{\ell\ell} \geq 900\ \text{GeV}\), it is fixed to \(m_{\ell\ell\gamma} > 1050\ \text{GeV}\). The signal efficiency for these two requirements is above 98% for \(m_{\ell\ell} \geq 200\ \text{GeV}\).

The total signal acceptance times efficiency \((A \times \epsilon)\) is shown in figure 1 as a function of the excited-lepton mass. For low values of \(m_{\ell\ell}\), the photon and the leptons tend to be produced more forward and have a softer \(p_T\) spectrum than at high mass, which explains the decrease in \(A \times \epsilon\). The lower geometrical acceptance in the muon channel is due to the requirement of hits in all three layers of precision chambers.

5. Background determination

Most of the background predictions are estimated with MC samples normalized with calculated cross sections and the measured integrated luminosity of the data. Because the misidentification of jets as photons is not accurately modelled in the simulation, the \(Z +\) jets background is instead normalized to the data using a control region defined as \(70 < m_{\ell\ell} < 110\ \text{GeV}\), where the contribution from signal events is at most 3% for \(m_{\ell\ell} \geq 200\ \text{GeV}\). In this control region, the number of \(Z +\) jets events is estimated by subtracting from the data all simulated backgrounds except \(Z +\) jets. The normalization of the \(Z +\) jets MC sample is corrected accordingly by a scale factor, separately determined to be \(0.53 \pm 0.10\) for both the electron and muon channels. The quoted uncertainty combines the statistical uncertainties on the data and simulated backgrounds and the uncertainty on the \(Z +\gamma\) cross section. Other sources of uncertainty including the integrated luminosity and the cross sections of the \(i\bar{i}\) and diboson processes are negligible.
Figure 1. Acceptance times efficiency \((A \times \epsilon)\) of the excited-lepton selection as a function of the excited-lepton mass \((m_\ell^*)\), evaluated for a compositeness scale of 5 TeV. The uncertainties correspond to the sum in quadrature of the statistical uncertainty and systematic uncertainties associated with the lepton and photon efficiencies.

Scale factors were evaluated in different \(p_T^\gamma\) bins, and results are consistent within statistical uncertainties.

In the electron channel, the \(W + \gamma + \text{jets}\) background is also normalized to the data because of the imperfect modelling of the jet-to-electron fake rate. For this background only, the identification criteria were relaxed for one electron to increase the MC statistics. The \(W + \gamma + \text{jets}\) normalization is derived using a likelihood template fit to the data, in the same control region as for \(Z + \text{jets}\). The fit is simultaneously performed on transverse mass distributions \(m_T(e_1, E_T^\text{miss})\) and \(m_T(e_2, E_T^\text{miss})\), where \(E_T^\text{miss}\) denotes the magnitude of the missing transverse momentum, which is calculated \([43]\) from calorimeter cells with \(|\eta| < 4.9\) using the local energy calibration of electrons, photons, hadronically decaying \(\tau\)-leptons and jets. Cells belonging to clusters not associated with such reconstructed objects as well as cells associated with a muon candidate are also included. The transverse mass is \(m_T(e_i, E_T^\text{miss}) = \sqrt{2p_T^{e_i} E_T^\text{miss}(1 - \cos \Delta\phi)}\), where \(\Delta\phi\) is the angle between the transverse momentum of electron \(i\) \((p_T^{e_i})\) and the missing transverse momentum. The only floating parameter in the fit is the scale factor of the \(W + \gamma + \text{jets}\) background, which is found to be \(0.22^{+0.25}_{-0.22}\) (stat \(\oplus\) syst). Systematic uncertainties account for correlations between the two \(m_T\) variables, the choice of control region in which the fit is performed, the loosening of the electron identification criteria, and the dependence on the \(Z + \text{jets}\) scale factor.

The numbers of events in the control region \((70 < m_{\ell\ell} < 110 \text{ GeV})\) and the numbers after the \(Z\) veto \((m_{\ell\ell} > 110 \text{ GeV})\) are shown in table 1 after scaling the \(Z + \text{jets}\) background, as well as the \(W + \gamma + \text{jets}\) background in the electron channel. In the control region, by construction, the total background is equal to the number of events in data. After the \(Z\) veto, the observed data are found to be consistent with the background prediction. Good agreement is also observed between data and background in the control region for the lepton and photon kinematic

Table 1. Data yields and background expectations in the control region and after the Z veto. The Z + jets and W + \gamma + jets backgrounds are scaled as described in the text. The uncertainties shown are purely from MC statistics, except for Z + jets and W + \gamma + jets where the statistical uncertainty on the associated scale factor is reported.

<table>
<thead>
<tr>
<th>Regions (GeV)</th>
<th>70 &lt; m_{ee} &lt; 110</th>
<th>m_{ee} &gt; 110</th>
<th>70 &lt; m_{\mu\mu} &lt; 110</th>
<th>m_{\mu\mu} &gt; 110</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z + \gamma</td>
<td>1235 ± 25</td>
<td>208 ± 10</td>
<td>1067 ± 22</td>
<td>131 ± 8</td>
</tr>
<tr>
<td>Z + jets</td>
<td>371 ± 48</td>
<td>25 ± 7</td>
<td>334 ± 43</td>
<td>12 ± 3</td>
</tr>
<tr>
<td>t\bar{t}, diboson</td>
<td>18 ± 1</td>
<td>19 ± 2</td>
<td>16 ± 1</td>
<td>6 ± 1</td>
</tr>
<tr>
<td>W + \gamma + jets</td>
<td>9 ± 9</td>
<td>21 ± 21</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total MC</td>
<td>1633 ± 55</td>
<td>273 ± 24</td>
<td>1417 ± 48</td>
<td>149 ± 8</td>
</tr>
<tr>
<td>Data</td>
<td>1633</td>
<td>263</td>
<td>1417</td>
<td>147</td>
</tr>
</tbody>
</table>

Figure 2. Distributions of the transverse momentum of the photon (p_T) for the electron (a) and muon (b) channels, in the control region defined by the dilepton mass range 70 < m_{\ell\ell} < 110 GeV. The background uncertainty corresponds to the sum in quadrature of the statistical uncertainties and the uncertainty in the data-driven Z + jets normalization.

distributions. In particular, figure 2 shows that the background prediction for the photon p_T distribution matches the data for both the \( e^+ e^- \) and \( \mu^+ \mu^- \) searches.

Because only a small fraction of the simulated background events survive the m_{\ell\ell} > 110 GeV requirement, the m_{\ell\gamma} distributions of dominant backgrounds are separately fitted with an exponential function and extrapolated to the high-mass region. The binned results of these fits are used as final background estimates in the statistical analysis. The same operation is performed for the m_{\ell\gamma} distribution of each background, although in this case, the fit results are not used in any numerical analysis. The resulting background estimates are shown in figures 3 and 4 as functions of the invariant mass of the \( \ell\gamma \) and \( \ell\ell\gamma \) systems, respectively. For table 1 and figures 2–4, the lower bound on m_{\ell\ell\gamma} described in section 4 is not applied.

Figure 3. Distributions of the $\ell\ell\gamma$ invariant mass ($m_{\ell\ell\gamma}$) for the electron (a) and muon (b) channels after requiring the dilepton mass to satisfy $m_{\ell\ell} > 110$ GeV. Combinations with both the leading and subleading leptons are shown. The binned results of exponential fits are used for all backgrounds. The background uncertainty corresponds to the sum in quadrature of the statistical and systematic uncertainties. The last bin contains the sum of all entries with $m_{\ell\ell\gamma} > 875$ GeV. Signal predictions for three different values of the excited-lepton mass ($m_{e^*}$) with a compositeness scale ($\Lambda$) of 10 TeV are also shown.

Figure 4. Distributions of the $\ell\ell\gamma$ invariant mass ($m_{\ell\ell\gamma}$) for the electron (a) and muon (b) channels after requiring the dilepton mass to satisfy $m_{\ell\ell} > 110$ GeV. The binned results of exponential fits are used for the $Z + \gamma$, $Z +$ jets, $t\bar{t}$, $t\bar{t} +$ jets, which are shown. The background uncertainty combining the statistical and systematic uncertainties is displayed as the hatched area. The last bin contains the sum of all events with $m_{\ell\ell\gamma} > 1350$ GeV. Signal predictions for three different values of the excited-lepton mass ($m_{e^*}$) with a compositeness scale ($\Lambda$) of 10 TeV are also shown.
Table 2. Dominant uncertainties on the expected numbers of events for the lowest-mass search region, $m_{\ell\ell\gamma} > 350\text{ GeV}$. The theory uncertainty reported for the background corresponds to the uncertainty on the $Z + \gamma$ cross section only.

<table>
<thead>
<tr>
<th>Source</th>
<th>Theory</th>
<th>Statistics</th>
<th>Luminosity</th>
<th>Efficiencies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Signal</td>
<td>Background</td>
<td>Signal</td>
<td>Background</td>
</tr>
<tr>
<td>Theory</td>
<td>$+25%$</td>
<td>$-16%$</td>
<td>$+25%$</td>
<td>$-16%$</td>
</tr>
<tr>
<td>Statistics</td>
<td>$-18%$</td>
<td>$+21%$</td>
<td>$-3%$</td>
<td>$+3%$</td>
</tr>
<tr>
<td>Luminosity</td>
<td>$-21%$</td>
<td>$+5%$</td>
<td>$3%$</td>
<td>$3%$</td>
</tr>
<tr>
<td>Efficiencies</td>
<td>$+5%$</td>
<td>$-5%$</td>
<td>$+5%$</td>
<td>$-5%$</td>
</tr>
</tbody>
</table>

6. Systematic uncertainties

The most important sources of uncertainty are discussed below and summarized in table 2. A large part of the background uncertainty comes from the $Z + \gamma$ cross-section calculation. It includes the renormalization and factorization scale uncertainties, obtained by varying independently each scale by a factor of two, as well as uncertainties in the PDFs and the strong coupling constant $\alpha_s$. These uncertainties are evaluated by generating $Z + \gamma$ \textsc{sherpa} samples for the 52 CT10 eigenvector PDF sets, the four CT10.AS PDF sets corresponding to $\alpha_s = 0.116, 0.117, 0.119$ and 0.120, and the four combinations of scales. For $m_{\ell\ell\gamma} > 350\text{ GeV}$ ($m_{\ell\ell\gamma} > 1050\text{ GeV}$), the resulting uncertainty is $+25\%$ ($+32\%$) at $-16\%$ ($-18\%$) for both channels. Cross-section uncertainties for the $tt$ and diboson processes have a negligible impact on the total background uncertainty.

The statistical uncertainties associated with the $m_{\ell\ell\gamma}$ fits contribute to the background uncertainty at a comparable level at low mass, and become increasingly important at high mass. The sum in quadrature of fit uncertainties, including uncertainties on data-driven scale factors for the relevant backgrounds, increases from about $\pm 20\%$ for $m_{\ell\ell\gamma} > 350\text{ GeV}$ in both channels to $+215\%$ ($+200\%$) for $m_{\ell\ell\gamma} > 1050\text{ GeV}$ in the $e^\ast$ ($\mu^\ast$) search. The main contributions come from the $Z + \gamma$ and $Z + \text{jets}$ backgrounds, as well as the $W + \gamma + \text{jets}$ background in the electron channel.

Experimental systematic uncertainties that affect both the signal and background yields include the uncertainty on the luminosity measurement and uncertainties in particle reconstruction and identification as described below.

The uncertainty on the integrated luminosity is 2.8%. It is based on a preliminary calibration of the luminosity scale derived from beam-separation scans [38] performed in November 2012.

The total uncertainty on the photon reconstruction and identification efficiencies is 4% [42]. The combination of uncertainties on the electron trigger, reconstruction, identification and isolation efficiencies results in a 2% uncertainty on both the signal efficiency and background level. The combined uncertainty on the trigger, reconstruction and identification efficiencies for muons is estimated to increase linearly as a function of $m_{\ell\gamma}$, to about 2% for $m_{\ell\gamma} = 2\text{ TeV}$. This uncertainty is dominated by the impact of large energy loss from muon bremsstrahlung in the calorimeter. The sum in quadrature of the lepton and photon uncertainties for the lowest $m_{\ell\ell\gamma}$ threshold is shown in table 2. Uncertainties on the energy scale and resolution for final-state objects have a negligible effect on signal and background selection efficiencies.
Table 3. Data yields and background expectation as a function of a lower bound on $m_{e\gamma\gamma}$ for the $e^*$ search. The uncertainties represent the sum in quadrature of the statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>$m_{e\gamma\gamma}$ region (GeV)</th>
<th>$Z + \gamma$</th>
<th>Total background</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 350$</td>
<td>$53^{+16}_{-14}$</td>
<td>$69^{+18}_{-16}$</td>
<td>60</td>
</tr>
<tr>
<td>$&gt; 450$</td>
<td>$27 \pm 9$</td>
<td>$34^{+11}_{-10}$</td>
<td>19</td>
</tr>
<tr>
<td>$&gt; 550$</td>
<td>$14^{+6}_{-5}$</td>
<td>$17^{+7}_{-6}$</td>
<td>12</td>
</tr>
<tr>
<td>$&gt; 650$</td>
<td>$7.0^{+3.6}_{-3.3}$</td>
<td>$8.7^{+4.8}_{-3.4}$</td>
<td>7</td>
</tr>
<tr>
<td>$&gt; 750$</td>
<td>$3.5^{+2.5}_{-1.9}$</td>
<td>$4.4^{+3.4}_{-2.0}$</td>
<td>3</td>
</tr>
<tr>
<td>$&gt; 850$</td>
<td>$1.8^{+1.8}_{-1.1}$</td>
<td>$2.2^{+2.5}_{-1.1}$</td>
<td>2</td>
</tr>
<tr>
<td>$&gt; 950$</td>
<td>$0.9^{+1.2}_{-0.6}$</td>
<td>$1.1^{+1.7}_{-0.9}$</td>
<td>1</td>
</tr>
<tr>
<td>$&gt; 1050$</td>
<td>$0.4^{+0.8}_{-0.3}$</td>
<td>$0.5^{+1.2}_{-0.4}$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4. Data yields and background expectation as a function of a lower bound on $m_{\mu\mu\gamma}$ for the $\mu^*$ search. The uncertainties represent the sum in quadrature of the statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>$m_{\mu\mu\gamma}$ region (GeV)</th>
<th>$Z + \gamma$</th>
<th>Total background</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 350$</td>
<td>$33^{+11}_{-10}$</td>
<td>$40^{+11}_{-10}$</td>
<td>32</td>
</tr>
<tr>
<td>$&gt; 450$</td>
<td>$17 \pm 6$</td>
<td>$21^{+7}_{-6}$</td>
<td>12</td>
</tr>
<tr>
<td>$&gt; 550$</td>
<td>$8.7^{+3.8}_{-3.6}$</td>
<td>$11^{+5}_{-4}$</td>
<td>3</td>
</tr>
<tr>
<td>$&gt; 650$</td>
<td>$4.4^{+2.4}_{-2.2}$</td>
<td>$5.9^{+3.5}_{-2.6}$</td>
<td>3</td>
</tr>
<tr>
<td>$&gt; 750$</td>
<td>$2.2^{+1.5}_{-1.3}$</td>
<td>$3.2^{+2.6}_{-1.6}$</td>
<td>2</td>
</tr>
<tr>
<td>$&gt; 850$</td>
<td>$1.1^{+1.0}_{-0.8}$</td>
<td>$1.7^{+2.0}_{-0.9}$</td>
<td>1</td>
</tr>
<tr>
<td>$&gt; 950$</td>
<td>$0.6^{+0.7}_{-0.4}$</td>
<td>$0.9^{+1.5}_{-0.6}$</td>
<td>0</td>
</tr>
<tr>
<td>$&gt; 1050$</td>
<td>$0.3^{+0.5}_{-0.2}$</td>
<td>$0.5^{+1.0}_{-0.3}$</td>
<td>0</td>
</tr>
</tbody>
</table>

The impact of the $\ell^*$ decay width on the signal selection efficiency was also investigated. The decay width is computed with formulas given in [6]. It increases with $m_{\ell^*}$ and decreases with $\Lambda$, and over the $\Lambda - m_{\ell^*}$ region accessible in these searches, it ranges from $\simeq 1$ MeV to $\simeq 200$ GeV. Signal efficiencies were computed at the generator level for different values of $\Lambda$, and efficiency variations were observed to be at most 1%, which is negligible compared to the other uncertainties in the selection efficiency.

7. Results

The $m_{\ell\ell\gamma}$ distributions are shown in figure 4 for the data, the expected backgrounds, and three signal predictions. The expected and observed numbers of events in each of the search regions, used for the statistical analysis, are shown in tables 3 and 4 for the electron and muon...
Figure 5. Upper limits at 95% CL on the cross section times branching ratio ($\sigma B$) as a function of the excited-lepton mass ($m_\ell^*$), for the electron (a) and muon (b) channels. LO signal predictions with uncertainties from renormalization and factorization scales and PDFs are shown for three different compositeness scales ($\Lambda$).

Figure 6. Exclusion limits in the compositeness scale ($\Lambda$) versus excited-lepton mass ($m_\ell^*$) parameter space for the electron (a) and muon (b) channels. The filled area is excluded at 95% CL. No limits are set in the dark shaded region $m_\ell^* > \Lambda$ where the model is not applicable.

channels, respectively. The uncertainties include both the statistical and systematic contributions as described earlier. The data are consistent with the background expectation, and no significant excess is observed in the signal region.

An upper limit on the cross section times branching ratio $\sigma (pp \to \ell\ell^*) \times B(\ell^* \to \ell\gamma)$ is determined for each channel and each $m_\ell^*$ hypothesis at the 95% credibility level (CL) using a Bayesian approach [44] with a flat positive prior for $\sigma B$. Systematic uncertainties are incorporated into the limit calculation as nuisance parameters with Gaussian priors.
Uncertainties in particle reconstruction and identification efficiencies as well as the uncertainty on the luminosity are fully correlated between signal and backgrounds. All other uncertainties are uncorrelated. The expected limit is evaluated as the median of the upper-limit distribution obtained with a set of background-only pseudo-experiments. Figure 5 shows the 95% CL expected and observed limits on $\sigma B$ for the $e^*$ and $\mu^*$ searches. For $m_{e^*} \geq 800$ GeV, the observed upper limits are 0.75 and 0.90 fb for the electron and muon channels, respectively. The sensitivity to the prior for $\sigma B$ was studied using a reference prior [45], resulting in 20–25% better limits for both channels. Theoretical predictions of $\sigma B$ for three different values of $\Lambda$ are also displayed in figure 5, along with the uncertainties from renormalization and factorization scales and PDFs. These uncertainties are shown for illustrative purpose only and are not used when setting limits.

For each $m_{e^*}$ hypothesis, the limit on $\sigma B$ is then translated into a lower bound on the compositeness scale. This bound corresponds to the value of $\Lambda$ for which the theoretical prediction $\sigma B(m_{e^*}, \Lambda)$ is equal to the upper limit on $\sigma B$. The excluded region in the $\Lambda-m_{e^*}$ plane is shown in figure 6 for both the $e^*$ and $\mu^*$ searches. For $m_{e^*} = \Lambda$, excited-electron and excited-muon masses are both excluded at 95% CL up to 2.2 TeV. The limits obtained with $\sqrt{s} = 7$ TeV data by ATLAS [18] and CMS [19] are also shown.

8. Conclusions

The results of a search for excited electrons and excited muons with the ATLAS detector at the LHC are reported, using a sample of $\sqrt{s} = 8$ TeV $pp$ collisions corresponding to an integrated luminosity of 13 fb$^{-1}$. The observed data are consistent with SM background expectations. An upper limit is set at 95% CL on the cross section times branching ratio $\sigma B(\ell^* \rightarrow \ell \gamma)$ as a function of the excited-lepton mass. For $m_{e^*} \geq 0.8$ TeV, the respective limits on $\sigma B$ are 0.75 and 0.90 fb for the $e^*$ and $\mu^*$ searches. These upper limits are converted into lower bounds on the compositeness scale $\Lambda$. In the special case where $\Lambda = m_{e^*}$, excited-electron and excited-muon masses below 2.2 TeV are excluded.
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