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Exact solution for the quantum and private capacities of bosonic dephasing channels

Ludovico Lami & Mark M. Wilde

The capacities of noisy quantum channels capture the ultimate rates of information transmission across quantum communication lines, and the quantum capacity plays a key role in determining the overhead of fault-tolerant quantum computation platforms. Closed formulae for these capacities in bosonic systems were lacking for a key class of non-Gaussian channels, bosonic dephasing channels, which are used to model noise affecting superconducting circuits and fibre-optic communication channels. Here we provide an exact calculation of the quantum, private, two-way assisted quantum and secret-key-agreement capacities of all bosonic dephasing channels. We prove that they are equal to the relative entropy of the distribution underlying the channel with respect to the uniform distribution, solving a problem that was originally posed over a decade ago.

One of the great promises of quantum information science is that remarkable tasks can be achieved by encoding information into quantum systems. In principle, algorithms executed on quantum computers can factor large integers, simulate complex physical dynamics, solve unstructured search problems with proven speedups and perform linear-algebraic manipulations on large matrices encoded into quantum systems. In addition, ordinary ('classical') information can be transmitted securely over quantum channels via quantum key distribution.

However, all of these possibilities are hindered in practice because all quantum systems are subject to decoherence. A very simple decoherence process takes a density operator $\rho = \sum_{n,m} \rho_{nm} |n\rangle \langle m|$ to $\rho' = \sum_{n,m} \rho_{nm} e^{-\gamma (n-m)^2} |n\rangle \langle m|$, where $\gamma \geq 0$ measures the extent to which the off-diagonal elements are reduced in magnitude. This process is also called dephasing, because it reduces or eliminates relative phases. Decoherence is a ubiquitous phenomenon that affects all quantum physical systems. In fact, in various platforms for quantum computation, experimentists employ the $T_2$ time as a phenomenological quantity that roughly measures the time that it takes for a coherent superposition to decohere to a probabilistic mixture. Dephasing noise in some cases is considered to be the dominant source of errors affecting quantum information encoded into superconducting systems, as well as other platforms. If those systems are employed to carry out quantum computation, then the errors must be amended using error-correcting codes, which typically cause expensive overheads in the amount of physical qubits needed. Not only does dephasing affect quantum computers but it also affects quantum communication systems. Indeed, temperature fluctuations or Kerr nonlinearities in a fibre, imprecision in the path length of a fibre or the lack of a common phase reference between the sender and receiver lead to decoherence as well, and this can affect quantum communication and key distribution schemes adversely.

Many of the aforementioned forms of decoherence can be unified under a single model, known as the bosonic dephasing channel (BDC). The action of such a channel on the density operator $\rho$ of a single-mode bosonic system is given by

$$\mathcal{N}_p(\rho) := \int_{-\pi}^\pi d\phi \rho(\phi) e^{-i\phi a^\dagger a} \rho e^{i\phi a^\dagger a},$$

where $\rho$ is a probability density function on the interval $[-\pi, \pi]$ and $a^\dagger a$ is the photon number operator. Since each unitary operator $e^{-i\phi a^\dagger a}$ realizes a phase shift of the state $\rho$, the action of the channel $\mathcal{N}_p$ is to...
randomize the phase of this state according to the probability density $p$. Representing $\rho = \sum_{n,m} \rho_{nm} |n\rangle \langle m|$ in the photon number basis, it is a straightforward calculation to show that

$$N_0(\rho) = \sum_{n,m} \rho_{nm} (T_p)_{nm} |n\rangle \langle m| ,$$

(2)

where $T_p$ is the infinite matrix with entries

$$(T_p)_{nm} := \int_{-\pi}^{\pi} d\phi \, p(\phi) \, e^{-i\phi(n-m)} .$$

(3)

This channel thus generalizes the simple dephasing channel considered above. Its action preserves diagonal elements of $\rho$ but reduces the magnitude of the off-diagonal elements, a key signature of decoherence. As the name suggests, the BDC can be seen as a generalization to bosonic systems of the qudit dephasing channel\(^{18}\).

Of primary interest is understanding the information-processing capabilities of the BDC in equation (1). We can do so using the formalism of quantum Shannon theory\(^{18,20}\), in which we assume that the channel acts many times to affect multiple quantum systems. Not only does this formalism model the dephasing that acts on quantum information encoded in a memory, as in superconducting systems, but also the dephasing that affects communication systems. Here, a key quantity of interest is the quantum capacity $Q(\mathcal{N}_0)$ of the BDC $\mathcal{N}_0$, which is equal to the largest rate at which quantum information can be faithfully sustained in the presence of dephasing\(^{20}\). The quantum capacity has been traditionally studied with applications to quantum communication in mind; however, recent evidence\(^{21}\) indicates that it is also relevant for understanding the overhead of fault-tolerant quantum computation, that is, the fundamental ratio among the various strong converse capacities (see, for example, Equation (9.122) in ref. 19, Definition 9.15 in ref. 24 and ref. 25), which sharpen the above operational quantities by considering decoding error probabilities between zero and one. If the usual capacity is equal to the strong converse capacity, then we say that the strong converse property holds for the channel under consideration, and the implication is that the capacity demarcates a very sharp dividing line between achievable and unachievable rates for communication. We let $Q^+(\mathcal{N}_0)$, $P^+(\mathcal{N}_0)$, $Q_-^+(\mathcal{N}_0)$ and $P_-^+(\mathcal{N}_0)$ denote the various strong converse capacities for the communication scenarios mentioned above. Understanding all of the aforementioned capacities is essential for the forthcoming quantum internet\(^{18}\), which will consist of various nodes in a network exchanging quantum and private information using the principles of quantum information science.

We note here that, although the quantum capacity\(^{28,17}\) of the BDC $\mathcal{N}_0$ in equation (1) have been investigated, neither of them has been calculated so far. The determination of the quantum capacity of this channel in particular has been an open problem since the publication of ref. 16 in 2010. The main difficulty is that $\mathcal{N}_0$ is in general a non-Gaussian channel, which makes the techniques in refs. 28,29 inapplicable.

**Results**

In this paper, we completely solve all of the aforementioned eight capacities of the BDCs, finding that they all coincide and are given by the following simple expression:

$$c(\mathcal{N}_0) := \log_2 (2\pi n) - h(p)$$

$$= Q(\mathcal{N}_0) = P(\mathcal{N}_0) = Q_-^+(\mathcal{N}_0) = P_-^+(\mathcal{N}_0)$$

(4)

$$= Q^+(\mathcal{N}_0) = P^+(\mathcal{N}_0) = Q_-^+(\mathcal{N}_0) = P_-^+(\mathcal{N}_0) ,$$

where

$$h(p) := - \int d\phi \, p(\phi) \log_2 p(\phi)$$

(5)

is the differential entropy of the probability density $p$. Supplementary Section 3B contains a detailed derivation of the above result. We note here that the first expression in equation (4) can be written in terms of the relative entropy as

$$\log_2 (2\pi n) - h(p) = D(p||u) ,$$

(6)

where $u$ is the uniform probability density on the interval $[-\pi, \pi]$, and the relative entropy is defined as

$$D(r||s) := \int d\phi \, r(\phi) \log_2 \left( \frac{r(\phi)}{s(\phi)} \right)$$

(7)
The most paradigmatic example of a BDC is that corresponding to a normal distribution \( p_\gamma(\phi) = (2\pi)^{-1/2} e^{-\phi^2/(2\gamma^2)} \) of \( \phi \) over the whole real line. This is the main example studied in refs. 16,17 and is based on a physical model discussed in those works. Here, \( \gamma > 0 \) parametrizes the uncertainty of the rotation angle in equation (1): the larger \( \gamma \), the stronger the dephasing. Since values of \( \phi \) that differ modulo \( 2\pi \) can be identified, we obtain an effective distribution \( p on \{-\pi,\pi\} \) of the wrapped normal distribution \( p_\gamma \):

\[
p_\gamma(\phi) := \frac{1}{\sqrt{2\pi \gamma}} e^{-\frac{1}{2\gamma^2} (\phi + 2\pi k)^2}.
\]

(11)

The matrix \( T_{\gamma} \) obtained by plugging this distribution into equation (3) has entries \( (T_{\gamma})_{nm} = e^{-\frac{1}{2} (n-m)^2} \), and therefore the corresponding BDC is the one discussed in the introduction. We find that

\[
e(\mathcal{N}_\gamma) = \log_2 \gamma (\epsilon - \gamma) + \frac{1}{2} \log \frac{2\pi \gamma}{\epsilon} - \frac{1}{2} \sum_{k=1}^{\infty} \left( (1-k)^{-k - \frac{1}{2}} - e^{-\frac{k}{2} (k^2 + k)} \right) \log_2 \gamma.
\]

(12)

where \( \gamma(q) := \prod_{k=1}^{\infty} (1 - q^k) \) is the Euler function. See Supplementary Section 4A for details. In the physically relevant limit \( \gamma \lesssim 1 \), \( p_\gamma \) and \( p_\gamma \) are both concentrated around 0, and their entropies are nearly identical. In this regime

\[
e(\mathcal{N}_\gamma) \approx \frac{1}{2} \log \frac{2\pi \gamma}{\epsilon} - \frac{1}{2} \log_2 \gamma
\]

\[
\approx \left( 0.604 + \frac{1}{2} \log_2 \frac{1}{\gamma} \right) \text{bits/channel use},
\]

(13)

which demarcates the ultimate limitations on quantum and private communication in the presence of small dephasing noise. In the opposite case \( \gamma \gg 1 \) we obtain that

\[
e(\mathcal{N}_\gamma) \approx \frac{e^{-\gamma}}{\ln 2}.
\]

(14)

The above formula generalizes and makes quantitative the claim found in Section VI of ref. 17, that the quantum capacity of \( \mathcal{N}_\gamma \) vanishes exponentially for large \( \gamma \). In Fig. 3, we plot the capacity formula (equation (12)) as a function of \( \gamma \), comparing it with the capacities \( e(\mathcal{N}_\gamma) \) for other important physical distributions \( p \) on the circle.

**Discussion**

Our main result represents important progress for quantum information theory, solving the capacities of a physically relevant class of non-Gaussian bosonic channels. Although many capacities of bosonic Gaussian channels have been solved in earlier work, we are not aware of any other class of non-Gaussian channels that represent relevant models of noise in bosonic systems and whose capacity can be computed to yield a non-trivial value (neither zero nor infinite).

Our findings have non-trivial implications for the design of quantum error-correcting codes that encode and protect quantum information against the deleterious effects of BDCs. In particular, there is no superadditivity effect that occurs, as is the case with other quantum channels such as the depolarizing and dephrasure channels. Thus, we now know that the random selection schemes of ref. 42,43 are optimal designs for BDCs. It would be interesting to design quantum polar codes tailored to BDCs, as these codes are known to be capacity-achieving for certain kinds of finite-dimensional channels.

As stated previously, another implication of our findings is that classical communication between the sender and receiver does not increase the quantum and private capacities of BDCs.
The capacities of the BDCs associated with the wrapped normal distribution (\( p_\gamma \)), the von Mises distribution (\( p_\nu \)) and the wrapped Cauchy distribution (\( p_\kappa \)). The units of the vertical axis are qubits or private bits per channel use, and the horizontal axis features the main parameter governing the various distributions. The wrapped normal distribution is given by equation (11), which gives a Gaussian-modulated dephasing (\( T_\gamma \)) \( \sim \) \( e^{-((\nu-\eta)^2)/2} \), and the capacity of the associated BDC \( N_\gamma \) is given by equation (12). The von Mises distribution \( p_\nu \) is a better analogue of the normal distribution in the case of a circle. It is given by \( p_\nu (\phi) = \frac{\gamma \cos(\eta)}{2\nu(\lambda)} \) where \( \lambda > 0 \) is a scale parameter analogous to \( \gamma \) above and \( \lambda \) is modified Bessel function of the first kind. The obtained dephasing matrix has entries \( (T_\nu)_{am} = \frac{I_{\nu+1}(\lambda)}{I_{\nu}(\lambda)} \), and the capacities of the BDC \( N_\nu \) can be expressed as \( C(N_\nu) = \frac{\lambda}{I_0(\lambda)} - \log_2 I_0(1/\lambda) \). Finally, the wrapped Cauchy distribution defined by \( p_\kappa (\phi) = \frac{1}{2\pi} \frac{\sinh(\gamma)}{\cosh(\gamma) \cos(\eta)} \) corresponds to a dephasing matrix \( (T_\kappa)_{am} = e^{-((\nu-\eta)^2)/2} \), yielding a capacity equal to \( C(N_\kappa) = -\log_2 \left( 1 - e^{-((\nu-\eta)^2)/2} \right) \).

Our formula can be seen as a natural generalization to bosonic systems of that given in refs. 18, 36, 46 for the quantum and private capacities of the qudit dephasing channel. However, the similarity of the final formula should not obscure the fact that the techniques used for its derivation are quite different. In particular, a key technical tool employed here is the Szegő theorem from asymptotic linear algebra47,48, in addition to a teleportation simulation argument that is rather different from those presented previously36,39,40.

The collapse that occurs in equation (4), where eight different capacities are shown to coincide, also occurs for the quantum-limited bosonic amplifier channel, as a consequence of the findings of refs. 25, 29, 36, 52. It would be interesting to determine other channels of physical interest for which this collapse occurs. It is known that this kind of collapse does not occur for the quantum erasure and pure-loss bosonic channels, because classical feedback from receiver to sender can increase the quantum and private capacities of these channels\(^{36,41,54}\). Such an increase has long been known to have practical implications for the design of quantum key distribution protocols, as discussed in refs. 36, 54.

Going forward from here, it is of interest to address the capacities of bosonic lossy dephasing channels in which both loss and dephasing act at the same time. Such channels are modelled as the serial concatenation \( \mathcal{L}_\eta \circ N_\eta \), where \( \mathcal{L}_\eta \) is a pure-loss channel of transmissivity \( \eta \in [0,1] \); they provide realistic noise models for communication and computation, given that both kinds of noise are relevant in these systems\(^{36,39}\). Our result here, combined with the main result of ref. 29 and a data-processing bottlenecking argument, leads to the following upper bound on the quantum and private capacities of the bosonic lossy dephasing channel:

\[
Q(\mathcal{L}_\eta \circ N_\eta) \leq P(\mathcal{L}_\eta \circ N_\eta) \\
\leq \min \{ P(\mathcal{L}_\eta), P(N_\eta) \} \\
= \min \{ \log_2 \left( 1 - (1 - \eta)^{1/2} \right), D(p(u)) \}.
\]

where \( x = \max(x,0) \). By the same argument, but invoking the results of refs. 25, 36, the following upper bounds hold for the quantum and private capacities assisted by classical communication:

\[
Q(\mathcal{L}_\eta \circ N_\eta) \leq P(\mathcal{L}_\eta \circ N_\eta) \\
\leq \min \{ P(\mathcal{L}_\eta), P(N_\eta) \} \\
\leq \min \{ \log_2 \left( 1 / (1 - \eta) \right), D(p(u)) \}.
\]

The same data-processing argument can be employed for BDCs composed with other common bosonic Gaussian channels to obtain upper bounds on the composed channels’ capacities, while using known upper bounds from earlier work\(^{25,36,54}\).

It also remains open to determine the energy-constrained quantum and private capacities of BDCs, as well as their classical-communication-assisted counterparts\(^{31,35}\). Note that the lower bound in equation (23) is a legitimate lower bound on the energy-constrained quantum capacity of \( N_\eta \) when the mean photon number of the channel input cannot exceed \((d - 1)/2\). In addition, it is clear that the energy-constrained classical capacity of \( N_\eta \) is equal to \( g(E) = (d + 1) \log_2 (d + 1) - E \log_2 E \), where \( E \) is the energy constraint. This identity depends essentially on the fact that Fock states can be perfectly transmitted through any BDC (see Section 3.1 of ref. 31). Finally, it is an open question to determine the energy-constrained entanglement-assisted classical capacity of BDCs\(^{36}\).

In conclusion, in this work we have found an analytic expression for the quantum and private, assisted and unassisted, weak and strong converse capacities of all multimode bosonic dephasing channels, solving a problem that has been open for over a decade. BDCs are among the first non-Gaussian channels for which these capacities are calculated.
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Methods

In this section, we provide a short overview of the techniques used to prove our main result (equation (4)). We establish the following two inequalities:

\[ Q(\mathcal{N}) \geq D(p||u), \quad (17) \]

\[ P^d_N(\mathcal{N}_p) \leq D(p||u). \quad (18) \]

Note that equations (17) and (18) together imply the main result, because \( Q(\mathcal{N}) \) is the smallest among all of the capacities listed and \( P^d_N(\mathcal{N}_p) \) is the largest. For a precise ordering of the various capacities, see Equations (5.6)–(5.13) of ref. 25.

To prove equation (17), let us recall that the coherent information of a quantum channel is a lower bound on its quantum capacity\(^{20}\). Specifically, the following inequality holds for a general channel \( \mathcal{N} \):

\[ Q(\mathcal{N}) \geq \sup_{\rho} [H(\mathcal{N}(\rho)) - H((id \otimes \mathcal{N})(\psi^n))]. \quad (19) \]

where the von Neumann entropy of a state \( \sigma \) is defined as \( H(\sigma) = \text{Tr}[\log_2 \sigma] \), the optimization is over every state \( \rho \) that can be transmitted into the channel \( \mathcal{N} \), and \( \psi^n \) is a purification of \( \rho \) (such that one recovers \( \rho \) after a partial trace). We can apply this lower bound to the BDC \( \mathcal{N}_p \).

For a fixed photon number \( d \), we let \( \rho \) be the maximally mixed state of dimension \( d \), that is, \( \rho = \tau_d = \frac{1}{d} \sum_{|m|} |m\rangle \langle m| \). This state is purified by the maximally entangled state \( \Phi_d := \frac{1}{\sqrt{d}} \sum_{|m|} |m\rangle \otimes |m\rangle \).

To evaluate the first term in equation (19), consider equations (2) and (3) that the output state is maximally mixed, that is, \( \mathcal{N}_p(t_d) = t_d \). Because the input state \( t_d \) has no off-diagonal elements and the diagonal elements of the matrix \( t_d \) in equation (3) are equal to one. We find that \( H(\mathcal{N}_p(t_d)) = \log_2 d \). For the second term in equation (19), we again apply equations (2) and (3) to determine that

\[ \omega_{p,d} := (id \otimes \mathcal{N}_p)(\Phi_d) = \frac{1}{d} \sum_{n=0}^{d-1} (T_p)^{n} |n\rangle \langle m| \otimes |n\rangle \langle m|. \quad (20) \]

As the entropy is invariant under the action of an isometry, and the isometry \( |n\rangle \rightarrow |n\rangle \) takes the state

\[ T_p^{(n)} := \frac{1}{d} \sum_{n=0}^{d-1} (T_p)^{n} |n\rangle \langle m| \]

to \( \omega_{p,d} \) we find that the entropy \( H(\omega_{p,d}) \) reduces to

\[ H(\omega_{p,d}) = H(T_p^{d}/d). \quad (21) \]

By a straightforward calculation, we then find that

\[ H(\mathcal{N}_p(t_d)) - H(\omega_{p,d}) = \log_2 d - H(T_p^{d}/d) \]

\[ = \frac{1}{d} \text{Tr}[T_p^{(d)} \log_2 T_p^{(d)}]. \quad (22) \]

This establishes the value in equation (23) to be an achievable rate for quantum communication over \( \mathcal{N}_p \). Since this lower bound holds for every photon number \( d - 1 \in \mathbb{N} \), we can then take the limit \( d \rightarrow \infty \) and apply the Szegö theorem\(^{24,25}\) to conclude that the following value is also an achievable rate:

\[ \lim_{d \rightarrow \infty} \frac{1}{d} \text{Tr}[T_p^{(d)} \log_2 T_p^{(d)}] \]

\[ = \frac{1}{d} \mathbb{F}(\Phi_p) \mathbb{P}(2\mathbb{P}(\Phi_p)) \]

\[ = D(p||u). \quad (24) \]

Thus, this establishes the lower bound in equation (17).

To prove the upper bound in equation (18), we apply a modified teleportation simulation argument. This kind of argument was introduced in Section 5 of ref. 22 for the specific purpose of finding upper bounds on the quantum capacity assisted by classical communication, and it has been employed in a number of studies since then\(^ {25,29,36,50,51}\).

Since we are interested in bounding the strong converse secret-key-agreement capacity \( P^d_N(\mathcal{N}_p) \), we apply reasoning similar to that given in ref. 25 (here see also refs. 61,62). However, there are some critical differences in our approach here.

To begin, let us again consider the state in equation (20). As we show in Supplementary Section 3B, by performing the standard teleportation protocol\(^ {46}\) with the state in equation (20) as the entangled resource state, rather than the maximally entangled state, we can simulate the action of the channel \( \mathcal{N}_p \) on a fixed input state, up to an error that vanishes in the limit as \( d \rightarrow \infty \). This key insight demonstrates that the state in equation (20) is approximately equivalent in a resource-theoretic sense to the channel \( \mathcal{N}_p \). In more detail, we can express this observation in terms of the following equality: for every state \( \rho \), it holds that

\[ \lim_{d \rightarrow \infty} \left< (id \otimes \mathcal{N}_p)(\rho) - (id \otimes \mathcal{N}_p,\rho) \right> = 0. \quad (25) \]

where \( N_{\rho,d}(\sigma) := \mathcal{F}(\sigma \otimes \omega_{p,d}) \) is the channel resulting from the teleportation simulation. That is, the simulating channel \( \mathcal{N}_{\rho,d} \) is realized by sending one subsystem of the maximally entangled state \( \Phi_d \) through \( \mathcal{N}_p \) which generates \( \omega_{p,d} \) and then acting on the input state \( \sigma \) and the resource state \( \omega_{p,d} \) with the standard teleportation protocol \( \mathcal{F} \). By invoking the main insight from refs. 61,62 (as used later in ref. 23), we next note that a protocol for secret-key agreement over the channel \( \mathcal{N}_p \) is equivalent to one for which the goal is to distill a bipartite private state.

Such a protocol involves only two parties, and thus the tools of entanglement theory come into play\(^ {46,47}\).

Now let \( \mathcal{B}_{\rho} \) denote a general, fixed protocol for secret-key agreement, involving \( n \) uses of the channel \( \mathcal{N}_p \) and achieving an error \( \varepsilon \) for generating a bipartite private state of rate \( R_n \) (where the units of \( R_n \) are secret-key bits per channel use). Using the two aforementioned tools, teleportation simulation and the reduction from secret-key agreement to bipartite private distillation, the protocol \( \mathcal{B}_{\rho} \) can be approximately simulated by the action of a single LOCC channel on \( n \) copies of the resource state \( \omega_{p,d} \). Associated with this simulation are two trace norm errors \( \varepsilon \) and \( \delta_{\rho} \), the first of which is the error of the original protocol \( \mathcal{B}_{\rho} \) in producing the desired bipartite private state and the second of which is the error of the simulation. We then invoke Equation (5.37) of ref. 25 to establish the following inequality, which, for the fixed protocol \( \mathcal{B}_{\rho} \), relates the rate \( R_n \) at which the secret key can be distilled to the aforementioned errors and an entanglement measurement called the sandwiched Rényi relative entropy of entanglement:

\[ R_n \leq E_{R_n}(\omega_{p,d}) + \frac{2a}{n(a-1)} \log_2 \left( \frac{1}{1 - \delta_{\rho} - \varepsilon} \right), \quad (26) \]

where \( a > 1 \) and the sandwiched Rényi relative entropy of entanglement of a general bipartite state \( \rho \) is defined as\(^ {25}\)

\[ E_{R_n}(\rho) := \inf_{\mathcal{E} \in \text{SEP}} \left( \frac{2a}{a-1} \log_2 \frac{2\mathbb{P}^{(a-1)/2}((\mathbb{P}(\mathcal{E})))^{1/2}}{2\mathbb{P}(\mathcal{E})} \right) \quad (27) \]

with \( \text{SEP} \) denoting the set of separable (unentangled) states. By choosing the separable state to be \((id \otimes \mathcal{N}_p)(\Phi_d)\), where \( \Phi_d := \frac{1}{d} \sum_{|m|} |m\rangle \langle m| \otimes |m\rangle \langle m| \), we find that

\[ E_{R_n}(\omega_{p,d}) \leq \frac{1}{a-1} \log_2 \frac{1}{d} \text{Tr}[T_p^{(d)}/d]. \quad (28) \]
We refer the reader to Supplementary Section 3B for a detailed derivation. Thus, we find that the following rate upper bound holds for the secret-key-agreement protocol $\mathcal{P}_n$ for all $d \in \mathbb{N}$

$$R_{n,\varepsilon} \leq \frac{1}{\alpha - 1} \log_2 \frac{1}{d} \left( \left( 1 - \frac{1}{d^{1/\alpha}} \right)^{\alpha} + \frac{2\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \delta_d - \varepsilon} \right) \right).$$

(29)

Since this bound holds for all $d \in \mathbb{N}$ we can take the limit $d \to \infty$ and then arrive at the following upper bound:

$$R_{n,\varepsilon} \leq \lim_{d \to \infty} \left( \frac{1}{\alpha - 1} \log_2 \frac{1}{d} \left( \left( 1 - \frac{1}{d^{1/\alpha}} \right)^{\alpha} + \frac{2\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \delta_d - \varepsilon} \right) \right) \right) = D_\varepsilon(p|u) + \frac{2\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \varepsilon} \right).$$

(30)

In the above, we again applied the Szegő theorem \textsuperscript{47,48} to conclude that

$$\lim_{d \to \infty} \frac{1}{\alpha - 1} \log_2 \frac{1}{d} \left( \left( 1 - \frac{1}{d^{1/\alpha}} \right)^{\alpha} + \frac{2\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \delta_d - \varepsilon} \right) \right) = D_\varepsilon(p|u).$$

(31)

We also used the fact that $\lim_{d \to \infty} \delta_d = 0$, which is a consequence of equation (25). The bound in the last line only depends on the error $\varepsilon$ of the original protocol $\mathcal{P}_n$ and the Rényi relative entropy

$$D_\varepsilon(p|u) := \frac{1}{\alpha - 1} \log_2 \int_{-\pi}^{\pi} d\phi \, p(\phi)^{\alpha} (\phi)^{1-\alpha}.$$

(32)

As such, it is a uniform upper bound, applying to all $n$-round secret-key-agreement protocols that generate a private state of rate $R_{n,\varepsilon}$ and with error $\varepsilon$. Now noting that the $n$-shot secret-key-agreement capacity $P_\varepsilon(N_n, n, \varepsilon)$ is defined as the largest rate $R_{n,\varepsilon}$ that can be achieved using the channel $N_n$ a total of $n$ times along with classical communication for free, while allowing for $\varepsilon$ error, it follows from the uniform bound in equation (30) that

$$P_\varepsilon(N_n, n, \varepsilon) \leq D_\varepsilon(p|u) + \frac{2\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \varepsilon} \right).$$

(33)

holding for all $\alpha > 1$. Remembering that the strong converse secret-key-agreement capacity is defined as

$$P^\dagger_\varepsilon(N_n) := \sup_{\varepsilon \in (0, 1)} \lim_{n \to \infty} \sup_{\alpha \to \infty} P_\varepsilon(N_n, n, \varepsilon)$$

(34)

we take the limit $n \to \infty$ to find that

$$P^\dagger_\varepsilon(N_n) \leq \sup_{\varepsilon \in (0, 1)} \lim_{n \to \infty} \sup_{\alpha \to \infty} \left[ D_\varepsilon(p|u) + \frac{2\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \varepsilon} \right) \right] = D_\varepsilon(p|u).$$

This upper bound holds for all $\alpha > 1$. Thus, we can finally take the $\alpha \to 1$ limit and use a basic property of the Rényi relative entropy \textsuperscript{30} to conclude the desired upper bound:

$$P^\dagger_\varepsilon(N_n) \leq \lim_{\alpha \to 1} D_\varepsilon(p|u) = D(p|u).$$

(36)

This concludes the proof of the capacity formula (equation (4)) for the BDC. The argument required to establish its multimode generalization (equation (9)) is very similar, with the only substantial technical difference being the application of the multi-index Szegő theorem \textsuperscript{48} (see Supplementary Section 3C for details).
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