On the realizability of hardware microthreading. Revisiting the general-purpose processor interface: consequences and challenges

Poss, R.C.

Citation for published version (APA):
Listings

7.1 Two unrelated threads. ............................................. 127
7.2 Two unrelated threads with a race condition. .................... 128
7.3 Independent ordering of loads/stores to different addresses. .... 128
7.4 Implementation of twoprint, insufficiently synchronized. ........ 129
7.5 Proper synchronization for twoprint. .............................. 129
7.6 Invalid busy waiting for a value. ................................ 129
7.7 Invalid busy waiting on a pointer. ............................... 130

8.1 Code fragment using multiple virtual “global” channels. ...... 145
8.2 Translation of listing 8.1 to use only one “global” channel. ... 145

9.1 Code sequence to access TLS on UTLEON3. ...................... 160

10.1 Automatic serialization code for listing H.21 (simplified). .... 168
10.2 Generated assembly code for listing 10.1. ....................... 169

11.1 Concurrent SL code for the Livermore loop 3 (inner product). .. 179
11.2 Concurrent SL code for the Livermore loop 3, optimized. ....... 180

13.1 FORTRAN code for the Livermore loop 7. ...................... 205
13.2 Sequential C code for the Livermore loop 7. .................... 206
13.3 SAC code for the Livermore loop 7. ............................. 206
13.4 Concurrent SL code for the Livermore loop 7. ................. 207

E.1 Placement computation that extracts the size from a virtual cluster address. 266
E.2 Placement computation that extracts the absolute address of the first core in a virtual cluster. ................................. 267
E.3 Placement computation that divides the current cluster in two and addresses either the upper or lower half. ..................... 267
E.4 Placement computation to place all the created thread at a core offset $P$ within the local cluster. ............................. 267
E.5 Placement computation that divides the current cluster in two and addresses the other half relative to the current core. ............ 268
E.6 Placement computation to place all the created thread at the next or previous core within the local cluster. .................... 268

F.1 Const designator to a mutable object. .......................... 276