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1.1 [LEFT] Monocular vision where backtracking a ray is not enough to identify the position of the object in space. [RIGHT] Stereo vision where backtracking two rays intersect in the object in space. 

2.1 LEFT: Pinhole camera model. Rays of light reflected from the real object pass through a small opening in the camera and intersect the imaging sensor. The image is therefore recorded flipped both vertically and horizontally. RIGHT: Camera as a central projection. Rays of light reflected from the real object are projected through the center of projection onto the imaging sensor.

2.2 LEFT: One axis of the world coordinate system intersects perpendicularly with the image plane at the Principal Point. In this setup, the origin of the image coordinate system coincides with the intersection point. RIGHT: In this setup, the Principal Point and the origin of the image coordinate system do not coincide.

2.3 LEFT: Barrel distortion. RIGHT: pincushion distortion.

2.4 World, image and camera reference system of our choosing.
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