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Integrating Communication Science and Computational Methods to Study Content-Based Social Media Effects

J. Loes Pouwels, Theo Araujo, Wouter van Atteveldt, Marko Bachl, and Patti M. Valkenburg

ABSTRACT
A pressing societal and scientific question is how social media use affects our cognitions, emotions, and behaviors. To answer this question, fine-grained insight into the content of individuals’ social media use is needed. It is difficult to study content-based social media effects with traditional survey methods because such methods are incapable of capturing the extreme volume and variety of social media content that is shared and received. Therefore, this special issue aims to illustrate how content-based social media effects could be examined by integrating communication sciences and computational methods. We describe a three-step method to investigate content-based media effects, which involves (a) collecting digital trace data, (b) performing automated textual and visual content analysis, and (c) conducting linkage analysis. This Special Issue zooms in on these steps and describes the strengths and weaknesses of different computational methods. We conclude with some challenges that need to be addressed in future research.

Introduction
In today’s society, the use of social media is an important part of our daily lives. As of 2022, adults worldwide use social media for about 2.5 hours per day on average (Statista, 2022), and this number is even larger among young cohorts (Pew Research Center, 2022). Social media are often seen as a double-edged sword with promises like near-constant access to support and information and concerns regarding the impact of algorithms, the spread of disinformation, and other harmful outcomes on well-being (Choukas-Bradley et al., 2023; European Commission, 2023). The European Union, therefore, aims to create a safer online environment through the Digital Service Act (European Commission, 2023), and the United States government introduced the Kids Online Safety Act to empower children and their parents to control children’s online experiences and to protect their well-being (The Kids Online Safety Act, 2022). Therefore, an urgent societal and scientific question is how social media use affects our cognitions, emotions, and behaviors.

In the past decades, the effects of social media use have been investigated across a wide range of disciplines, particularly communication science. To date, most of the evidence on the effects of social media use is based on variables that focus on the quantity of people’s social media use, such as their time spent using social media or the frequency with which specific platforms are used (Parry et al., 2021). Although time-based measures of social media use could provide valuable insights into social
media effects on outcomes like distraction or social displacement, they may be too rough to investigate media effects on other outcomes (Valkenburg et al., 2022). For example, to find out whether and how social media use contributes to polarization in today’s society, we should be able to investigate what specific social media content people encounter, share, or create (Kubin & von Sikorski, 2021). Content-based measures of social media use are also needed to reveal how social media use relates to well-being because well-being fluctuations may be more dependent on the valence or type of social media interactions than on their frequency or duration (Valkenburg et al., 2022). Therefore, urgent societal questions require more fine-grained insights into the effect of certain types of content shared or encountered on social media.

This special issue aims to illustrate how content-based social media effects could be examined by integrating communication science and computational methods. Building on previous research (De Vreese et al., 2017; Kleinnijenhuis et al., 2019; Scharkow & Bachl, 2017), we aim to demonstrate how computational methods could be implemented to study content-based media effects using a three-step approach. As a first step, we should be able to collect digital trace data containing the textual and audiovisual content (i.e., multimodal data) of a person’s social media use. As a second step, (automatic) textual (Step 2a) and visual (Step 2b) content analyses are required to extract meaningful dimensions, topics, or emotional expressions from this content. In the third and final step, the content should be linked to meaningful outcome variables, and its effects should be analyzed in methodologically sound research designs.

Each of the four review articles within this special issue zooms in on one of these steps. These articles identify not only the advantages and disadvantages of different state-of-the-art methods relevant for each step but also their best practices, including how they could be combined in a way that helps communication and social science researchers to rigorously answer pressing research questions in the realm of social media effects research. These articles also showcase the crucial need for interdisciplinary collaborations because investigating content-based media effects using computational methods requires sophisticated methodological expertise and solid theoretical knowledge of both social media use and the outcomes of interest.

This special issue is relevant for two types of scholars. First, we aim to provide media effects researchers with more information about computational methods’ promises, challenges, and limitations. These insights will enable them to critically review communication science articles that have implemented computational methods and to consider how these methods can help them answer their social media effects research questions. Researchers interested in acquiring more hands-on expertise in implementing the computational methods themselves are referred to more practical articles and book chapters, as extensive tutorials are beyond the scope of this special issue. Second, we provide computational social scientists, computer scientists, and data scientists without a background in communication science with more insights into the study of media effects and the current challenges we experience in the field. This special issue may help them better understand how their knowledge could be implemented into the broader social sciences to solve urgent methodological and societal questions. We hope to foster effective communications and collaborations between media effects researchers, computational social scientists, computer scientists, and data scientists by targeting these two audiences.

In the remainder of this editorial, we will define social media use and computational methods. Subsequently, we will describe the three-step method to study content-based media effects. Specifically, we will discuss current challenges in the field and zoom in on each special issue article to illustrate how computational methods could overcome these challenges and bring the field forward. We end with some overarching conclusions and suggestions for future research.

**Definitions of social media use and computational methods**

In this special issue, we define social media use as “computer-mediated communication channels that allow users to engage in social interaction with broad and narrow audiences in real-time or
asynchronously” (Bayer et al., 2020, p. 316). This broad definition of social media use refers to a wide variety of more general (e.g., Facebook, Instagram, TikTok, YouTube) or specialized (e.g., Tinder or LinkedIn) social media apps, as well as messaging applications (e.g., WhatsApp, Telegram, Signal). Changes in cognitions, emotions, or behavior that occur within persons as a consequence of their social media use are defined as social media effects (Valkenburg et al., 2016). A distinction could be made between reception effects (how individuals are affected by social media content produced by others) and self-effects (i.e., how individuals are affected by their own produced social media content) (Valkenburg, 2017). Social media effects may occur both in the short term (e.g., within seconds, hours, or days) and in the long term (e.g., within weeks, months, or years) (Pouwels et al., 2021). Furthermore, they may be group- and person-specific, indicating that different groups and persons may be affected in different ways by using social media (Pouwels et al., 2021; Valkenburg et al., 2021).

We define computational methods as collecting and analyzing large amounts of data (Lazer et al., 2009). Computational communication science studies generally involve: “(1) large and complex data sets; (2) consisting of digital traces and other naturally occurring data; (3) requiring algorithmic solutions to analyze; and (4) allowing the study of human communication by applying and testing communication theory” (van Atteveeldt & Peng, 2018, p. 82). In the context of this special issue, we specifically focus on digital trace data collection of social media use, which could be defined as all records of social media activity and content (trace data) that are digitally undertaken (Howison et al., 2011; Ohme et al., 2023). We also discuss computational methods used to analyze content (e.g., transformer-based models and image analysis methods) and linkage designs to investigate media effects.

A three-step method to study content-based social media effects

Step 1. Digital trace data collection

The first challenge in investigating the effects of social media use is to collect digital trace data of the textual and audiovisual content of a person’s social media use. Various methods enable researchers to collect digital trace data regarding the content of people’s social media use (Ohme et al., 2023). These data consist of a wide variety of textual and audiovisual content that is (a) produced by social media users (e.g., posts, stories, private messages, likes, tags), (b) selected by social media users (e.g., searches), (c) selected for social media users (e.g., algorithmic recommendations/filtering), and (d) received by social media users (e.g., scrolling through posts of others, reading private messages). To better understand these data, it is essential to collect not only the produced, selected, and received content itself but also the context in which the activity took place (e.g., does the content originate from an original message or repost, a targeted or untargeted message, and is the message produced by a profile with many or a few followers?). However, although promising and insightful, each digital trace data collection method has its strengths and weaknesses, and each may not cover all types of data relevant to a research question.

To help researchers make an informed choice about which digital trace methods most closely align with their research questions, Ohme et al. (2023) compare three digital trace data collection methods: API data, data donation, and tracking. They introduce each of these methods and describe how they differ in terms of platform and user dependency, timeframe for data collection, the required data and content types, data quality, and privacy risks. They conclude that APIs might outperform data donation and tracking regarding predictability and unobtrusiveness. However, at the time of this writing, many APIs made available by social media platforms are being severely restricted or even discontinued. In addition, API data may be less appropriate for media effects research as it often cannot be linked to predictors and (or self-reported) outcomes of social media use, such as perceptions, emotions, or offline behavior – which is often measured via surveys. Data donation and tracking are user-centric approaches that enable researchers to link user-centric data with self-reported outcomes.
more directly. However, these methods may be subject to sampling bias and require more participant effort. For all three methods, researchers should take extra measures to verify to what extent the collected digital traces are complete and fully reflect the concepts of interest.

**Step 2. Automated content analysis**

After the digital trace social media data have been collected, the second challenge is to analyze the textual and visual social media trace data in a theoretically meaningful manner. Given the extreme volume (i.e., a large amount of data) and variety (i.e., different formats/styles, languages, and modalities) of textual social media data that could be obtained from one single individual (Kroon et al., 2023), it is very hard and labor intensive to perform a (manual) content analysis on visual or textual data. As an alternative, automatic, top-down classifications could be used by teaching a computer how input features (e.g., text and audiovisual information) relate to predefined dimensions or topics (van Atteveldt et al., 2021).

Two commonly used strategies for automated textual content analyses that are discussed by Kroon et al. (2023) are dictionary analyses and bag-of-word (BoW) approaches, which identify and classify predefined theoretical concepts in a social media text. Kroon et al. argue that these methods often fall short of capturing semantic meaning because they ignore the contextualized meaning of language. Indeed, previous research has shown that implementing BoW methods in social media research falls short compared to trained human coding (van Atteveldt et al., 2021). As a promising alternative, Kroon et al. (2023) argue for using transformed-based models based on deep-language analyses (i.e., large language models; LLMs). By bringing the contextual meaning back into the model, these LLMs could help us to understand and classify the large variety of digital trace data. Especially for categories that are meaningful for answering relevant research questions, such as “Why does social media make some people feel happy while leaving others feeling blue?” LLMs may outperform BoW models in terms of meaningful categorization of social media content.

Concerning the automated content analysis of visual data, Peng et al. (2023) describe four different methods, along with their strengths and weaknesses: (a) Commercial APIs, (b) open-source models and commercial libraries, (c) customized supervised machine learning, and (d) customized unsupervised machine learning. They explain how these methods vary in purpose, flexibility, technical expertise, resources, replication, and ethics. Commercial APIs and open-source libraries could perform a predetermined selection of tasks that are part of existing computer vision tools that link visual data to relevant concepts of interest (e.g., face, object, or text detection). Supervised learning methods are more flexible because they train models to predict specific visual attributes of interest (e.g., fitspiration images). Unsupervised machine learning methods could be implemented if researchers want to explore potential visual categories, topics, or themes in their digital trace data without predefined categories or attributes.

The quality of automated textual and visual content analysis methods depends on the dataset on which the methods are trained. Textual and visual training data can be biased because they often originate from developed countries and inherit structural and social biases (Kroon et al., 2023; Peng et al., 2023). As such, all language and visual models are sensitive to learning stereotypical associations and capture racial, political, and gender biases. Both Kroon et al. and Peng et al., therefore, warn that automated textual and visual content analysis methods are prone to social and cultural biases. Peng et al. (2023) mention that computer vision programs contain biases that can lead to inaccurate predictions of minority groups. Therefore, researchers who implement transfer learning to measure social media effects must critically judge the quality and validity of the dataset that they use to fine-tune their model in terms of diversity and representativeness of the target population (Kroon et al., 2023). In addition, researchers should be aware that their findings could potentially only be generalized to a limited sample.
**Step 3. Linkage analysis**

The third challenge relates to the broader research design being implemented – and how this design connects the data collection methods and analyses discussed so far. Answering social media effects questions will often require the combination of self-reports – measuring, for example, the dependent variables of interest (e.g., attitudes, perceptions, intentions, offline behavior) and potentially individual-level predictors (e.g., socio-demographics) – with social media digital trace data collected and analyzed with the methods discussed above. In addition, this challenge also relates to how the digital trace data will be linked to the self-reports and which analytical techniques will be used to answer the research question.

Combining self-reports with digital trace data via linkage analysis opens several avenues for research on social media effects (Otto et al., 2023). For example, using user-centric digital trace data collection methods measuring content and exposure longitudinally, social media content and exposure could easily be linked to ESM or longitudinal survey data to examine within-person and person-specific changes in cognitions, emotions, and behavior. Considering the granularity of digital trace data, researchers can focus on almost immediate social media effects across seconds or hours by linking this exposure to self-reports measured with ESM data. Alternatively, they can focus on long-term effects by aggregating this exposure and linking it to longitudinal panel surveys. In addition, digital trace data collection methods also enable the examination of bi-directional associations, like reinforcing spirals (Slater, 2007).

Although these opportunities match our advanced and more detailed thinking of linkage analyses, Otto et al. (2023) also mention some challenges of so-called modern linkage designs. For example, while it is possible to measure social media content and exposure almost continuously using digital trace methods, self-reported surveys often measure only a snapshot of the outcome of interest because they are often part of cross-sectional designs or longitudinal designs with a large timespan between waves (e.g., months or years). Even ESM studies cannot continuously measure outcomes like well-being throughout the day, as the number of questionnaires that can be administered per day is limited. Another challenge they mention is that linkage analyses often require advanced data pre-processing, which requires transparency, given that pre-processing decisions may affect the outcome of a linkage analysis. Preregistration is therefore recommended.

**Ethical and privacy challenges and potential solutions**

The articles in this special issue show that collecting and analyzing social media content poses three new ethical and privacy challenges. The first challenge is that meaningful consent is warranted for collecting digital trace data (Ohme et al., 2023) and linking digital traces with surveys (Otto et al., 2023). Individuals must be well-informed about the detail and magnitude of the data they share (Otto et al., 2023). Informed consent directly provided to researchers may only be possible in user-centric digital trace data collection methods – as these are the methods in which researchers have direct access to participants’ timelines (Ohme et al., 2023). Even so, some data collection methods (e.g., data donation) would allow participants to provide consent about the specific existing content they would share with researchers because they could know this content at the beginning of the study. However, other data collection methods (e.g., screen tracking) may need to rely on broader informed consent because participants and researchers do not know at the beginning of the study what type of content participants will share or will be exposed to.

A second privacy challenge of collecting and analyzing social media content is that digital traces of such content often contain privacy sensitive and personal information, such as profile information (e.g., names, birthdate, contact information), status updates (e.g., relationship status, political and religious beliefs), location data, personal interests, and posts from families and friends. According to the GDPR, the European privacy law, researchers should try to minimize the amount and detail of collected, stored, and shared data (Otto et al., 2023) and be mindful of different levels of privacy risks.
posed by the data collection methods (Ohme et al., 2023). Researchers should, therefore, critically reflect upon their use of digital trace data collection methods, which data is required for answering their research question, and carefully consider how data minimization and anonymization will be performed. These considerations are crucial and need to be established before the data collection is considered – already envisioning the complete research design for the study, including the specific linkage analysis that will be performed.

A third and related privacy challenge, mentioned by Peng et al. (2023), is that third parties may get unwanted access to highly sensitive social media data (e.g., profile pictures) by using specific visual and textual data-analysis methods. Some APIs keep the uploaded data to improve their algorithms. As such, researchers may violate privacy protection rules if they use these algorithms without informing the participants that all their pictures will be uploaded to the database. Researchers should, therefore, carefully review the terms and services of the APIs they use to analyze (visual) data. Preferably, researchers should use methods that do not store the participants’ data.

**Avenues for future research**

**Open science**

The articles in this special issue led to several avenues for future research. The first avenue for future research is to be open and transparent about the representativeness of the samples, data collection methods, and data analysis techniques. Such openness is essential because participants may not want to participate in digital trace data collection studies due to privacy concerns (Ohme et al., 2023), and participants may drop out due to technical errors or their inability to access and donate their data. As such, research samples may be biased, limiting the generalizability of studies that use social media digital trace data methods. Therefore, researchers should provide information on their sample’s representativeness (Ohme et al., 2023; Otto et al., 2023).

In addition, researchers should be open and transparent about the data collection and analysis techniques they have used to enable other researchers to replicate their findings and judge the quality of their methods. Although open methods are essential, computational data collection methods and textual and visual content analysis methods are not always transparent. For example, it is not always clear what data are included in a data donation package, and the structure of data donation packages may change over time (Otto et al., 2023). Furthermore, many computer vision and API methods are developed by commercial entities that do not provide insight into training datasets, algorithms, and procedures to researchers (Peng et al., 2023). In addition, given that many digital trace data of social media use contain privacy-sensitive information, researchers cannot share all raw data after publication. Even when they anonymize their data, participants could be identified based on a unique combination of variables (Otto et al., 2023). Therefore, new guidelines should be developed that allow researchers to make data and computational algorithms available for reproducibility while guaranteeing participants’ privacy (Ohme et al., 2023; Otto et al., 2023; Peng et al., 2023).

**Interdisciplinary collaborations**

The second avenue for future research is the development of interdisciplinary collaborations. As the implementation of digital trace methods is costly in terms of resources like time, money, skills, and expertise, the articles in this special issue highlight the importance of interdisciplinary collaborations. For example, Ohme et al. (2023) promote the development of interdisciplinary digital trace data consortiums. These consortiums may contribute to openly available high-quality data sources. Furthermore, they may increase synchronization between researchers regarding methodological standards and data quality criteria.

Although interdisciplinary collaborations could move the field forward more quickly and forcefully, communication scientists should be aware that many engineering tasks within the field of
communication science are not interesting from a computer science perspective. Communication scientists are often not looking for scientific collaboration but rather for an engineer or programmer to do some work for them. These programmers often have limited job prospects in universities. If communication scholars want to obtain long-lasting collaborations with research engineers and computational scientists, they should try to make such collaborations more attractive for them by actively contributing to their field. This could, for example, be accomplished by identifying the types of research questions they are most interested in answering and publishing in statistical software journals.

Finally, researchers from different disciplines differ in background knowledge. For example, scholars may have difficulties understanding each other as they use their own terminology. To have fruitful collaborations with computational scientists, Ohme et al. indicated that it is essential that we educate a greater number of communication scholars and students— in computational language, analyses, and methods.

**Refining communication methods and measures**

A third and final avenue for future research is redefining our communication methods and measures, thereby refining how communication theories are applied to understand media effects in today’s environment. Until recently, most studies have focused on quantitative measures of social media use. The findings of these studies are often non-significant or inconsistent. An important step toward content-based social media research is to refine our measures and methods by considering the content of individuals’ social media use. To improve our investigation of content-based social media effects, Peng et al. (2023) suggest that developing benchmark datasets that reflect theoretically meaningful categories related to communication domains would be valuable. Communication theories should give us an idea of the categories that should be included in such benchmarks.

Last but not least, theories and models may need to better address the diversity of individuals’ social media use. Kroon et al. (2023) mentioned that social media diets are highly diverse in terms of format and style, language, and modality (e.g., text/audio/vision). Furthermore, Otto et al. (2023) highlighted the personalized, fragmented, and fast-lived social media environment, which challenges traditional linkage analysis. Individuals differ in the social media content they produce, select, or receive and how they are affected by this content (Otto et al., 2023). Furthermore, individuals exposed to similar content may respond differently (Valkenburg, 2022). Computational methods enable the collection and analyses of fine-grained diverse and fragmented digital trace data of individuals, which fosters person-specific content-based media effects analyses and theory building.

**Conclusion**

This special issue presents a three-step approach to studying content-based social effects using computation methods by (1) collecting digital trace data, (2) performing automated textual and visual content analysis, and (3) performing linkage analysis. Several challenges must be addressed in future research to foster ethically responsible, open, interdisciplinary, and theory-driven content-based social media effects research. We hope that this special issue helps researchers weigh the pros and cons of different computational methods to better understand how our social media use affects our cognitions, emotions, and behaviors.
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