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ABSTRACT

Aims. The aim of this paper is to investigate the $^{17}$O/$^{18}$O ratio for a sample of AGB stars, containing M-, S- and C-type stars. These ratios are evaluated in relation to fundamental stellar evolution parameters: the stellar initial mass and pulsation period.

Methods. Circumstellar $^{13}$C$^{17}$O, $^{12}$C$^{18}$O and $^{12}$C$^{17}$O line observations were obtained for a sample of nine stars with various single-dish long-wavelength facilities. Line intensity ratios are shown to relate directly to the surface $^{17}$O/$^{18}$O abundance ratio.

Results. Stellar evolution models predict the $^{17}$O/$^{18}$O ratio to be a sensitive function of initial mass and to remain constant throughout the entire TP-AGB phase for stars initially less massive than 5 $M_\odot$. This makes the measured ratio a probe of the initial stellar mass.

Conclusions. Observed $^{17}$O/$^{18}$O ratios are found to be well in the range predicted by stellar evolution models that do not consider convective overshooting. From this, accurate initial mass estimates are calculated for seven sources. For the remaining two sources two mass solutions result, though with a larger probability that the low-mass solution is the correct one. Finally, hints at a possible separation between M/S- and C-type stars when comparing the $^{17}$O/$^{18}$O ratio to the stellar pulsation period are presented.
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1. Introduction

Stars with initial mass between 0.8 $M_\odot$ and 8 $M_\odot$ contribute profoundly to the enrichment of the interstellar medium (ISM). During their passage through the asymptotic giant branch (AGB) these stars lose material through a dense wind driven by radiation pressure on dust grains that form above the photosphere (Habing & Olofsson 2004). In order to test and constrain models of AGB evolution it is crucial that the initial mass of these stars can be established. However, this has proven to be one of the most elusive problems in stellar astrophysics. A promising solution is to use isotopic ratios of elements affected by thermo-nuclear processing, in particular the ratio between $^{17}$O and $^{18}$O. The chemical composition of these species as they are injected in the ISM is determined by the nucleosynthesis in the stellar center and the subsequent convective-envelope mixing or dredge-ups (DUs). Models predict that the first DU changes the surface composition between the main sequence and the tip of the first red giant branch, when convection reaches down into the regions of the star where hydrogen burning has depleted $^{18}$O and enriched $^{17}$O. As a result the $^{16}$O/$^{17}$O fraction reduces while the $^{16}$O/$^{18}$O fraction marginally increases (Boothroyd et al. 1994). Following the end of core helium burning, a second DU event is expected to occur in stars more massive than 4–5 $M_\odot$. The effect of this second event is that the surface abundance of $^{16}$O and $^{18}$O only slightly decreases, while $^{17}$O significantly increases. The effect on the oxygen ratios is the same as for the first DU. After entering onto the AGB, stars undergo a succession of third DU events, resulting from thermal pulses. During this phase the surface oxygen isotopic ratios are expected to change only for stars above about 4–5 $M_\odot$ for metallicities close to solar, as a result of hot bottom burning (HBB). During HBB, the convective envelope penetrates into the H-shell and nuclear reactions at the bottom of the envelope cause the $^{18}$O surface abundance to drop strongly, without affecting the $^{17}$O abundance (Lattanzio & Boothroyd 1997). The impact of these processes on the oxygen isotopic abundances depends on the initial mass of the star, hence it may be used as a probe of this important stellar property.

The earliest attempts at constraining oxygen isotopic ratios in AGB stars used near-IR observations of the stellar atmospheres. In this way Harris & Lambert (1984) and Harris et al. (1985a,b, 1987, 1988) determined $^{16}$O/$^{17}$O and $^{16}$O/$^{18}$O ratios for a sample of red giant stars, including barium stars and K giants, five MS- and three S-type stars, and 26 carbon-rich stars. No M-type sources were included in the sample. For the C-type stars, excluding the J-type stars, oxygen ratio values of $550 \leq ^{16}$O/$^{17}$O $\leq 4100$, $700 \leq ^{16}$O/$^{18}$O $\leq 2400$ and 0.69 $\leq ^{17}$O/$^{18}$O $\leq 1.84$ have been found.

$^1$ There has been recent evidence that J-type stars might not even be TP-AGB stars at all (Sengupta et al. 2013).
Table 1: The sample of AGB stars included in this study, along with relevant stellar and circumstellar parameters. Literature sources and uncertainties of these parameters are discussed in Sect. 2.1.

<table>
<thead>
<tr>
<th>Source</th>
<th>IRAS</th>
<th>$D$ [pc]</th>
<th>$P$ [days]</th>
<th>$L_*$ [$L_\odot$]</th>
<th>$M$ [$M_\odot$ yr$^{-1}$]</th>
<th>$v_{\text{LSR}}$ [km s$^{-1}$]</th>
<th>$v_{\infty}$ [km s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>M-stars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GX Mon</td>
<td>06500+0829</td>
<td>550</td>
<td>527</td>
<td>8200</td>
<td>$1.2 \times 10^{-5}$</td>
<td>-9.6</td>
<td>19.3</td>
</tr>
<tr>
<td>WX Psc</td>
<td>01037+1219</td>
<td>700</td>
<td>660</td>
<td>10300</td>
<td>$4.0 \times 10^{-5}$</td>
<td>9.3</td>
<td>18.6</td>
</tr>
<tr>
<td><strong>S-stars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Aql</td>
<td>19126-0708</td>
<td>300</td>
<td>490</td>
<td>7600</td>
<td>$2.7 \times 10^{-6}$</td>
<td>-24.3</td>
<td>16.4</td>
</tr>
<tr>
<td>χ Cyg</td>
<td>19486+3247</td>
<td>181</td>
<td>407</td>
<td>6500</td>
<td>$6.0 \times 10^{-7}$</td>
<td>9.0</td>
<td>8.3</td>
</tr>
<tr>
<td><strong>C-stars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CW Leo</td>
<td>09452+1330</td>
<td>120</td>
<td>630</td>
<td>9800</td>
<td>$1.5 \times 10^{-5}$</td>
<td>-25.9</td>
<td>14.2</td>
</tr>
<tr>
<td>LL Peg</td>
<td>23166+1655</td>
<td>1300</td>
<td>696</td>
<td>10900</td>
<td>$2.5 \times 10^{-5}$</td>
<td>-30.6</td>
<td>12.6</td>
</tr>
<tr>
<td>LP And</td>
<td>23320+4316</td>
<td>630</td>
<td>614</td>
<td>9600</td>
<td>$7.0 \times 10^{-6}$</td>
<td>-16.9</td>
<td>13.6</td>
</tr>
<tr>
<td>RW LMi</td>
<td>10131+3049</td>
<td>440</td>
<td>640</td>
<td>10000</td>
<td>$6.0 \times 10^{-6}$</td>
<td>-2.1</td>
<td>16.5</td>
</tr>
<tr>
<td>V384 Per</td>
<td>03229+4721</td>
<td>600</td>
<td>535</td>
<td>8300</td>
<td>$3.0 \times 10^{-6}$</td>
<td>-16.4</td>
<td>14.2</td>
</tr>
</tbody>
</table>

1.56 were found, and 625 $\leq ^{16}\text{O} / ^{17}\text{O}$ $\leq 3000$, 875 $\leq ^{16}\text{O} / ^{18}\text{O}$ $\leq 4700$ and 0.78 $\leq ^{17}\text{O} / ^{18}\text{O}$ $\leq 2.05$ for the MS- and S-type sources. Note that the method employed in these studies can not be applied to high mass-loss-rate sources, as the high densities in the stellar wind obstruct the view of the atmosphere in the infrared.

The best effort made so far in determining accurate oxygen isotopic ratios from millimeter-wavelength CO observations in the extended circumstellar envelope was done by Kahane et al. (1992) for five carbon-rich envelopes. Isotopic ratios ranging from millimeter-wavelength CO observations in stellar wind obstruct the view of the atmosphere in the infrared. The extended circumstellar envelope was performed by Decin et al. (2010b) and recent oxygen isotope studies focusing on the circumstellar environment (CSE) were performed by Decin et al. (2010b) and Khouri et al. (2014) for the M-type stars IK Tau and W Hya. In these works H$_2$O isotopologues were used to constrain the isotopic ratios yielding $^{16}\text{O}/^{17}\text{O}=600 \pm 150$, $^{16}\text{O}/^{18}\text{O}=200 \pm 50$ and $^{16}\text{O}/^{18}\text{O}=1250 \pm 450$, $^{16}\text{O}/^{18}\text{O}=190 \pm 90$. Respectively. The rather low ratio for the $^{16}\text{O}/^{18}\text{O}$ ratio compared to the $^{16}\text{O}/^{17}\text{O}$ ratio leads to a $^{17}\text{O}/^{18}\text{O}$ ratio of 0.15 for W Hya, lower than the solar value of 0.1895 (Asplund et al. 2009). Uncertainties associated with these observational values are large, and do not allow one to draw any definitive conclusions in regard to stellar evolution. Finally, Justtanont et al. (2015) found a high lower limit (≥10) to the $^{17}\text{O}/^{18}\text{O}$ line intensity ratio in their sample of nine extreme OH/IR stars, consistent with these stars having undergone HBB.

This paper first results in deriving oxygen ratios from circumstellar millimeter-wavelength CO isotopologue observations for a sample of stars covering the three chemical types. These ratios are confronted to three independent sets of evolutionary predictions with the aim to constrain their initial masses. The sample and data reduction process are presented in Sect. 2. Section 3 describes the derivation of the $^{17}\text{O}/^{18}\text{O}$ ratios from the line intensities. These results are linked to stellar evolution models in Sect. 4.

2. Observations

2.1. Sample selection

The sample for which the $^{17}\text{O}/^{18}\text{O}$ ratio was obtained from circumstellar $^{12}\text{C}^{17}\text{O}$ and $^{13}\text{C}^{18}\text{O}$ J=2-1 and J=1-0 observations comprises nine Mira-type and semi-regular (SRa) AGB sources. Miras are relatively well understood in terms of pulsational behavior. They are the M-type stars GX Mon and WX Psc; the S-type stars W Aql and χ Cyg, and five C-type stars: LL Peg, CW Leo, LP And, RW LMi, and V384 Per. The sample thus represents all main chemical types, including M-type stars that so far have not been analyzed with millimeter-wavelength observations in terms of the $^{17}\text{O}/^{18}\text{O}$ ratio. The stars are relatively nearby sources (within about 1 kpc) as the inherently weak-isotopologue lines of $^{12}\text{C}^{17}\text{O}$ and $^{13}\text{C}^{18}\text{O}$ are still detectable. This sample was analyzed in detail by e.g. Ramstedt & Olofsson (2014), who derived mass-loss rates and $^{12}\text{C}/^{13}\text{C}$ from CO measurements using detailed radiative-transfer models.

Table 1 lists all sources, together with distances and relevant stellar and circumstellar properties. Distances were derived from Hipparcos parallax measurements (van Leeuwen 2007) but only if the relative error is less than 50%. When no accurate Hipparcos data were found, distances were estimated from the period-luminosity ($P$–$L$) relation presented in Groenewegen & White-lock (1996). The thusly derived luminosities are also listed in Table 1. Periods were taken from the General Catalogue of Variable Stars (Samus et al. 2009). A conservative error estimate of 10 days was assumed for all stars. The mass-loss rates $M$ were taken from Ramstedt & Olofsson (2014). The Local Standard of Rest velocity $v_{\text{LSR}}$ and the wind terminal velocity $v_{\infty}$ have been calculated from fitting a shell profile to the $^{12}\text{C}^{16}\text{O}$ lines, being much brighter than the $^{12}\text{C}^{17}\text{O}$ and $^{13}\text{C}^{18}\text{O}$ lines. The fitted function is

$$f(\nu) = A \left[ 1 + 4H[(\nu - \nu_0)/\delta \nu]^2 \right]^{1/3},$$

where $A$ is the area under the profile, $\delta \nu$ is the full width at zero level, and $\nu_0$ is the central frequency (Bardeau & Petty 2006). The Horn/Center parameter $H$ dictates the shape of the function, as

$$\frac{f(\delta \nu/2)}{f(0)} = 1 + H.$$
GHz)/E2(230 GHz) configuration; the Atacama Pathfinder Experiment (APEX) 12m telescope (Güsten et al. 2006) on the Chajnantor Plateau, Chile (Programme ID 090.D-0290, 091.D-0813, 094.D-0851A), in the SHF 230 GHz band, and the Caltech Submillimeter Observatory (CSO) on Mauna Kea, Hawaii, using the 230 GHz receiver. The sources were observed using position switching or wobbler switching mode to attain flat baselines. The pointing of the telescope was checked repeatedly throughout the observations using strong CO and continuum sources. The reduction and analysis of all data were performed using the GILDAS CLASS software package (Bardeau & Pety 2006). After removing faulty scans and spikes, a first-order polynomial baseline was subtracted from each scan. The individual baseline-subtracted scans obtained for a given source were then averaged using an inverse quadratic system temperature weighting, with weighting factor

\[
w_i = \frac{\Delta T \Delta \nu}{T_{\text{sys}}^2},
\]

where \(\Delta T\) and \(\Delta \nu\) are the integration time and frequency resolution respectively. Finally the data were rebinned to obtain a suitable signal-to-noise ratio (SNR), generally SNR \(\gtrsim 3–5\) for a velocity resolution of 2 km/s (the typical line width being around 20–40 km/s). A conversion from observed source antenna temperature \(T_A\) (corrected for atmospheric and radiative loss, and rearward scattering and spillover) to main-beam-temperature scale \(T_{\text{mb}}\) through

\[
T_{\text{mb}} = \frac{T_A}{\eta_{\text{mb}}}
\]

was performed, where \(\eta_{\text{mb}}\) is the telescope main-beam efficiency. The main-beam efficiency for a given wavelength can be interpolated from values measured in Güsten et al. (2006) for APEX, Mangum (1993) for CSO, and Baars et al. (1987) and Kramer et al. (2013) for IRAM. The telescope beam sizes \(\theta_{\text{mb}}\) are wavelength-dependent and can be calculated through

\[
\theta_{\text{mb}} = k \lambda / D \ [\text{rad}]
\]

with \(k (1 \leq k \leq 1.4)\) a telescope-specific factor and \(D\) the telescope main dish size.

Table 2 lists the measured integrated line intensities and maximum main beam brightness temperatures for all detected \(^{12}\text{C}^{16}\text{O}\) and \(^{12}\text{C}^{18}\text{O}\) lines, which are also shown in Fig. A.1.

### 3. Results

#### 3.1. Deriving \(^{17}\text{O} / ^{18}\text{O}\) ratios

In determining isotopic ratios from observations of extended circumstellar envelopes one must take into account the isotope-selective nature of astrochemical processes, such as photodissociation. Because of the lower abundance of the rare CO isotopologues, line self-shielding for \(^{13}\text{C}^{16}\text{O}\), \(^{12}\text{C}^{17}\text{O}\) and \(^{12}\text{C}^{18}\text{O}\) is much less efficient than for \(^{12}\text{C}^{16}\text{O}\). For \(^{13}\text{C}^{16}\text{O}\) this effect has been shown to be countered by chemical fractionation (Maumon et al. 1988). As the photodissociation rates for \(^{12}\text{C}^{17}\text{O}\) and \(^{12}\text{C}^{18}\text{O}\) are expected to have an almost identical radial depth dependence (Visser et al. 2009), these species may allow for a robust determination of the intrinsic \(^{17}\text{O} / ^{18}\text{O}\) ratio.

Calculating the intrinsic \(^{17}\text{O} / ^{18}\text{O}\) abundance ratios from \(^{12}\text{C}^{17}\text{O}\) and \(^{12}\text{C}^{18}\text{O}\) line intensities can be done in a fairly straightforward way. Firstly, a correction must be made for the different Einstein coefficients and beam widths which, combined, lead to

\[
^{17}\text{O} / ^{18}\text{O} = \frac{I_{\text{mb}}(^{12}\text{C}^{17}\text{O}(J \rightarrow J - 1))}{I_{\text{mb}}(^{12}\text{C}^{18}\text{O}(J \rightarrow J - 1))} \times \left( \frac{v_{^{12}\text{C}^{17}\text{O}(J \rightarrow J - 1)}}{v_{^{12}\text{C}^{18}\text{O}(J \rightarrow J - 1)}} \right)^3,
\]

with \(v\) the frequency of the considered transition and \(I_{\text{mb}}\) the measured integrated line intensity. For all transitions considered, the frequency ratio correction factor in Eq. 5 is equal to 0.933. For those sources for which more than one pair of lines were obtained, an average of the line intensity ratios weighted by the uncertainties on the line strength was adopted.

#### 3.2. Uncertainties on the calculated ratios

Optical depth effects, if present, will lead to a non-linear relation between line intensity and molecular column density. In order to determine the extent of these effects, a grid of model circumstellar envelopes was computed for an appropriate range of \(L^*, M, C/O\) and \(^{18}\text{O} / ^{16}\text{O}\) input abundances using the non-local thermodynamic equilibrium (NLTE) radiative-transfer code GAS-TRONooD (Decin et al. 2006, 2010a; Lombaert et al. 2013). Required optical-depth corrections on the observational \(^{17}\text{O} / ^{18}\text{O}\) ratios as determined through Eq. 5 were then computed from this grid and were found to be on the order of ~5% at most. This is indeed in line with these lines being optically thin and thus supports the notion that the observational line intensity ratios can indeed be directly related to the intrinsic \(^{17}\text{O} / ^{18}\text{O}\) ratios.

<table>
<thead>
<tr>
<th>Source</th>
<th>Line</th>
<th>(v_{\text{trans}}) [GHz]</th>
<th>(I_{\text{mb}}) [K km s(^{-1})]</th>
<th>(T_{\text{mb}}) [mK]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>M-stars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GX Mon</td>
<td>17I21</td>
<td>224.714</td>
<td>0.71</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>18I21</td>
<td>219.560</td>
<td>0.88</td>
<td>45</td>
</tr>
<tr>
<td>WX Psc</td>
<td>17A21</td>
<td>224.714</td>
<td>0.16</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>18A21</td>
<td>219.560</td>
<td>0.60</td>
<td>15</td>
</tr>
<tr>
<td><strong>S-stars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Aql</td>
<td>17A21</td>
<td>224.714</td>
<td>0.38</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>18A21</td>
<td>219.560</td>
<td>0.31</td>
<td>13</td>
</tr>
<tr>
<td>(\chi) Cyg</td>
<td>17I10</td>
<td>112.360</td>
<td>0.12</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>18I10</td>
<td>109.782</td>
<td>0.053</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>17I21</td>
<td>224.714</td>
<td>0.24</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>18I21</td>
<td>219.560</td>
<td>0.13</td>
<td>10</td>
</tr>
<tr>
<td><strong>C-stars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CW Leo</td>
<td>17C21</td>
<td>224.714</td>
<td>1.72</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>18C21</td>
<td>219.560</td>
<td>1.38</td>
<td>121</td>
</tr>
<tr>
<td>LL Peg</td>
<td>17A21</td>
<td>224.714</td>
<td>0.39</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>17I21</td>
<td>224.714</td>
<td>0.70</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>18A21</td>
<td>219.560</td>
<td>0.72</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>18I21</td>
<td>219.560</td>
<td>1.11</td>
<td>46</td>
</tr>
<tr>
<td>LP And</td>
<td>17I21</td>
<td>224.714</td>
<td>1.39</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>18I21</td>
<td>219.560</td>
<td>0.98</td>
<td>48</td>
</tr>
<tr>
<td>RW LMi</td>
<td>17I21</td>
<td>224.714</td>
<td>1.39</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>18I21</td>
<td>219.560</td>
<td>0.98</td>
<td>38</td>
</tr>
<tr>
<td>V384 Per</td>
<td>17I21</td>
<td>224.714</td>
<td>0.71</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>18I21</td>
<td>219.560</td>
<td>0.33</td>
<td>13</td>
</tr>
</tbody>
</table>
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Table 3 lists the observed $^{17}\text{O}/^{18}\text{O}$ ratios and their respective uncertainties. These uncertainties are calculated through standard error propagation on the integrated line strength uncertainties, which are themselves determined by the root mean square fluctuations per spectral channel aggregated over the line width. The uncertainty on the averaged $^{17}\text{O}/^{18}\text{O}$ ratio is lowered for sources for which more than one pair of lines was detected. As the $^{13}\text{C}^{17}\text{O}$ and $^{12}\text{C}^{18}\text{O}$ lines were always measured consecutively in the same instrument band, the calibration uncertainty is significantly lowered when calculating the ratio of these line strengths (from typically 20–30% uncertainty on such weak lines to about a 5% relative accuracy between the lines).

### 4. Discussion

#### 4.1. Initial stellar mass determination through the $^{17}\text{O}/^{18}\text{O}$ ratio

For given initial mass $M_i$ and metallicity $Z$, the surface abundances of isotopes may be anticipated to depend on the number of dredge-ups the star has experienced, on the abundance of the primary element in the inter-shell zone (Karakas et al. 2010) and the stellar core mass (Kahane et al. 2000). However, stellar evolution models (see Fig. 1) show that once the star enters the TP-AGB phase, the $^{17}\text{O}/^{18}\text{O}$ ratio remains essentially constant regardless of the number of TPs, barring the more massive stars which undergo HBB. So, if the metallicity is known, one may constrain the initial stellar mass directly from the $^{17}\text{O}/^{18}\text{O}$ ratio. This is done here assuming a solar metallicity for the entire sample.

To illustrate the principle, Fig. 2 shows the methodology using models computed with various stellar evolution codes for a solar metallicity $Z = 0.014$ and a negligible convective core overshooting. These codes are the STARS code (Eggleton 1971; Stancliffe et al. 2004; Stancliffe & Eldridge 2009), the FRANEC code (Cristallo et al. 2011), and the STORM/Monash code (Lattanzio 1986; Karakas 2010, 2014). The red vertical line marks the soft limit for the formation of a carbon-rich star at $1.5 M_\odot$. The black dots show the projections of the observed $^{17}\text{O}/^{18}\text{O}$ ratios (and their uncertainties) onto the interpolated predictions of the STARS evolution code, used to derive the initial masses of the targets.

The predictions show a maximum of $^{17}\text{O}/^{18}\text{O}$ at an initial mass around $2.5 M_\odot$. The cause hereof is that the more massive the star, the deeper its first dredge-up will reach. This will increase the $^{17}\text{O}/^{18}\text{O}$ ratio, explaining the initial rise of the curve. More massive stars undergo non-degenerate helium ignition, which causes the envelope to retreat and the star to shrink. This lessens the dredge-up effect and in turn lowers the isotopic ratio, explaining why the predicted $^{17}\text{O}/^{18}\text{O}$ curves in Fig. 2 feature a maximum. This local maximum causes an ambiguity in using this method (but see below for a stipulation).
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Table 3: Observed $^{17}$O/$^{18}$O ratios and their uncertainties. The final three columns denote the initial-mass estimates calculated from these ratios through comparison with stellar-evolution models.

<table>
<thead>
<tr>
<th>Source</th>
<th>$^{17}$O/$^{18}$O</th>
<th>$M_\sun$</th>
<th>$M_\sun$</th>
<th>$M_\sun$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Stancilfie et al. 2004)</td>
<td>(Karakas &amp; Lugaro 2016)</td>
<td>(Cristallo et al. 2011)</td>
</tr>
<tr>
<td>M-stars</td>
<td></td>
<td>([M$_\odot$])</td>
<td>([M$_\odot$])</td>
<td>([M$_\odot$])</td>
</tr>
<tr>
<td>GX Mon</td>
<td>0.77 ± 0.16</td>
<td>1.43$^{+0.07}_{-0.08}$</td>
<td>1.49$^{+0.04}_{-0.09}$</td>
<td>1.52$^{+0.04}_{-0.07}$</td>
</tr>
<tr>
<td>WX Psc</td>
<td>0.26 ± 0.06</td>
<td>1.06$^{+0.10}_{-0.10}$</td>
<td>0.8 ≤ $M_\star$ ≤ 1.0</td>
<td>x</td>
</tr>
<tr>
<td>S-stars</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Aql</td>
<td>1.17 ± 0.22</td>
<td>1.57$^{+0.06}_{-0.06}$</td>
<td>1.61$^{+0.07}_{-0.07}$</td>
<td>1.62$^{+0.06}_{-0.06}$</td>
</tr>
<tr>
<td>$\chi$ Cyg</td>
<td>2.00 ± 0.52</td>
<td>1.79$^{+0.14}<em>{-0.14}$ / 3.69$^{+0.21}</em>{-0.21}$</td>
<td>1.83$^{+0.11}<em>{-0.14}$ / 3.69$^{+0.21}</em>{-0.21}$</td>
<td>1.84$^{+0.14}<em>{-0.14}$ / 4.68$^{+0.32}</em>{-1.53}$</td>
</tr>
<tr>
<td>C-stars</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CW Leo</td>
<td>1.16±0.06</td>
<td>1.57±0.02</td>
<td>1.60$^{+0.02}_{-0.02}$</td>
<td>1.62$^{+0.02}_{-0.02}$</td>
</tr>
<tr>
<td>LL Peg</td>
<td>0.56±0.06</td>
<td>1.34$^{+0.03}_{-0.03}$</td>
<td>1.37$^{+0.04}_{-0.04}$</td>
<td>1.42$^{+0.04}_{-0.04}$</td>
</tr>
<tr>
<td>LP And</td>
<td>1.26±0.08</td>
<td>1.60$^{+0.03}_{-0.03}$</td>
<td>1.63$^{+0.03}_{-0.03}$</td>
<td>1.65$^{+0.02}_{-0.02}$</td>
</tr>
<tr>
<td>RW LMi</td>
<td>1.36±0.19</td>
<td>1.62$^{+0.06}_{-0.06}$</td>
<td>1.66$^{+0.06}_{-0.06}$</td>
<td>1.67$^{+0.05}_{-0.05}$</td>
</tr>
<tr>
<td>V384 Per</td>
<td>2.04±0.32</td>
<td>1.80$^{+0.09}<em>{-0.09}$ / 3.59$^{+0.71}</em>{-0.71}$</td>
<td>1.83$^{+0.08}<em>{-0.08}$ / 3.64$^{+0.89}</em>{-0.74}$</td>
<td>1.85$^{+0.09}<em>{-0.09}$ / 4.44$^{+1.05}</em>{-0.96}$</td>
</tr>
</tbody>
</table>

The initial mass found for the C-type star LL Peg is however found to be slightly lower than this value. As discussed in Stancliffe et al. (2005) it seems apparent from observations of carbon star luminosities in the Magellanic clouds that efficient dredgeup should occur at lower core masses than is predicted by current models. If this finding can be extrapolated to a galactic environment, it would imply a shift of the red line in Fig. 2 to lower mass values, likely resolving this inconsistency.

Finally, it should be noted that convective overshooting was considered in the stellar models. The extent of core overshooting in main sequence stars is still uncertain (see e.g. Stancliffe et al. 2015; Moravveji et al. 2015; Claret & Torres 2016). Because core overshooting increases the mass of the core, the effect of its inclusion is to make a given star behave as though it had a higher initial mass. Fig. 3 shows the results of an additional set of models calculated with the STARS code, which includes convective overshooting using the calibration provided by Stancliffe et al. (2015), i.e., an overshooting parameter $\delta_{ov}$ = 0.156. The effect of the inclusion of overshooting is to reduce the $^{17}$O/$^{18}$O ratio in stars of above around 2 $M_\odot$, producing a much narrower peak in the $^{17}$O/$^{18}$O ratio as a function of mass (see Fig. 3). The maximum $^{17}$O/$^{18}$O ratio is reached at 1.8 $M_\odot$ and the rise to this maximum is only slightly steeper than in the standard case. Hence, one may conclude that mass estimates up to 1.8 $M_\odot$ are not significantly affected by uncertainties in the treatment of convective core overshooting.

4.2. Discriminating between high and low mass estimates

For V384 Per and $\chi$ Cyg the measured $^{17}$O/$^{18}$O ratio is so large that two solutions for the initial mass are possible, a low mass solution and a high mass solution. One may use additional constraints to estimate the likelihood of each solution; two of which are briefly discussed here.

The initial mass function (IMF) favors the formation of low mass stars compared to high mass stars. For a Salpeter IMF, $n(M) \sim M^{-2.35}$ (Salpeter 1955), one can readily calculate that solely on the basis of this argument the lower mass estimates are a factor ~4–7 more likely than the high mass estimates. One should however realize that the duration of the thermally-pulsing AGB phase for lower mass stars is less than for higher mass stars, an effect that may amount to a factor of two (Rosenfield et al. 2016). The distribution of the sample of stars with respect to the galactic disk can also be used to put constraints on the initial mass. Fig. 4 shows this distribution for the entire sample and compares this to the galactic AGB density function as determined by Jackson et al. (2002). The galactic disk scale height has been shown to vary for stars of different initial masses (Sparke & Gallagher III 2007, Chapter 2). The distribution of higher mass (younger) stars is found to be more concentrated toward the galactic plane compared to the population of lower mass (older) stars. This favors a lower mass for V384 Per, which is located 80 pc below the galactic plane. Taken all these arguments together, one may conclude that the high-mass solutions presented in Table 3 are less probable by a factor of a few.

One may also note the relatively large galactic height of the C-star LL Peg in Fig. 4. This may argue against a solar metallic-
Fig. 4: The galactic height and radial distance to the galactic center for the sample of AGB stars. Red, green and blue data points represent M-, S- and C-type stars respectively. Overplotted is the galactic star density distribution of AGB stars as determined in Jackson et al. (2002).

Fig. 5: $^{17}\text{O}/^{18}\text{O}$ ratios obtained from the FRANEC code (Cristallo et al. 2011) for different metallicities: solar ($Z = 0.014$, as previously assumed for deriving initial masses) and slightly higher ($Z = 0.02$) and lower ($Z = 0.01$) metallicity.

4.3. Effect of a non-solar metallicity

As shown in Cheng et al. (2012), the radial metallicity gradient at low galactic height (below 250 pc), as is the case for most of the stars in the sample (see Fig. 4), is about -0.066 dex kpc$^{-1}$ in [Fe/H]. This amounts to a change in Z of about 15% at a radial distance of 1 kpc from the Sun. This effect therefore does not grossly invalidate the assumption of a solar metallicity for the stars in the sample.

Fig. 5 shows the impact of a modest change in metallicity on the modeled $^{17}\text{O}/^{18}\text{O}$ ratios. Predictions for a larger range of metallicities may be found in Karakas & Lugaro (2016). A lower metallicity will lead to larger predicted $^{17}\text{O}/^{18}\text{O}$ ratios overall. However, due to the steep slope at low initial masses, this leads to a rather small difference in the initial-mass estimate. At the high-mass end of the graph, the modeled change in metallicity may lead to a discrepancy in derived initial mass of about 1 M$_\odot$. The two sources for which also a high mass solution was found, V384 Per and χ Cyg, have a galactic radial distance very close to that of the Sun. Therefore, if they would have a relatively high mass (but see Sect. 4.2) then the mass estimates given in Table 3 likely do not suffer from sizable systematic uncertainties due to a potential metallicity effect.

4.4. Period dependency of the $^{17}\text{O}/^{18}\text{O}$ ratio

Fig. 6 shows the $^{17}\text{O}/^{18}\text{O}$ ratio as a function of pulsation period. As the isotopic ratio is not expected to change during the thermally-pulsing AGB phase, stars are expected to evolve horizontally in this diagram — $^{17}\text{O}/^{18}\text{O}$ reflecting initial mass and the stellar period directly indicating stellar lifetime (as shown in Fig. 7). Wood & Zarro (1981) show that the pulsation period $P \sim Q R^\alpha M_p^{-\beta}$, where $Q$ is a pulsation constant, $R$ is the stellar radius, and $M_p$ is the present mass. Values for $\alpha$ range between 1.5–2.5 and those for $\beta$ between 0.5–1.0, depending on pulsation mode. Given this dependence, one may expect that for constant initial mass the evolution is from the left to the right. Hence, C-stars may be anticipated to be to the right of the M-type stars, being on average slightly more luminous and somewhat cooler, hence having larger radii. This effect is indeed visible in Fig. 6.

The pulsation constant also modestly depends on molecular opacities (Fox & Wood 1982). Potentially, the horizontal separation (at constant isotopic ratio) between M- and S-stars on
the one hand and C-stars on the other hand might therefore also (at least in part) reflect a difference in the value of the pulsation constant. A significantly larger $Q$ for C-stars is, however, not expected (P. Wood, priv. comm.).

The figure might give the impression of a downward linear trend of the $^{17}$O/$^{18}$O ratio with period, for both the group of M- and S-stars and that of C-stars. No such trend is obviously implied by evolutionary predictions, and may be spurious – reflecting small number statistics or a selection bias. Employing a statistical analysis on a model distribution of stars, one finds that the probability of four randomly picked stars being on the fit of M- and S-stars is 19.6% and that of five stars being on the fit of C-stars is 9.3%. Up to seven stars would need to be aligned on either of the two fits before one may exclude at three-sigma level the hypothesis that the stars have been randomly picked from the distribution in the $P$--$^{17}$O/$^{18}$O plane.

The authors aim to further investigate this apparent trend by increasing the sample size and using other molecules tracing the $^{17}$O/$^{18}$O ratio, thus evading the small-number statistics inherent to the current sample size. In addition, any possible selection bias will be studied through a stellar population synthesis analysis.

5. Conclusions

A study of the $^{17}$O/$^{18}$O ratio was performed for a total of nine AGB stars, of which five are carbon stars and four M/S-type stars. The intrinsic $^{17}$O/$^{18}$O abundance ratios for these sources were derived from newly obtained circumstellar millimeter-wavelength CO isotopologues observations. Using stellar evolution models this ratio was shown to be a sensitive tracer of the initial stellar mass. This allowed for an accurate determination of initial mass estimates for seven of the AGB stars. For two solutions, $\chi$ Cyg and V384 Per, two solutions for the mass were obtained with the low-mass solution being most likely. A separation between carbon stars and M/S-type stars was seen to emerge when investigating the $^{17}$O/$^{18}$O ratio versus the stellar period. It is clear that a larger sample study is required to attain a statistically relevant conclusion on this matter.
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Fig. A.1: CO isotopologue line detections, plotted in main-beam-temperature scale $T_{mb}$. 
Fig. A.1: Continued.