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Abstract

We aim to develop a metric of politicization by investigating whether this concept can be operationalized computationally using document embeddings. We are interested in measuring the extent to which foreign aid is politicized. Textual reports of foreign aid projects are often made available by donor governments, but these are large and unstructured. By embedding them in vector space, we can compute similarities between sets of known politicized keywords and the foreign aid reports. We present a pilot study where we apply this metric to USAID reports.
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1. Introduction

When foreign aid is provided for political vs. altruistic interests, aid effectiveness is expected to suffer. However, evidence for this relationship – and the mechanisms through which it operates – is limited. This is due in large part to the fact that politicization tends to be operationalized quite bluntly. In addition, most studies of aid project effectiveness exclude the world’s largest donor (the United States Agency for International Development, USAID), since USAID does not rate project effectiveness on a common numerical scale. However, the agency does make project evaluations publicly available through the agency’s Development Experience Clearinghouse (DEC).

The DEC provides access to over 10,000 evaluations spanning a range of activities and time periods. Unlike many of its peer foreign aid agencies, USAID does not have an independent evaluation agency but rather contracts evaluation out to various private firms. The evaluations thus comprise a range of formats and styles.

As a survey by Németh (2023) shows, NLP methods have been applied extensively and fruitfully to study the related notion of political polarization, showing that this concept can be successfully modeled on the basis of models trained on natural language data such as word embeddings. Unstructured natural language data is available in the DEC, annotated with categorical metadata representing variables of interest such as sectors. As the reports are fairly substantial (about 16k tokens per report on average) there should be enough in-domain training material for statistical NLP methods in these reports.

In this work, we aim to develop a metric of politicization by investigating whether this concept can be operationalized computationally. We also present a pilot study using a Doc2Vec-based method to quantify politicization of foreign aid reports in a sample of the DEC corpus.

2. Related work

In the context of foreign aid, politicization has occurred when “disagreements over the means to achieve a given goal are drawn along ideological lines that correspond to distinct political constituencies” (Carlitz, 2023, p. 9). This may affect the effectiveness of aid projects. The politicization of foreign aid has been studied primarily in terms of donor characteristics, as well as the dyadic relationships between particular donors and recipients. The most prominent operationalization of politicization considers whether donors and recipients are in some way aligned – where allegiances are measured using voting patterns in the UN general assembly (Bobba and Powell, 2007) or looking at joint membership in the UN Security Council (Dreher et al., 2018). Scholars have also examined the influence of political misalignment and ideological distance between donor and recipient governments (Dreher et al., 2015). Scholars have further inferred donor motives (and thus politicization) by examining the effect of aid given for developmental vs. ‘strategic’ purposes (Kibby and Dreher, 2010). Such blunt operationalizations make it diffi-
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cult to distinguish relative politicization of different activities funded by the same donor, or otherwise provide for nuanced analysis.

2.1. Political NLP

The use of natural language processing to extract information from political texts and discourses has been explored from various angles, often driven by practical research questions. For example, one line of work is applying dimensionality reduction techniques, such as Latent Semantic Indexing (LSI), to identify political preferences in US elections (Bonica, 2013, 2014). Rheault and Cochrane (2019) investigated the potential of applying n-gram language modelling and Principal Component Analysis (PCA) for capturing ideological placements of parties in the US House.

Parallel efforts at the document level have employed NLP to analyze polarization in parliamentary systems (Peterson and Spirling, 2018), party affiliation (Yu et al., 2008) and news coverage (Chinn et al., 2020). Work on uncovering linguistic indicators of polarization often employs unsupervised learning methodologies. Moreover, the task of classifying political affiliations based on speech (Binder, 1999) and tweet texts (Demszky et al., 2019) has been explored with various machine learning algorithms, such as random forest classifiers. In the context of legal texts, Nay (2016) extended the Word2Vec model to embed institution-specific representations into a shared vector space, taking temporal relationships between them into account. This allows for the comparison of policy differences across US Congresses and sitting Presidents. However, in the landscape of international development projects, as Moore et al. (2023) note, there is a lack of work that specifically embeds embedding techniques to extract, label and rate text from foreign aid evaluation reports.

Document embeddings have gained significant attention in the field of computational social science due to their ability of capturing abstract semantic information from textual data. Introduced by Le and Mikolov (2014), Doc2Vec extends the Word2Vec model (Mikolov et al., 2013) to generate a fixed-length representation of a given variable-length piece of text, allowing the model to be easily adapted to infer dense vector representations of sentences, paragraphs or entire documents in an unsupervised manner. There are two main approaches in Doc2Vec, so-called Distributed Bag-of-Words (DBOW) and Distributed Memory Paragraph Vectors (DMPV). DBOW treats each document as a single representation for context word prediction, ignoring the order of words within the document. DMPV preserves the order by using both document representation vector and the word vectors in the context to make predictions. Recent applications of Doc2Vec include sentiment analysis (Chen and Sokolova, 2021; Shuai et al., 2018; Liang et al., 2020), text classification (Dogru et al., 2021; Aubaid and Mishra, 2020; Lee and Yoon, 2018), topic modelling (Budiarto et al., 2021), polarized news detection (Srivastava et al., 2019) and political polarization on Wikipedia (Gode et al., 2023). The model’s success on these related tasks suggests that the rich semantic representations of documents that Doc2Vec provides also have the potential to operationalize a metric of politicization.

3. Data and method

USAID’s Development Experience Clearinghouse (DEC) represents a rich and largely untapped resource capturing information on aid projects funded by the US government. USAID’s evaluation policy (USAID, 2020) stipulates that external evaluations must be carried out for (1) all activities with a total cost exceeding $20 million and (2) each “intermediate result” within a country strategy. The policy further stipulates that plans for the dissemination and use of evaluations must be developed and that evaluation final reports and their summaries must be submitted within three months of completion to the DEC.

Scholars have just begun to leverage the rich information contained in the DEC. For instance, Moore et al. (2023) have developed a standardized taxonomy for benchmarking projects in the agriculture sector. This work lays the foundation for a machine learning algorithm that extracts information on the effectiveness of different interventions and developed standard metrics.

Our study focuses on health projects, for which the DEC contains 4,000 evaluations spanning 70 years. We expect politicization to vary across sectors and activities, arguing that reproductive and maternal healthcare is more politicized than, e.g., malaria control. Following the approach of Moore et al. (2023), we used a balanced sample of 99 reports written from 2003 to 2021 on projects in the health sector.

In selecting the sample, we addressed the limitations inherent in the keyword tagging system of the DEC. Recognizing the frequent inaccuracies
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2According to USAID’s Program Cycle Operational Policy, an intermediate result [IR] is defined as, “A component of a Results Framework in a Mission’s CDCS [Country Development Cooperation Strategy]. Intermediate Results are seen as an essential contribution to advancing a DO [Development Objective]. IRs are measurable results that may capture a number of discrete and more specific lower-level results and often define the purpose of projects” (USAID, 2022, p. 127).
in the DEC’s keyword-based search functionality, our methodology employed the Development Evidence Large Learning Model (DELLM)\(^3\), a proprietary Large Language Model fine-tuned in collaboration with USAID technical experts. This model demonstrates enhanced capability in accurately categorizing project reports by sector.

The DEC database API was used to operationalize this approach. This integration facilitated an exhaustive analysis wherein DELLM processed the entirety of the DEC’s repository to accurately label documents as either ‘final evaluations’ or ‘final grantee reports’ within the health sector. Subsequent to this categorization process, a balanced random sampling technique was applied to select a representative subset of 99 labeled reports for further analysis. The sample was balanced to have an even representation of years and countries in which the projects took place.\(^4\)

All but one report are in English and the resulting corpus is 1.6M tokens in size. A vast majority of the reported projects in the sample took place on the African continent but that is representative of the data. Some relevant metadata for the reports is available on the DEC website, most importantly including standardized USAID thesaurus keywords (Donnelly, 2021) for the topics covered in the report. We use these document keywords as labeled data for evaluation.

### 3.1. Keyword coding

We derived keywords that describe health-related topics from the USAID thesaurus (Donnelly, 2021). The USAID thesaurus keywords are based on 165,000 USAID documents, from across the world, spanning more than 50 years of USAID activities. The USAID thesaurus keywords are commonly used to classify the contents of documents, including USAID project reports (USAID-KSC, 2012). Keywords can be understood as representing the subjects, targets, and interventions of USAID activities. Examples of keywords are ‘health’, ‘HIV/AIDS’, and ‘bednets’. We derived our keywords from the thesaurus categories relevant to the health sector. Specifically, our keywords are taken from the section ‘health and safety’ and the ‘family planning’ sub-section within the ‘population and demography’ section.\(^5\)

We classify our keywords as politicized (scored 3), non-politicized (1), or potentially politicized (2).

Following Carlitz’s (2023) notion that the reproductive health sector is more politicized than other sectors, we classified such keywords as politicized. We classify keywords that are not related to reproductive health as non-politicized. Lastly, we classify keywords that capture interventions/targets that can be related to either reproductive or non-reproductive health as potentially politicized. Examples of keywords within the three categories are ‘condoms’, ‘eye diseases’, and ‘health education’. The classification was done by co-authors with expertise in political science.

### 3.2. Model

We use Doc2Vec (Le and Mikolov, 2014) in its Gensim (Řehůřek and Sojka, 2010) implementation, trained on the aforementioned DEC corpus, to obtain a potential politicization metric. As our dataset is small for training Doc2Vec, we follow Lau and Baldwin’s (2016) approach in initializing Doc2Vec with pretrained word embeddings.\(^6\) The pre-trained word-embedding used is the Common Crawl 300-d vectors with 840b tokens. We chose the DMPV training algorithm which can retain order and thus usually generate better results.\(^7\)

We use the model to generate 300-dimensional vectors for each report in the DEC corpus. Based on a list of keywords, it can retrieve the most or least similar documents to the keyword’s vectors. We create query vectors by averaging the vectors of query words, with the word vectors coming from the trained model. If the keyword contains more than one word, we split it into single words and take the average vector; we also skip words that are not in the vocabulary of the pre-trained word-embedding model. Using these document embeddings and the hand-coded politicized keywords, we can obtain a potential metric of politicization for a target document by calculating the cosine similarity between the average vector of keywords coded as politicized and the target document.

### 3.3. Evaluation method

Ideally we would evaluate this approach directly by manually assigning each report a gold standard politicization score and computing the correlation with our metric, but the political scientists in our team consider this an infeasible annotation task due to the abstract nature of the concept.

Instead, we use an indirect ‘silver standard’ approach based on the report metadata available in the DEC. We score the reports based on whether

\(^3\)https://www.developmetrics.com/our-capabilities/

\(^4\)Sample selection and text extraction from the DEC was performed in collaboration with DevelopMetrics, https://www.developmetrics.com/. None of the authors of this study are affiliated with DevelopMetrics.

\(^5\)Sections K and S14 in the USAID thesaurus.

\(^6\)https://github.com/maohbao/gensim

\(^7\)Model hyperparameters: vector_size: 300; min_count: 1; epochs: 50; dm: 1; seed: 240123. Punctuation and stopwords were removed.
the reports are labeled with politicized keywords in the DEC metadata, and call this the silver score. We then test whether our metric correlates with this silver score, hypothesizing that reports with a higher silver score also get a higher similarity score from our Doc2Vec model. On average, every report has 8 keywords in the DEC metadata, which may be coded differently (scored between 1 and 3 where 3 is politicized, cf. section 3.1). We turn this into a silver standard score by computing the average score of all keywords. If a keyword was not scored by our annotators (e.g. it is not related to the health sector) it gets a score of 1. Documents with a larger proportion of keywords that we coded as politicized thus have a higher silver score.

We consider this a valid evaluation because the Doc2Vec model does not have access to this keyword metadata. The USAID thesaurus keywords are not explicitly listed in the report, although if the keyword is a common word like ‘disease’, it will be mentioned in the running text. Some more abstract keywords such as ‘mass media’ do not occur in the report text at all. By receiving an average vector of politicized keywords, the model only has access to our politicization coding at the keyword level, not at the document level. Thus the connection to documents is not given and should be inferred.

4. Results

We compute the cosine similarity between the average politicized keyword vector and the document vectors, using this similarity as our metric. We use the Spearman correlation coefficient to estimate the correlation between our metric and the silver score for all documents. The coefficient obtained is $\rho = 0.280$ with a p-value of 0.005, a weak but statistically significant correlation.

Figure 1 shows all documents ranked by their similarity score plotted against their silver score. This figure shows that top ranked documents on average cover topics that are more politicized according to our annotators, but with some clear deviations from the linear trend around the middle ranks. This suggests that there may be a clustering of documents in the center of the vector space that are not clearly differentiated by politicization.

Among 99 reports, a report on the Mozambique Malaria Program (PA00MGHW) has the highest cosine similarity with politicized keywords. PA00MGHW also has a relatively high silver score of 2.0. While we were initially surprised at a report on a malaria project receiving such a high politicization score, we note that the project included as one of its three main objectives, “Expand access and quality of malaria in pregnancy activities in targeted districts.” In the metadata, the report also has keywords related to this topic. This still lends scope for politicization as we understand it, and points to the importance of going beyond pre-determined keywords. Furthermore, the report also describes a predecessor program more focused on reproductive health, thus influencing the document embedding in a politicized direction, and the report is relatively short. This suggests that segmenting reports into their descriptions of distinct interventions may improve results.

A report on public health training in Ethiopia (PDACG247) has the lowest score on our metric. It also has a silver score of 1, the lowest possible. The main objectives, (1) Development of teaching materials in-country; 2) Strengthen staff through training in pedagogical, supervisory and writing skills; 3) Enhancement of the teaching-learning environment), were indeed not politicized according to our understanding of the concept.

An outlier with the third highest similarity but low silver score is report PA00MGHW. This report appears to be incomplete – that is, the actual evaluation is missing but rather this document is only a series of Annexes, presumably part of a comprehensive evaluation report. Thus, the low silver score indicates what we can miss by relying on externally applied keywords, as the information presented in the annexes does indeed appear to reflect politicized interventions as we understand them (e.g., comprehensive sex education).

A low similarity outlier (rank 97) discusses an Ethiopian reproductive health project, correctly tagged and thus receiving a high silver score of 2.25. The low similarity score was surprising, given the report mentions politicized topics like unsafe abortion. However, the low politicization score may reflect some form of self-censorship and thus may still be capturing a ‘real’ phenomenon of interest to scholars of politicization.
5. Discussion

While we have shown that our approach yields a metric that correlates with politicized content in foreign aid reports to some extent, there are some clear limitations. First, there is a dependence on manual annotation of politicized keywords. Inducing such keywords from political data sources external to the foreign aid reports would enable easier generalization beyond the health sector. Second, having one vector representation for an entire document proved to be too coarse-grained. Segmenting each report into descriptions of interventions, as also done by Moore et al. (2023), would reduce noise and better represent projects that address a variety of themes. However, as the reports are not consistently structured, this would require manual work. A further limitation is that we were not able to intrinsically evaluate the Doc2Vec model for this domain or perform hyperparameter tuning, due to limited availability of domain-specific resources.

A challenge we encountered throughout our work was coming up with a straightforward conceptualization of politicization that can be grounded in textual data, and identifying documents other than the corpus of reports that we could use to capture politicization. For instance, we searched for policy documents corresponding to Republican vs. Democrat health priorities but failed to find sufficient information. The method is likely more applicable to documents that are more clearly the output of political processes – e.g., comparing political party manifestos to policy documents produced by different parties. In future work we hope to integrate more explicitly political variables to engage more directly with Political Science questions.

The use of static embeddings precludes the possibility of observing different degrees of politicization for the same topics used in different contexts. In much political science work, operationalizations of politicization are conditional on the aid donor and therefore this contextual aspect should be represented in metrics of politicization. Therefore, we propose contextualized embedding-based methods as a future approach. By comparing keywords vector distance in different polarized contexts, we could attribute them a contextual politicization score and develop a politicization metric for keywords at the document level. This metric could be used to study the relation between politicization and project effectiveness. Through its grounding in contextual lexical semantics, this approach could yield deeper insight into the semantic nuances of language used in political discourse and reveal the extent to which political ideologies shape international aid strategies across different donor governments.
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