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SAC (Single Assignment C) is a purely functional (data-parallel) array programming language [6, 2]. As such, SAC puts multi-dimensional arrays into the focus. Such an array is characterized by a triple consisting of the rank scalar that defines the length of the shape vector, the elements of the shape vector define the extent of the array along each dimension, and the product of its elements determines the length of the data vector, which contains the array elements (in row-major unrolling).

SAC advocates shape- and rank-generic programming on multi-dimensional arrays, i.e. SAC supports functions that abstract from the concrete shapes (vector) and even from the concrete ranks of the arrays involved in some operation. Depending on the amount of compile time structural information we distinguish between three classes of arrays at runtime: For rank-generic arrays, all three properties (i.e. rank scalar, shape vector and data vector) are variable. For shape-generic arrays, the rank scalar is a compile time constant: The length of the shape vector is known in advance, but its elements are not. For non-generic arrays both rank scalar and shape vector are constants.

From a software engineering point of view it is (almost) always desirable to specify functions on the most general input type(s) to maximise code reuse. For example, a simple structural operation like rotation should be written in a rank-generic way, a naturally rank-specific function like an image filter in a shape-generic way. Consequently, the extensive SAC standard library is full of generic, mostly rank-generic functions.

However, genericity comes at a price. In comparison to non-generic code the runtime performance of equivalent operations is substantially lower for shape-generic code and again for rank-generic code [10]. The reasons are manifold and often operation-specific, but three categories can be identified nonetheless: Firstly, generic runtime representations of arrays need to be maintained, and generic code tends to be less efficient, e.g. no static nesting of loops can be generated to implement a rank-generic multidimensional array operation. Secondly, many of the SAC compiler’s advanced optimisations [4, 5] are not as effective on generic code because certain properties that trigger program transformations cannot be inferred. Thirdly, in automatically parallelised code [3, 9, 1] many organisational decisions must be postponed until runtime and the ineffectiveness of optimisations inflicts frequent synchronisation barriers and superfluous communication.

In order to reconcile the desires for generic code and high runtime performance, the SAC compiler aggressively specialises rank-generic code into shape-generic code and shape-generic code into non-generic code. However, regardless of the effort put into compiler analyses for rank and shape specialisation, this approach is fruitless if the necessary information is not available at compile time as a matter of principle. For example, the corresponding data may be read from a file, or the SAC code may be called from external (non-SAC) code, to mention only two potential scenarios.

In order to reconcile software engineering principles for generality with performance demands we have developed an adaptive compilation framework [7, 8]. The idea is to postpone specialisation if necessary until runtime time, when all structural information is eventually available no matter what. A generic SAC function compiled for runtime specialisation leads to two functions in binary code: the original generic and presumably slow function definition and a small proxy function that is called instead by other code.

When executed, the proxy function files a specialisation request consisting of the name of the function and the concrete shapes of the argument arrays before calling the generic implementation. Of course, proxy functions also check whether the desired specialisation has been built before, or whether an identical request is currently pending. In the former case, the proxy function dispatches to the previously specialised code, in the latter case to the generic code, but without filing another request. Concurrent with the running application, a specialisation controller (thread) takes care of specialisation requests. It runs the fully-fledged SAC compiler with some hidden command line arguments that describe the function to be specialised and the specialisation parameters in a way sufficient for the SAC compiler to re-instantiate the function’s partially compiled intermediate code from the corresponding module, compile it with high optimisation level and generate a new dynamic library containing the specialised code and a new proxy function. The specialisation controller links the application with that library and replaces the proxy function in the running application.

In this paper we report on a series of extensions and generalisations of our previous work [7, 8]. One area of refinement pertains to the parallelisation of the specialisation process itself: the earlier specialised implementations of generic functions become available, the better for the performance of an application. We use more than one core for specialisation; more precisely, we dynamically adjust the number of cores reserved for adaptive code specialisation and thus taken away from the set of cores running the data-parallel application. Starting out with some default ratio, the expectation is that an application initially requires more specialisations while in many cases a fixed point is reached after some time or at least the need for specialisations reduces. Thus, we adapt the number of specialisation cores to the actual demand and leave as many cores as possible to the (implicitly) parallelised application. On the more technical side, we support specialisations originating from the data-parallel parts of an application (SAC employs an accelerator model of organising parallel execution) and try to combine related requests in the same compiler run for efficiency.

Another major area of refinement lies in the persistence of specialisations. In our previous work specialisations were confined to a single run of an application and automatically removed upon termination. We now aim at keeping specialisations alongside the original modules in a specialisation repository. Consequently, applications may benefit from the same specialisations across multiple invocations, and even completely unrelated applications may benefit from pre-specialised building blocks. This extension allows us to substantially reduce the potential overhead of runtime specialisation. Persistence, however, also creates a new range of research questions. For instance, specialisation repositories cannot grow ad infinitum. We employ statistical methods to decide when which specialisations may be displaced by others.

Our approach differs from just-in-time compilation of (Java-like) byte code in several aspects. In the latter hot spots of byte code are adapted to the platform they run on by generating native code at runtime while the execution platform was deliberately left open at compile time. This form of adaptation (conceptually) happens in a single step. In contrast, our approach adapts code not to its execution environment but to the data it operates on. This is an incremental process that may or may not reach a fixed point. The number of different array shapes that a generic operation could be confronted with is in principle unbounded, but in practice the number of different array shapes occurring in a concrete application is often fairly limited. Our approach is not specific to SAC, but can be carried over to any context of data-parallel array processing.
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