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A NEW APPROACH TO ESTIMATE THE WAGE RETURNS TO WORK-RELATED TRAINING

EDWIN LEUVEN AND HESSEL OOSTERBEEEK

Abstract. This paper proposes a new approach to identify the wage effects of training. The idea is to narrow down the comparison group by only taking into consideration the workers who wanted to participate in training but did not do so because of some random event. The point estimate of the return to training consistently drops when restricting the comparison group this way. While the OLS estimate of the return to training participation is significantly positive, this is no longer the case when we use the new comparison group. This outcome suggests that a large share of what is usually interpreted as returns to training is actually the return to some unobservable characteristic.

1. Introduction

A large part of the empirical training literature addresses two questions: who gets training and what is it worth? While the first question has been answered fairly satisfactory, this is not the case for the second question. Even when attention is restricted to the effect of training on wages rather than the effect of training on productivity, severe problems are posed by the endogeneity of training decisions. Workers who participate in training, or who participate more often or for longer durations, are unlikely to have the same observed and unobserved characteristics as other workers. Workers and firms are likely to (self-)select those workers into training for whom the expected returns are favorable. Workers for whom the expected benefits are low are less likely to get training.
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The key issue is how to correct for the potential endogeneity bias. The empirical training literature contains several approaches. The first approach is to augment the wage level equation with a Heckman-type selection correction term which results from a first stage training participation equation. Results from this approach are reported by Lynch (1992) and Veum (1995) among others. The difficulty with this approach is that it is hard to find variables which arguably do affect training participation and have no direct effect on wages.

The second approach uses instrumental variables which, like the Heckman-type selection models, requires the availability of a variable which arguably influences training participation but has no direct impact on the wage rate. The only study we are aware off that uses IV to estimated wage returns to training is Leuven and Oosterbeek (2001). The instrumental variable is a dummy equal to one if the worker is 40 years or older and zero otherwise. According to a recently implemented Dutch tax law firms can deduct 40 percent of training costs from their tax payments when the training involves workers of 40 years or older. This tax law gives rise to a discontinuity in training participation around the age of 40, with workers of 41 years having a 17 percent higher training rate than workers of 39 years. Both the OLS and IV estimates presented in this paper are not significantly different from zero. The main limitation of this approach is that the estimate relates to training followed by a fairly specific group of workers, namely those with an age in the vicinity of 40 years. Moreover, since the new tax law only stimulates training that is at least partially funded by the firm, the estimate may relate to training that is at least partly specific.\footnote{As Stevens (1994) and Acemoglu and Pischke (1999) show, specificity of training need not only relate to the contents of the training but may also be defined in terms of labor market imperfections.}

Finally, the wage return to work-related training has been estimated using a fixed effect estimator which is based on taking first differences of the before and after training log wage equations. Examples of studies that follow this approach include Barron et al. (1999), Booth (1993), Greenhalgh and Stewart (1987), Lynch (1992) and Veum (1995). This estimator produces unbiased estimates only when the unobserved individual effects
are permanent. As Blundell et al. (1996) argue, in the case of firm training it is quite possible that participation in training is correlated with transitory shocks to productivity. To correct for such effects, Blundell et al. estimate a training participation equation to include Heckman-type selection adjustment terms in the wage growth equation. In contrast to the previous two approaches this method requires at least two data points per observation.

When the effect of training on wages is estimated with a standard wage equation which has a dummy for training participation as one of the regressors, those observations who participated in training are considered as the treatment group and all observations that did not participate in training are considered as the comparison group. The estimate of the wage effect of training thus obtained is biased when assignment to treatment and comparison groups was not random.

In this paper we follow another approach to identify the causal effect of training participation on wages. This approach takes the concept of random assignment literally and gives an estimate of the effect of treatment on the treated. The idea is to narrow down the comparison group to those non-participants who did not participate due to some random event. This is achieved by using the information from two especially designed survey questions. The first is whether there was any training related to work or career that the respondent wanted to follow but did not do so. The second asks whether this non-participation was due to some random event such as family circumstances, excess demand for training places, transient illness, or sudden absence of a colleague. Respondents who give an affirmative answer to both questions are arguably a more appropriate comparison group.

The next section discusses at more length the questions that were used to create the new comparison group (or to cleanse the original comparison group) and the identifying assumptions underlying this approach. Section 3 presents the data and compares participant and comparison groups in terms of observed characteristics. Section 4 presents the empirical results. Section 5 concludes.
2. Method

2.1 Construction of participant and comparison groups

Studies that estimate causal wage returns to work-related training compare wages of training participants with the wages of an appropriate comparison group. The training measure used in this paper to define the group of participants is a conventional one. The exact phrasing of the question that is used to determine this reads:

"Did you spend time following a course/training for purposes of your work or career opportunities during the past 12 months?"

All respondents who followed work-related training during the 12 months prior to the interview are assigned to Participant group I. Without any correction for selectivity the comparison group consists of all respondents who did not follow a course or training during the 12 months prior to the interview. We refer to this group as Comparison group I.

If training participation is randomly assigned to workers, the difference between the average wage in Participant group I and Comparison group I gives the causal effect of training on wages. It is unlikely, however, that training is assigned on a random basis. Selection into training requires that: (1) the worker is willing to undertake training, and (2) the employer is prepared to provide it. The factors underlying these selection mechanisms are likely to be related, directly or indirectly, to future outcomes and may lead to differences between the training participants and potential comparison groups in terms of characteristics that are not observed by the econometrician. As a result comparing wages of Participant group I and Comparison group I will give a biased estimate of the causal effect of training on wages.

The identification strategy that is proposed in this paper reduces the comparison group to those workers who are willing to undertake training and whose employers are prepared to provide it, but who due to some random event did not follow the training they wanted to follow. This proceeds in two steps. The first step reduces the comparison group to the group of untrained workers who did want to follow training. This is done on the basis
of information from a question which asks respondents whether there was training they wanted to follow, but did not follow. Literally the question reads:

"Was there any course/training related to work or career you wanted to follow but did not during the past 12 months?"

Persons who respond that there was such a course and who did not follow any training at all during the past 12 months, are assigned to Comparison group II. Notice that Comparison group II is a subsample of comparison group I. Comparison group II is arguably a more suitable comparison group than comparison group I as it singles out all workers who were motivated to participate in training. Hence, it takes care of the first of the two selection mechanisms.

The second step is to further reduce the comparison group to untrained workers whose non-participation is due to some random event. Respondents who wanted to follow some course/training but did not do so, were asked the reason for not following the course/training. To answer this question respondents had to choose one out of five alternatives:

1. A random event (N=77)
2. Lack of time (N=93)
3. Own financial contribution too high (N=13)
4. Lack of support from the employer (N=21)
5. Other reasons (N=45)

Among all 249 respondents who indicated that there was a training course they would have wanted to follow there are in total 77 respondents who say that they did not do so due to some random event. The respondents were given the following examples of such events: family circumstances, excess demand for training places, transient illness, or sudden absence of a colleague. These persons constitute the final comparison group referred to as Comparison group III.

Comparison group III consists of respondents who did not follow any training course at all during the 12 months prior to the interview due to some random event. Participant
group I, however, consists of respondents who received at least one course. Comparison group III therefore seems a more appropriate comparison group for the group that received exactly one training/course than for the group who received one or more courses. For this reason Participant group II is constructed which consists of respondents who followed exactly one course/training. Table 1 summarizes the definition of the participant and comparison groups.

Given that the assignment of respondents to Comparison group III is crucial for the approach of this paper, some further discussion is warranted. A first thing to note is that respondents are not assigned to the final comparison group when they mention one of the other categories as reason for not having followed training. These other categories include the more obvious ones such as lack of time, too expensive and lack of employer support. They also include the category ”other reasons”. This is an open category which interviewees had to respond to when they mentioned ”other reason”. The category ”other reason” includes the following: language problems, merger, no transportation available, change of job, moving house, stay abroad, pregnancy. The respondents that mentioned these reasons have thus not considered these as random events. Secondly, in the absence of the random event which withheld them from training, the respondents in Comparison group III would have participated in training. As such Comparison group III serves to identify the effect of the treatment on the treated.

Of the three training measures; participation, number of courses and number of hours, the last one is the probably the most accurate measure of the investment in human capital.

### Table 1. Definition of the participant and comparison groups

<table>
<thead>
<tr>
<th>Group</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant I</td>
<td>At least one training course</td>
</tr>
<tr>
<td>Participant II</td>
<td>Exactly one training course</td>
</tr>
<tr>
<td>Comparison I</td>
<td>No training</td>
</tr>
<tr>
<td>Comparison II</td>
<td>No training, but wanted to follow training course</td>
</tr>
<tr>
<td>Comparison III</td>
<td>No training, but wanted to follow training course and did not do so because of a “random event”</td>
</tr>
</tbody>
</table>


The analysis is nevertheless based on the other two measures. With Participant group I training is measured as mere participation, whereas with Participant group II training is measured as one course versus no training at all. The number of hours of training could have been used as the unit of measurement of training investment if we had known whether respondents missed an additional hour of training due to some random event.

There are 54 respondents who did follow at least one training course and also wanted to attend another course but did not do so due to some random event. This suggests an additional source of information to identify the wage effect of training. The respondents who followed exactly one course and did not attend a second course due to some random event can be compared with the respondents who followed exactly two courses to estimate the effect of a second training course. And respondents who followed exactly two course and not a third course because of some random event can be compared with the respondents who followed exactly three courses to estimate the effect of a third training course. Unfortunately the 54 respondents who followed some training but wanted more are spread out thinly over different numbers of actual training courses: 29 of them followed one course, 12 followed two courses, and the remaining 13 followed at least three courses. This makes the estimates of the associated wage effects very imprecise.

2.2 Identifying assumptions

In this subsection we formalize the identifying assumptions. Let $Y_{1i}$ and $Y_{0i}$ represent potential outcomes (wages) for individual $i$ with and without training participation ($D_i$). The observed outcome $Y_i$ is related to potential outcomes and training participation in the following way:

$$Y_i = Y_{0i} + (Y_{1i} - Y_{0i})D_i$$

Let instrument $Z_i$ take value one if a random event occurred that may withhold individual $i$ from following training, while it takes value zero if such an event did not occur.
Training participation depends on $Z_i$ in the following way.

$$D_i = D_{0i} + (D_{1i} - D_{0i})Z_i$$

where $D_{0i}$ indicates whether individual $i$ would participate in training when the random event does not occur. $D_{1i}$ indicates whether individual $i$ would participate in training when the random event does occur. The parameter of interest is the effect of training on the participants

$$E[Y_{1i} - Y_{0i}|D_i = 1] = E[Y_{1i}|D_i = 1] - E[Y_{0i}|D_i = 1]$$

The first term on the right-hand side equals the observed average wage for participants:

$$E[Y_{1i}|D_i = 1] = E[Y_i|D_i = 1]$$

The second term remains to be identified. By definition

$$E[Y_{0i}|D_i = 1] = E[Y_{0i}|D_{0i} = 1, Z_i = 0] \Pr(Z_i = 0|D_i = 1) + E[Y_{0i}|D_{0i} = 1, Z_i = 1] \Pr(Z_i = 1|D_i = 1)$$

In our application for all $i$ for which $D_i = 0$ it is known, by definition of the survey instrument, that $Z_i = 1$ if $D_{0i} = 1$ and $D_{1i} = 0$, and $Z_i = 0$ otherwise. Unlike in a standard IV approach, $Z_i$ is not observed when $D_i = 1$. It is therefore necessary to assume a common effect of the instrument on participation. This allows us to infer that individuals in the participant group have not been exposed to the random event that would have distracted them from training. This is captured by the following assumption.

**Assumption 1 (Homogeneity).** $\Pr(D_{1i} = 1) = 0$

This assumption implies that $\Pr(Z_i = 1|D_i = 1) = 0$. It then follows that

$$E[Y_{0i}|D_i = 1] = E[Y_{0i}|D_{0i} = 1, D_{1i} = 0, Z_i = 0]$$
We observe the following expression.

\[ E[Y_i | D_i = 0, Z_i = 1] = E[Y_{0i} | D_{0i} = 1, D_{1i} = 0, Z_i = 1] \]

where the equality follows by the definition of \( Z_i \). The second term in the right-hand side of equation (1) is therefore identified as follows:

\[ E[Y_{0i} | D_i = 1] = E[Y_i | D_i = 0, Z_i = 1] \]

if the following condition holds:

\[ E[Y_{0i} | D_{0i} = 1, D_{1i} = 0, Z_i = 0] = E[Y_{0i} | D_{0i} = 1, D_{1i} = 0, Z_i = 1] \]  

(2)

Condition (2) is implied by the following exclusion restriction.

**Assumption 2 (Exclusion restriction).** \( E[Y_{0i} | Z_i] = E[Y_{0i}] \)

Assumption 1 is necessary since \( Z_i \) is not observed when \( D_i = 1 \). This is a stronger assumption than the monotonicity assumption made to identify a local average treatment effect and the usual IV assumption that the instrument affects participation.\(^2\) It allows us, however, to identify the effect of treatment on the treated.

Note that under the local average treatment effect assumptions (see f.e. Imbens and Angrist, 1994; Angrist et al., 1996) our estimator will provide an upper bound to the local average treatment effect if \( E[Y_{1i} | D_{0i} = 1, D_{1i} = 1] \geq E[Y_{1i} | D_{0i} = 1, D_{1i} = 0, Z_i = 1] \).

The expected outcome for “always-takers” is not smaller than the expected outcome for “compliers”. This is a condition that is likely to hold if individuals self-select into training on the basis of returns, since one would expect that returns are higher for always-takers than for compliers.

\(^2\)Note that assumption 1 implies the following assumptions necessary to identify a local average treatment effect (see f.e. Imbens and Angrist, 1994; Angrist et al., 1996). Monotonicity: \( \Pr(D_{0i} \geq D_{1i}) = 1 \), random assignment of the instrument: \( (D_{0i}, D_{1i}) \perp Z_i \) and a non-zero average causal effect of the instrument on participation: \( E[D_{1i} - D_{0i}] \neq 0 \).
The fact that the survey uses the phrase "random event" is very suggestive that there is indeed no relation with the (non-systematic) component of the potential outcomes and that assumption 2 therefore holds. It should be noted, however, that this cannot be completely ruled out. If the occurrence of such a random event correlates with non-observed characteristics that influence wages then assumption 2 will be violated. An example in place are respondents with children. Children are sometimes sick and their sickness might prevent their parents from participating in training. If the number of children is also related to wages then assumption 2 will no longer hold if we fail to condition on presence of children.

If assumption 2 is violated then $Z_t$ is likely to correlate negatively with $Y_{0t}$ since the random events (such as sickness, family circumstances, etc.) are more likely to be detrimental than beneficial to productivity. This implies that $E[Y_{0t}|Z_t = 1] \leq E[Y_{0t}|Z_t = 0]$ and our estimate will therefore, again, be an upper bound. We want to stress however that the questionnaire emphasized the transient and sudden nature these events should have.

The approach followed here differs from the use of "no-shows" as a comparison group as has been done for the evaluation of active labor market programs (Bell et al. (1995); see also Heckman et al. (1999), p. 1940). No-shows are applicants to the program who have been accepted but nevertheless fail to participate in the program. Because the reasons for this non-participation are unknown, it may be related to systematic but unobserved characteristics which may thus lead to biased estimates. Translated to our application, workers belonging to Comparison group II with the exception of those who mention lack of support from their employer would constitute the group of no-shows. Going from Comparison group II to our preferred Comparison group III attempts to delete those cases from the comparison group for whom non-participation is likely to be related to non-random factors.
Table 2. Sample means per participant and comparison group

<table>
<thead>
<tr>
<th></th>
<th>Participant I</th>
<th>Participant II</th>
<th>Comparison I</th>
<th>Comparison II</th>
<th>Comparison III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>Female</td>
<td>0.48</td>
<td>0.49</td>
<td>0.54</td>
<td>0.52</td>
<td>0.58</td>
</tr>
<tr>
<td>Age</td>
<td>38.25</td>
<td>37.70</td>
<td>39.80</td>
<td>38.17</td>
<td>37.70</td>
</tr>
<tr>
<td>Children</td>
<td>0.97</td>
<td>0.99</td>
<td>1.05</td>
<td>1.18</td>
<td>1.16</td>
</tr>
<tr>
<td>Non-Dutch</td>
<td>0.06</td>
<td>0.06</td>
<td>0.05</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Single</td>
<td>0.15</td>
<td>0.15</td>
<td>0.13</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>Temporary job</td>
<td>0.13</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>Firm tenure (months)</td>
<td>112</td>
<td>109</td>
<td>101</td>
<td>95</td>
<td>97</td>
</tr>
</tbody>
</table>

Education
- Low          | 0.11          | 0.13           | 0.20         | 0.15          | 0.12           |
- Intermediate | 0.48          | 0.49           | 0.53         | 0.55          | 0.56           |
- High         | 0.41          | 0.38           | 0.27         | 0.30          | 0.32           |

Firm size
- < 50         | 0.31          | 0.35           | 0.41         | 0.41          | 0.39           |
- 50-200       | 0.25          | 0.23           | 0.22         | 0.24          | 0.22           |
- ≥ 200        | 0.43          | 0.42           | 0.37         | 0.35          | 0.39           |

N              | 1021          | 582            | 1145         | 249           | 77             |

3. Data

The data were collected in January and February 2001. Interviews were held by telephone using computer-aided techniques. The data are a representative sample of the Dutch population aged 16-64. The employed persons were asked questions concerning their employment characteristics, and wages. They also responded to an extensive set of questions about the training activities they undertook in the 12 months prior to the interview.

Table 2 presents sample means for the two participant groups and three comparison groups. These means relate to gender, age, education, firm size, number of children, being non-Dutch, being single, temporary job status and firm tenure. The first four variables
Table 3. Tests of equality between participant (P) and comparison (C) groups, p-values

<table>
<thead>
<tr>
<th></th>
<th>PI vs. CI</th>
<th>PI vs. CI</th>
<th>PI vs. CIII</th>
<th>PII vs. CI</th>
<th>PII vs. CII</th>
<th>PII vs. CIII</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Female</td>
<td>0.004</td>
<td>0.212</td>
<td>0.072</td>
<td>0.036</td>
<td>0.344</td>
<td>0.106</td>
</tr>
<tr>
<td>Age</td>
<td>0.000</td>
<td>0.908</td>
<td>0.630</td>
<td>0.000</td>
<td>0.520</td>
<td>0.999</td>
</tr>
<tr>
<td>Children</td>
<td>0.099</td>
<td>0.009</td>
<td>0.175</td>
<td>0.318</td>
<td>0.035</td>
<td>0.264</td>
</tr>
<tr>
<td>Non-Dutch</td>
<td>0.713</td>
<td>0.698</td>
<td>0.240</td>
<td>0.714</td>
<td>0.746</td>
<td>0.239</td>
</tr>
<tr>
<td>Single</td>
<td>0.345</td>
<td>0.588</td>
<td>0.585</td>
<td>0.418</td>
<td>0.609</td>
<td>0.598</td>
</tr>
<tr>
<td>Temporary job</td>
<td>0.345</td>
<td>0.465</td>
<td>0.361</td>
<td>0.809</td>
<td>0.978</td>
<td>0.676</td>
</tr>
<tr>
<td>Firm tenure</td>
<td>0.324</td>
<td>0.363</td>
<td>0.977</td>
<td>0.193</td>
<td>0.246</td>
<td>0.870</td>
</tr>
<tr>
<td>Education</td>
<td>0.000</td>
<td>0.002</td>
<td>0.230</td>
<td>0.000</td>
<td>0.054</td>
<td>0.567</td>
</tr>
<tr>
<td>Firm size</td>
<td>0.000</td>
<td>0.003</td>
<td>0.253</td>
<td>0.006</td>
<td>0.035</td>
<td>0.481</td>
</tr>
</tbody>
</table>

Note: The p-values are based on t-tests for the continuous variables age, number of children, firm tenure and log wage and on rank-sum tests for the categorical variables female, education, firm-size, non-Dutch, single and temporary job.

are often included in wage equation as controls. The empirical analysis in the next section presents results from wage equations with and without controls for these variables.

The means reported in Table 2 already hint at the fact that Comparison group III is more comparable to Participants groups I and II than Comparison groups I and II are. By and large the means of Comparison group III are closer to those of Participants groups I and II than the means Comparison groups I and II. This is most notably the case for the variables age, education and firm size. With the exception of female and children, the means of the other variables in Table 2 are not very different across all five groups. Formal test statistics about this are reported in Table 3.

Table 3 reports test statistics for significant differences between the participant groups and comparison groups. The first of these columns shows that Participant group I and Comparison group I are significantly different with respect to each of the variables gender, age, number of children, education and firm size. Replacing Comparison group I by Comparison group II removes the significant differences with regard to gender and age, but the differences for number of children, education and firm size remain significant. When we compare Participant group I with Comparison group III, there appear to be no
significant differences with respect to age, education, firm size and number of children. Only for gender do we observe a significant difference at the 10 percent level. This finding is in line with the aforementioned potential problem; a random event refraining someone from attending a training course is more likely to occur for women than for men. As examples of such random event the questionnaire refers to family circumstances and illness. While both events are arguably random, it is not surprising that they affect women slightly more than men: women are more often ill than men, and (at least in the Netherlands) there is still a tendency for women to bear a larger share of family responsibilities than men do.

The last three columns repeat the same exercise but now with Participant group I (all trained workers) replaced by Participant group II (workers who attended exactly one training/course). The results are very similar to those in the previous three columns. The most important difference is that now Participant group II and Comparison group III are no longer different with respect to their gender composition. This indicates that men and women have the same probability that a random event allocates them to Comparison group III rather than to Participant group II.

The questionnaire asks the respondents who followed a training course about the characteristics of this course. For a number of these training characteristics these questions were also asked to the respondents who wanted to follow training but did not do so. For instance, respondents who attended a course were asked who provided the course, while respondents who wanted to follow training but did not do so were asked who would have provided training. Such questions were asked with respect to the type of training, the provider of training, who paid the direct costs of training and whether training (would have) resulted in a certificate. Table 4 presents the descriptive statistics of these characteristics for Participant group I, Comparison group II and Comparison group III. For respondents in Participant group I who followed more than one course, the answers relate to the first course they mention.
There are significant differences between the characteristics of the first training attended by respondents in Participant group I and the characteristics of the training which respondents in Comparison group II wanted to follow. These differences are in terms of the training provider, the party that pays the direct costs, and whether the course leads to a certificate. Such differences are not present when Participant group I and Comparison group III are compared.

The results in this section suggest that, with respect to respondents’ observable characteristics, Comparison group III is more comparable to the two participant groups than
Comparison groups I and II. Moreover, the courses actually followed by Participant group I and the courses which respondents in Comparison group III wanted to follow are not significantly different with regard to observable characteristics. This is no longer true when Participant group I is compared with Comparison group II. This does not prove that Comparison group III is identical to a real randomly generated comparison group, but it is an indication that Comparison group III is more appropriate than Comparison groups I and II.

4. Estimation results

Table 5 shows the coefficients of training in log wages equations for different combinations of participant and comparison groups and for different sets of control variables. As sets of control variables we distinguish between: none, a female dummy only since the results in Table 2 point to some difference between Participant group I and our preferred Comparison group III with respect to this variable, and a full set of control variables with a female dummy, age and age squared, education dummies and firm size dummies.

Without controls we find a log wage difference of 0.172 between Participant group I and Comparison group I. Adding a control for female or a full set of controls reduces this difference to 0.159 and 0.107 respectively. Repeating this for Participant group II instead of Participant group I produces somewhat lower point estimates. But in all cases the wage differential between trained and untrained workers remains very substantial and is highly significant.

When we replace Comparison group I by Comparison group II the point estimates become somewhat smaller, but for both participant groups and all three specifications of the wage equation, the training premium is very substantial. As the number of observations in the comparison group reduces greatly (from 1145 to 249), the estimate is less precise but in all cases the coefficient differs significantly from zero.

This picture changes dramatically when Comparison group III serves as the comparison group; see column (8). In all cases the point estimate is reduced by about a factor five or
Table 5. Effect of training on wages for different combinations of participant and comparison groups and control variables

<table>
<thead>
<tr>
<th>Control variables</th>
<th>Comparison group I</th>
<th></th>
<th></th>
<th>Comparison group II</th>
<th></th>
<th></th>
<th>Comparison group III</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coef.</td>
<td>s.e.</td>
<td>p-value</td>
<td>coef.</td>
<td>s.e.</td>
<td>p-value</td>
<td>coef.</td>
<td>s.e.</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
</tr>
<tr>
<td>Participant I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0.172</td>
<td>(0.030)</td>
<td>[0.000]</td>
<td>0.134</td>
<td>(0.042)</td>
<td>[0.001]</td>
<td>0.053</td>
<td>(0.049)</td>
</tr>
<tr>
<td>Female</td>
<td>0.159</td>
<td>(0.030)</td>
<td>[0.000]</td>
<td>0.124</td>
<td>(0.042)</td>
<td>[0.003]</td>
<td>0.026</td>
<td>(0.050)</td>
</tr>
<tr>
<td>All</td>
<td>0.107</td>
<td>(0.025)</td>
<td>[0.000]</td>
<td>0.089</td>
<td>(0.034)</td>
<td>[0.010]</td>
<td>0.014</td>
<td>(0.056)</td>
</tr>
<tr>
<td>N</td>
<td>2166</td>
<td></td>
<td></td>
<td>1270</td>
<td></td>
<td></td>
<td>1098</td>
<td></td>
</tr>
<tr>
<td>Participant II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0.125</td>
<td>(0.035)</td>
<td>[0.000]</td>
<td>0.087</td>
<td>(0.046)</td>
<td>[0.058]</td>
<td>0.006</td>
<td>(0.052)</td>
</tr>
<tr>
<td>Female</td>
<td>0.114</td>
<td>(0.035)</td>
<td>[0.001]</td>
<td>0.079</td>
<td>(0.046)</td>
<td>[0.084]</td>
<td>-0.019</td>
<td>(0.053)</td>
</tr>
<tr>
<td>All</td>
<td>0.098</td>
<td>(0.029)</td>
<td>[0.001]</td>
<td>0.074</td>
<td>(0.037)</td>
<td>[0.043]</td>
<td>-0.005</td>
<td>(0.056)</td>
</tr>
<tr>
<td>N</td>
<td>1727</td>
<td></td>
<td></td>
<td>831</td>
<td></td>
<td></td>
<td>659</td>
<td></td>
</tr>
</tbody>
</table>

Note: controls are dummy for female, age, age squared, dummies for level of education and firm size. Standard errors in round brackets; p-values in square brackets. Estimations use sample weights.
more, and in none of the cases do we find a training premium significantly different from zero.\footnote{An immediate concern is that this result is driven by the small number of only 77 observations in Comparison group III. Simulations show that when using 77 observations of Comparison group I in over 90 percent of the cases the estimated effect is larger than the point estimates reported in column (8) of Table 5. In less than 11 percent of the cases the simulations return a $p$-value exceeding the $p$-value reported for Comparison group III.}

The point estimate of the wage return to training obtained when using Comparison group III may seem excessively low. Given what we (claim to) measure, however, we do not think this to be the case. When interpreted as a causal effect, the training coefficients in the bottom panel of Table 5 measure by how much the wage rate increases as a result of participating in exactly one training course during the past 12 months. The results in the first and second columns suggest that participating in one course raises wages by 7 percent or more. This return is about equal to the (presumably causal) wage return of an extra year of initial schooling. But initial schooling refers to full-time acquisition of human capital while the median duration of a training spell in our dataset equals only 50 hours. If this were true, this would point to an excessive overinvestment in initial schooling relative to training. Moreover, the low return to training reported in the final column of Table 5 is consistent with the findings we reported earlier using an entirely different - instrumental variable - approach (Leuven and Oosterbeek 2001, cf. the introduction).

5. Conclusion

This paper proposes an alternative approach to estimate the wage returns to work-related training. The idea is to restrict the group of untreated individuals to those who were willing to receive training but who did not do so due to some random event. Restricting the comparison group to those who were willing to participate eliminates biases due to self-selection of workers. Restricting the group of non-participating ”applicants” to those who did not participate due to some random event subsequently eliminates biases due to the selection process of firms.
The appropriateness of this newly created comparison group is revealed by the similarity of this comparison group and the participant group in terms of a large number of observed characteristics. Moreover, the courses that members of the comparison group wanted to follow and the characteristics of the courses actually followed by members of the participant group are not different in terms observed training characteristics.

Applying this approach leads to a reduction of the wage return to training from 7 to 17 percent (depending on covariates included and the exact participant group) to zero percent. While these first returns are unbelievably high given the amount of time involved in the investment, the zero return is in line with other findings for the Netherlands.

Without data from a real field experiment with a randomly assigned comparison group, it is not possible to prove the usefulness of our approach. Just as with instrumental variable estimates, it ultimately depends on the plausibility of the identifying assumptions whether an estimate is convincing or not. The key assumptions here are: (1) that a random event blocks training participation, and (2) the usual exclusion restriction that the non-systematic component of wages are independent of the random event. As argued above, loosening assumption 1 and violation of assumption 2 both lead to overestimation of the wage effects of training. This implies that if these identifying assumptions are not fulfilled, our estimate of approximately zero is an upper bound of the true wage return to work-related training.
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