Molecular hydrogen in the damped Lyman α system towards GRB 120815A at $z = 2.36$


DOI
10.1051/0004-6361/201321772

Publication date
2013

Document Version
Final published version

Published in
Astronomy & Astrophysics

Citation for published version (APA):
Molecular hydrogen in the damped Lyman α system towards
GRB 120815A at z = 2.36*,**,***

T. Krühler1, C. Ledoux2, J. P. U. Fynbo1, P. M. Vreeswijk3, S. Schmid1,4, D. Malesani1, L. Christensen1, A. De Cia3, J. Hjorth1, P. Jakobsson5, D. A. Kann6, L. Kaper6, S. D. Vergani7,8, P. M. J. Afonso9, S. Covino8, A. de Ugarte Postigo10, V. D’Elia11,12, R. Filgas13, P. Goldoni14, J. Greiner15, O. E. Hartoog6, B. Milvang-Jensen1, M. Nardini16, S. Piranomonte11, A. Rossi4, R. Sánchez-Ramírez10, P. Schady15, S. Schulze17,18, V. Sudilovsky15, N. R. Tanvir19, G. Tagliaferri8, D. J. Watson1, K. Wiersema19, R. A. M. J. Wijers9, and D. Xu1

1 Dark Cosmology Centre, Niels Bohr Institute, University of Copenhagen, Juliane Maries Vej 30, 2100 København Ø, Denmark
e-mail: tom@dark-cosmology.dk
2 European Southern Observatory, Alonso de Córdova 3107, Vitacura, Casilla 19001, Santiago 19, Chile
3 Department of Particle Physics and Astrophysics, Faculty of Physics, Weizmann Institute of Science, 76100 Rehovot, Israel
4 Thüringer Landessternwarte Tautenburg, Sternwarte 5, 07778 Tautenburg, Germany
5 Centre for Astrophysics and Cosmology, Science Institute, University of Iceland, Dunhagi 5, 107 Reykjavík, Iceland
6 Astronomical Institute Anton Pannekoek, University of Amsterdam, Science Park 904, 1098 XH Amsterdam, The Netherlands
7 GEPI-Observatoire de Paris, CNRS UMR 8111, Univ. Paris-Diderot, 5 Place Jules Janssen, 92190 Meudon, France
8 INAF-Osservatorio Astronomico di Brera, via E. Bianchi 46, 23807 Merate, Italy
9 Institute of Experimental and Applied Physics, Czech Technical University in Prague, Horská 3a, 128 00 Prague 2, Czech Republic
10 Institut d’Astrophysique de Paris (IAPP), UMR 7095, Université Pierre et Marie Curie, 98 bis boulevard Arago, 75014 Paris, France
11 INAF-Osservatorio Astronomico di Roma, via Fosso del Cavaliere 100, 00133 Roma, Italy
12 ASI-Science Data Centre, via Galileo Galilei, 00133 Roma, Italy
13 Institute of Experimental and Applied Physics, Czech Technical University in Prague, Horska 3a/22, 128 00 Prague 2, Czech Republic
14 APC, UMR 7164 du CEA, Université Paris Diderot, CNRS, 110 rue Pierre et Marie Curie, 75205 Paris, France
15 Sorbonne Universités, UPMC Université Paris 06, UMR 7164, APC, 11 Quai St Bernard, 75005 Paris, France
16 Max-Planck-Institut für extraterrestrische Physik, Giessenbachstraße, 85748 Garching, Germany
17 INAF-Osservatorio Astronomico di Brera, via E. Bianchi 46, 23807 Merate, Italy
18 INAF-Osservatorio Astronomico di Roma, via Fosso del Cavaliere 100, 00133 Roma, Italy
19 European Southern Observatory, Alonso de Córdova 3107, Vitacura, Casilla 19001, Santiago 19, Chile

Received 25 April 2013 / Accepted 18 June 2013

ABSTRACT

We present the discovery of molecular hydrogen (H2), including the presence of vibrationally-excited H2, in the optical spectrum of the afterglow of GRB 120815A at z = 2.36 obtained with X-shooter at the VLT. Simultaneous photometric broad-band data from GROND and X-ray observations by Swift/XRT place further constraints on the amount and nature of dust along the sightline. The galactic environment of GRB 120815A is characterized by a strong DLA with log(N(HI)/cm−2) = 21.95 ± 0.10, prominent H2 absorption in the Lyman-Werner bands (log(N(H2)/cm−2) = 20.54 ± 0.13) and thus a molecular gas fraction log(f(H2)) = −1.14 ± 0.15. The distance d between the absorbing neutral gas and GRB 120815A is constrained via photo-excitation modeling of fine-structure and meta-stable transitions of Feii and Ni to d = 0.5 ± 0.1 kpc. The DLA metallicity ([Zn/H] = −1.15 ± 0.12), visual extinction (A_V ≤ 0.15 mag) and dust depletion ([Zn/Fe] = 1.01 ± 0.10) are intermediate between the values of well-studied, H2-deficient GRB-DLAs observed at high spectral resolution, and the approximately solar metallicity, highly-obscured and H2-rich GRB 080607a sightline. With respect to N(HI), metallicity, as well as dust-extinction and depletion, GRB 120815A is fairly representative of the average properties of GRB-DLAs. This demonstrates that molecular hydrogen is present in at least a fraction of the more typical GRB-DLAs, and H2 and H2 are probably more wide-spread among GRB-selected systems than the few examples of previous detections would suggest. Because H2 transitions are located redwards of the Lyman α absorption, H2 opens a second route for positive searches for molecular absorption also in GRB afterglows at lower redshifts and observed at lower spectral resolution. Further detections of molecular gas in GRB-DLAs would allow statistical studies, and, coupled with host follow-up and sub-mm spectroscopy, provide unprecedented insights into the process and conditions of star-formation at high redshift.
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1. Introduction

The formation of stars is tightly correlated with the presence of molecular hydrogen H$_2$ (e.g., Shu et al. 1987; Blitz 1993; McKee & Ostriker 2007; Bigiel et al. 2008). In the local Universe, for example, star-formation proceeds quite exclusively in cold molecular clouds, and molecular gas is ubiquitous in the interior of the Galaxy (e.g., Savage et al. 1977; Dame et al. 2001) or the Magellanic Clouds (e.g., Tumlinson et al. 2002). Similarly, at higher redshift, the increased star-formation rates of non-merging, $z \sim 1$–2 galaxies are likely related to an elevated gas-mass fraction (e.g., Tacconi et al. 2010; Daddi et al. 2010). Direct detections of H$_2$ beyond $z \sim 0$ are, however, challenging from the ground, and its presence and state at high redshift are most commonly inferred indirectly via tracers such as CO or HCN. The fact that these molecules have dipole moments makes them much more amenable to detection via mm/sub-mm spectroscopy, but inferences about H$_2$ then rely on poorly-known conversion factors.

Because the absorption signatures of H$_2$, the Lyman-Werner bands, are located bluewards of the Lyman $\alpha$ transition, H$_2$ is most directly probed at $z \gtrsim 2$ through high-resolution spectroscopy$^1$ of damped Lyman $\alpha$ (DLA) systems. In front of quasi-stellar objects (QSOs) or $\gamma$-ray bursts (GRBs) (e.g., Ledoux et al. 2003). But even when probed in very high detail with QSO-DLAs, detections of molecular gas are sparse: H$_2$, for example, was detected only along 13 out of 77 QSO sightlines in the sample of Noterdaeme et al. (2008), while observations of other molecules like HD (e.g., Varshalovich et al. 2001; Malec et al. 2010; Noterdaeme et al. 2011) or CO (e.g., Srianand et al. 2008; Noterdaeme et al. 2009, 2011) remain limited to very few systems at high redshift.

A noteworthy difference between the DLAs of long$^2$ GRBs and QSOs lies within their different physical nature and selection methods. QSO-DLAs are intervening systems discovered in optical spectra of e.g., color–selected QSOs because of their large H I cross section (e.g., Prochaska et al. 2005; Noterdaeme et al. 2012b). In contrast, GRB-DLAs are located inside the star-forming host galaxy and are initially localized via the GRB's $\gamma$-ray and/or X-ray emission (e.g., Fynbo et al. 2008, and references therein). The GRB's high energy emission is virtually unaffected by dust obscuration. Afterglows can further be, albeit for a short time, much more luminous in the optical wavelength range (e.g., Bloom et al. 2009) than QSOs before they fade rapidly on timescales of hours or days. A proxy for the environment which GRB-DLAs probe is the distribution of visual extinctions derived from afterglow data for an unbiased sample of Swift GRBs: 1/2 of all GRBs are located behind a dust column with $A_V \lesssim 0.2$ mag, $\approx 30\%$ show $0.2$ mag $< A_V \lesssim 1$ mag, and $20\%$ of all Swift GRB have an $A_V > 1$ mag (Greiner et al. 2011; Covino et al. 2013). GRBs offer thus the potential to probe environments from diffuse to translucent gas clouds.

Molecular gas remained elusive for a long time in GRB-DLAs (e.g., Tumlinson et al. 2007; Ledoux et al. 2009), and has now been unequivocally detected only in the low-resolution spectra of the afterglows of one GRB (GRB 080607, Prochaska et al. 2009) and possibly a second (GRB 060206, Fynbo et al. 2006; Thié et al. 2008) GRB-DLA. Given the very high column densities of gas regularly detected in GRB afterglow spectra (e.g., Jensen et al. 2001; Hjorth et al. 2003a; Vreeswijk et al. 2004; Jakobsson et al. 2006) and their direct link to star-formation (e.g., Galama et al. 1998; Hjorth et al. 2003b), this low detection rate of H$_2$ was initially quite surprising. Because the material probed by GRB-DLAs is in many cases located at distances of several hundred parsecs or more from the $\gamma$-ray burst (e.g., Vreeswijk et al. 2007, 2011; D’Elia et al. 2009; Sheffer et al. 2009), the afterglow’s UV flux itself will not photo-dissociate the H$_2$ of the GRB-DLA (e.g., Tumlinson et al. 2007; Ledoux et al. 2009). A genuine deficit of molecular hydrogen in GRB-DLAs as compared to QSO-DLAs for example, would instead indicate that H$_2$ is absent already prior to the burst. This could be caused by substantial background UV-radiation fields in their host galaxies, which are capable of dissociating hydrogen molecules efficiently (e.g., Whalen et al. 2008).

The incidence of H$_2$ along QSO sightlines (e.g., Leveshakov & Varshalovich 1985; Srianand & Petitjean 1998; Petitjean et al. 2000) is positively correlated with metallicity and dust depletion (Ledoux et al. 2003; Petitjean et al. 2006; Noterdaeme et al. 2008). Dust absorbs photons in the rest-frame ultra-violet (UV) very efficiently. In UV-steep reddening laws similar to the one observed towards the Small Magellanic Cloud (SMC) and often along GRB sightlines, for example, the ratio between the extinction in the Lyman-Werner bands and visual extinction $A_\alpha / A_V$ exceeds a factor of 6. Even small values of $A_V$ thus provide considerable suppression of the observed flux in the rest-frame UV. The small sample ($\sim 10$–15 events) of GRB afterglows observed with echelle spectrographs with a very high resolving power ($R \gtrsim 40\,000$) is thus restricted to the most luminous and least obscured end of the afterglow brightness distribution. Consequently, the best studied GRB-selected absorbers are typically those with comparatively low dust and metal content (Prochaska et al. 2007a; D’Elia et al. 2009, 2010; De Cia et al. 2012). Given their low metal abundance and dust depletion, the previous non-detections of H$_2$ in GRB-DLAs observed at high spectral resolution are thus consistent with QSO-DLA number statistics (Ledoux et al. 2009).

The full sample of GRB afterglows, including those observed with lower spectral resolution (e.g., Fynbo et al. 2009), however, is diverse and includes direct evidence for metal-rich gas (e.g., Watson et al. 2006; Prochaska et al. 2007b; Elsässer et al. 2009; Savaglio et al. 2012). In addition significant dust-depletion factors (e.g., Savaglio & Fall 2004; Thié et al. 2013; Hartoog et al. 2013), large amounts of reddening (e.g., Greiner et al. 2011; Zafar et al. 2012) and strong metal lines (e.g., Savaglio et al. 2003; Christensen et al. 2011; de Ugarte Postigo et al. 2012) are regularly detected towards GRBs.

Most GRB-DLAs indeed show log ($N$(Fe)$^{\text{dust}}$ (cm$^{-2}$)) $> 14.7$ (De Cia et al. 2013), which is the critical value above which molecular hydrogen has been observed towards QSO (Noterdaeme et al. 2008). GRB-DLAs are thus promising sightlines to detect and analyze molecules and their associated gas at high redshift. The detection of H$_2$, however, has proven to be difficult for GRB-DLAs: observationally, it is much easier to disentangle H$_2$ transitions from the Ly$\alpha$ forest with high spectral resolution and signal-to-noise ratio (S/N) in the rest-frame UV, favoring bright targets. Physically, however, a significant column density of H$_2$ is present in environments that are likely metal-rich and dust-depleted (and are thus probed by more obscured, UV-faint afterglows).
In fact, it required the exceptional event of GRB 080607 to clearly detect both H₂ and CO along a GRB sightline. GRB 080607 had one of the intrinsically most luminous afterglows ever discovered (Perley et al. 2011), and was observed spectroscopically only minutes after the initial trigger when the transient was still bright (Prochaska et al. 2008b). The GRB 080607 afterglow spectrum is characterized by large amounts of neutral gas ($\log(N(H I)/cm^{-2}) \sim 22.7$) around solar metallicity, a very high dust content of $A_V \sim 3.3$ mag and evidence for a 2175 Å feature (Prochaska et al. 2009; Perley et al. 2011). It further exhibits molecular absorption of H₂ and CO (Prochaska et al. 2009) including vibrationally-excited H₂ (Shetter et al. 2009) at $z = 3.04$, the first report of H₂ absorption at high redshift. Excited H₂ absorption lines are rarely detected towards bright stars in the Galaxy (Federman et al. 1995; Meyer et al. 2001), but more commonly in emission in IR spectra of the central galaxies of galaxy (proto-)clusters (e.g., Donahue et al. 2000; Johnstone et al. 2007; Ogle et al. 2012) or active galactic nuclei (e.g., Thompson et al. 1978; Veilleux et al. 1997; Guillard et al. 2012).

In this work, we present the detection of molecular hydrogen in the DLA of GRB 120815A at $z = 2.36$. Its afterglow was observed with X-shooter in the spectral range from the UV-cutoff to 2.5 μm at medium resolving power ($R \sim 5000–10,000$), providing both the S/N and spectral sampling necessary to investigate the physical conditions in the GRB-DLA. Our spectroscopic data are complemented by simultaneous optical/near-infrared (NIR) photometry and X-ray observations, providing strong constraints on the reddening along the sightline.

Throughout the paper we quote errors at the 1σ confidence level, report magnitudes in the AB system, and provide wavelengths and redshifts in a vacuum, heliocentric reference frame. The atomic data used in this work are those of Morton (2003) with few exceptions 3. Solar reference abundances were taken from Table 1 of Asplund et al. (2009) and follow the suggestions of Lodders et al. (2009) whether abundances from the solar photosphere, meteorites or the average between the two values are used.

2. Observations and data reduction

2.1. Swift observations

The Burst Alert Telescope (BAT; Barthelmy et al. 2005) onboard the Swift satellite (Gehrels et al. 2004) triggered on the long and soft GRB 120815A on 2012-08-15 at T₀ = 02:13:58 UTC (Pagani et al. 2012; Markwardt et al. 2012). Swift’s two narrow-field X-ray and UV/optical instruments, the X-ray Telescope (XRT; Burrows et al. 2005) and Ultra-Violet Optical Telescope (UVOT; Roming et al. 2005) started observing the GRB field approximately 2.7 ks after the trigger, and detected the fading afterglow associated with GRB 120815A (Kennea et al. 2012; Holland & Pagani 2012). X-ray data were retrieved from the XRT online repository (Evans et al. 2007, 2009), and analyzed in XSPEC v12.7.0 (Arnaud 1996). Due to the faintness of the afterglow at the time of the observation, imaging data from UVOT have limited S/N, are not constraining and are thus not used in the further analysis.

2.2. GROND optical/NIR photometry

The Gamma-Ray burst Optical/NIR Detector (GROND; Greiner et al. 2007, 2008) initiated automatic follow-up observations of GRB 120815A on 2012-08-15 02:14:24 UTC, with the first data taken ~150 s after T₀ (Sudilovsky et al. 2012). Simultaneous imaging in four optical (g′r′i′z′) and three NIR (JHKs) filters was performed continuously until 05:47 UTC. Our analysis of the GROND data focuses on the broad-band spectral energy distribution (SED) and absolute flux scale contemporaneously with the X-ray (Sect. 2.1) and optical/NIR spectroscopy (Sect. 2.3), as well as the afterglow’s UV-photon yield for the modeling of the excited absorption lines (Sect. 4.1). A detailed discussion and theoretical interpretation of the afterglow multi-color light curve is beyond the scope of this work.

GROND data were reduced and analysed within pyraf/IRAF (Tody 1993) in a standard manner (Krühler et al. 2008). The transient is detected with high S/N in each filter. Using USNO field stars as astrometric reference, we derive a position for GRB 120815A of RA (J2000) = 18:15:49.83, Dec (J2000) = −52:07:52.5 with an absolute accuracy of 0′′3 in each coordinate. The photometric solution was tied to the magnitudes of stars from the SDSS catalog (Aihara et al. 2011) in g′r′i′z′ observed directly before and after the GRB field, and 2MASS field stars (Skrutskie et al. 2006) in JHKs. Based on the scatter of individual calibration stars we estimate our absolute photometric accuracy to be 4% in g′r′i′z′, 5% in J and H and 8% in Ks, dominating the total photometric error. The GROND data are reported in Tables A.1 and A.2, and several color plots and light curves that were used as input to the photo-excitation modeling are shown in Fig. A.1.

2.3. X-shooter optical/NIR spectroscopy

Spectroscopic observations of the GRB 120815A afterglow in the wavelength range between 3000 and 24 800 Å commenced on 2012-08-15 at 03:55 UTC (6.06 ks after the BAT trigger) with the cross-dispersed echelle spectrograph X-shooter (Vernet et al. 2011) mounted at ESO’s Very Large Telescope (VLT) UT2. They consisted of four nodded exposures in the sequence ABBA with exposure times of 600 s each, taken simultaneously in X-shooter’s ultraviolet/blue (UVB), visible (VIS) and near-infrared (NIR) arms. The average airmass was 1.37 and the mid-time of the stacked exposure is 04:17:50 UTC (7.43 ks after the BAT trigger or 37 min in the rest-frame at $z = 2.36$). Sky conditions were clear and dark with a median seeing of 0′′6 during the observations. X-shooter spectroscopy was performed with slit-widths of 1′′0, 0′′9 and 0′′9 in the UVB, VIS and NIR arm, respectively. The resolving power $R = \lambda/\Delta \lambda$ was derived from unsaturated, single telluric lines in the red arms, and scaled to the UVB arm using a standard dependence of seeing with wavelength (see Fynbo et al. 2011, for details) and tabulated values 4 of R for different X-shooter slit widths. This results in values of $R \sim 6000, 10,400, 6200$ for the UVB/VIS and NIR arm, respectively. Because of the good seeing, this is somewhat better than the nominal values for the given slit widths derived from arc lamp frames ($R = 5380, 8800, 5300$).

X-shooter data were reduced with the ESO/X-shooter pipeline v1.5.0 (Goldoni et al. 2006), rectifying the data on an output grid with a dispersion of 0.15 Å per pixel in the UVB, 0.13 Å/pixel in the VIS and 0.5 Å/pixel in the NIR arm,
respectively. The wavelength-to-pixel conversion was chosen as a compromise between slightly oversampling X-shooter’s spectral resolution, while at the same time limiting the correlation of adjacent pixels in the rectification step. The wavelength solution was obtained against arc-lamp frames in each arm, leaving residuals with a root mean square of 0.03/0.04/0.3 Å, respectively, corresponding to 3/2/5 km s^{-1} at 4000/7500/16 500 Å. Given the projected proximity of the GRB to the USNO star 0378-0977505 and to maximize S/N, each of the four frames in the individual arms was reduced separately, with the sky estimated in regions free of source counts. The sky region is limited because of the short slit length of X-shooter (11′′) and artifacts at the order edges, affecting the accuracy and quality of the sky-subtraction in the NIR arm.

The spectra were extracted from the combined frame in a variance-weighted method, taking into account the wavelength-dependence of the centroid and width of the trace. To estimate the error in the combined spectrum, we used the noise model of the X-shooter pipeline for each of the four individual frames propagated through the stacking and extraction process. The median S/N per resolution element \(\Delta \lambda \sim 15\) (4200–5700 Å), \(\sim 16\) (5700–10 000 Å), and \(-9/14/16/15\) in \(J/H/K\).

Flux-calibration was performed against the spectro-photometric standard LTT7987 observed starting on 2012-08-15 at 05:00 UTC. The atmospheric dispersion correctors of X-shooter in the UVB and VIS arm were switched off after a technical problem. Because of the substantial airmass during our observations we expect some chromatic slit-loss in the data that we aim to correct via our afterglow model (see Sect. 3.1). The flux-calibrated X-shooter spectrum was fitted with a low-order polynomial (iteratively excluding the absorption lines), which yields the continuum level of the data. The ratio between continuum fit and afterglow model then provides wavelength-dependent matching factors over the whole spectral range of X-shooter, and thus an accurately flux-calibrated spectrum.

3. Results

3.1. Broad-band spectral energy distribution

We fitted the broad-band afterglow data from XRT and GROND under the assumption that the underlying afterglow flux is well represented by synchrotron emission and the afterglow is in the slow-cooling regime (see, e.g., Granot & Sari 2002) with the optical/X-ray energy range being above the afterglow’s characteristic synchrotron frequency. Single and broken power-law models were used, where the soft X-ray column density is attributed to two absorbers with solar\(^5\) metallicity: one Galactic held fixed at \(N(H) = 8.6 \times 10^{20}\) cm\(^{-2}\) (Kalberla et al. 2005), one intrinsic to the GRB host. The reddening in the optical/NIR wavelength range is modeled by extinction laws from the Magellanic Clouds and the Milky Way in the parametrization of Pei (1992).

All synchrotron models yield acceptable fits to the data, and there is mild degeneracy between the parameters, in particular in the case of a broken power-law continuum with a smooth turnover from low to high-energy spectral index. The statistically preferred fit (combined statistics\(^6\) of 302 for 367 d.o.f.) is obtained, however, with a single power-law extending from the NIR to the X-ray band. In the case of a broken power-law continuum the improvement in the fit is small (combined statistics of 299 for 366 d.o.f.), and the best-fit break energy is located at around 3 keV. With respect to the derived value of \(A_V\), the single and broken power-law fits are thus equivalent.

The SED fit with a single power-law is also consistent with the similar temporal evolution of the optical/NIR and X-ray afterglow light curves (see Fig. A.1). This provides strong support to the conclusion that both optical/NIR and X-ray data probe a common spectral range of the afterglow’s synchrotron radiation.

The resulting NIR-to-X-ray SED with the single power-law model is shown in Fig. 1. Given the modest amount of reddening and inferred visual extinction \(A_V\), different extinction laws give comparable results. The best-fit is obtained in an SMC parametrization (\(\chi^2 = 2.9\) for 5 d.o.f. in the relevant wavelength range), and there is no evidence for the presence of a 2175 Å dust feature (\(\chi^2 = 7.2\) for LMC, and \(\chi^2 = 16.4\) for MW extinction curves). The lack/weakness of a 2175 Å dust feature is corroborated by the X-shooter spectrum. While the spectral normalization and large-scale shape is set by our (model-dependent) flux calibration procedure, the inferred slit-loss is uniformly continuous over the full spectral range and does not obliterate spectral features of the size of the 2175 Å bump (FWHM \(\sim 2000\) Å observed frame). When fitting the spectrum using an extinction law in the analytical form based on Fitzpatrick & Massa (1990, 2007), there is again no evidence for a 2175 Å dust feature. The \(c_1\) parameter of the Fitzpatrick & Massa (1990) extinction curve (representing the strength of the 2175 Å bump) is zero within errors. This result is similar to that derived from a sample of GRB afterglows with modest \((A_V \sim 0.4\) mag) dust obscuration (Schady et al. 2012) and consistent with the absence of diffuse interstellar bands (DIBs) in our spectrum (e.g., Cox et al. 2006; Welty et al. 2006). The \(J6284\) DIB is the only transition of the most prominent DIBs at \(z = 2.36\) that is not located in a window of strong telluric absorption. We set a limit on its equivalent width of \(W_r(\lambda 6284) < 0.6\) Å.
Our data do not constrain the total-to-selective reddening $R_V$, and we report values based on the SMC value ($R_V = 2.93$). Best-fit parameters in the single power-law, SMC case are $A_V = 0.15 \pm 0.02$ mag, $N$(H)$_X = (3.5 \pm 0.2) \times 10^{21}$ cm$^{-2}$ at $z = 2.36$ and a spectral index of $\beta = 0.78 \pm 0.01$, which are very typical values for GRB afterglows in general (e.g., Kann et al. 2006; Greiner et al. 2011). Also the ratio between X-ray absorption and SED-derived extinction is fully within the range typically measured for Swift GRBs (e.g., Schady et al. 2007, 2010; Nardini et al. 2010; Watson et al. 2013). LMC and MW models yield comparable values within errors for all parameters.

We caution and stress that these values are strictly upper limits to the host’s visual extinction and X-ray absorbing column, because of the presence of strong foreground absorbers (see Sect. 3.2.1), which contribute to both $A_V$ and $N$(H)$_X$. The expected reddening introduced by the very strong Mg$\alpha$ absorber at $z = 1.539$, for example, could alone be sufficient to explain the observed reddening in the data (e.g., Menard et al. 2008). We will thus conservatively consider the derived values for $A_V$ and $N$(H)$_X$ from the broad-band SED as upper limits on the respective parameters in the GRB system in the following.

### 3.2. Optical/NIR spectrum

The X-shooter spectrum of the afterglow of GRB 120815A (Figs. B.1–B.3) displays a multitude of absorption lines. They are interpreted as Ly$\alpha$, Ly$\beta$, different neutral, low and high-ionization metal lines, several fine-structure transitions, as well as absorption by molecular hydrogen including its vibrationally-excited transitions. The GRB redshift derived from these absorption lines, $z = 2.358$, was previously reported by Malesani et al. (2012). The hydrogen column density is $log(N$(H$)/cm^{-2}) = 21.95 \pm 0.10$ (Fig. 2). Here we used the model of H$_2$ (see Sect. 3.2.7), to estimate its influence on the DLA strength. In addition, emission from the [O\textsc{ii}](λ5007) transition is also detected in the NIR arm of the spectrum (see Sect. 3.2.2, and Fig. 3).

### 3.2.1. Intervening systems

We identify five different intervening systems in the X-shooter spectrum that are characterized by at least one transition with $W_{\lambda obs} > 1$ Å. In detail, there is a very strong Mg$\alpha$ absorber at $z = 1.539$ that also shows lines from various other metal transitions (e.g., Fe$\alpha$, Mg$\alpha$, Al$\alpha$). Its rest-frame equivalent width of $W_{\lambda(2796)} = 6.1 \pm 0.2$ Å makes it the strongest intervening Mg$\alpha$ absorber yet observed towards a GRB (e.g., Ellison et al. 2006; Vergani et al. 2009). In addition, there are weaker systems at $z = 1.693$ ($W_{\lambda(2796)} = 0.50 \pm 0.03$ Å) and $z = 2.013$ ($W_{\lambda(2796)} = 0.48 \pm 0.04$ Å). Absorption from the C$\textsc{iv}$ doublet is present at $z = 2.000$ ($W_{\lambda(1548)} = 0.63 \pm 0.04$ Å) and $z = 2.338$ ($W_{\lambda(1548)} = 0.43 \pm 0.04$ Å). The intervening systems will not be discussed further in this work.

### 3.2.2. Emission lines

We used spectral point spread function subtraction (e.g., Møller 2000; Fynbo et al. 2010) of the afterglow light to search for rest-frame optical emission lines in the X-shooter data. In the afterglow-subtracted spectrum (see Fig. 3), we detect [O\textsc{iii}](λ5007) in emission with a significance of 6σ. None of the emission lines of Ly$\alpha$, H$\beta$, or He$\beta$, [O$\textsc{ii}$], [O$\textsc{iii}$] or He$\textsc{ii}$ (λ4686) are robustly detected. The Gaussian centroid of [O$\textsc{iii}$(λ5007) provides a systemic redshift of $z = 2.3586 \pm 0.0001$ for the galaxy hosting GRB 120815A. The line width is relatively well resolved in velocity space, and from the observed full-width-half-maximum of FWHM = 95 km s$^{-1}$, we derive a velocity dispersion $\sigma_{vel} = 35^{+16}_{-9}$ km s$^{-1}$ after correcting for the instrumental resolution, and taking into account its uncertainty.$^{7}$

Along the spatial axis, the emission from [O\textsc{ii}](λ5007) is unresolved: the FWHM of a Gaussian fit to the [O\textsc{ii}]-line profile is fully consistent with the one of the afterglow continuum emission. Also the respective spatial profiles after dividing the line in a red and blue part are similar within 1.8 standard deviations. Lacking a measurement of the visible extent of the GRB host, \footnote{Allowing values between the assumed resolving power and its lower limit derived from arc-lamps, see Sect. 2.3.}
no dynamical mass can be derived here. A comparison to GRB hosts (e.g., Savaglio et al. 2009; Krühler et al. 2012a) or lensed galaxies at comparable redshift (e.g., Richard et al. 2011; Christensen et al. 2012), however, indicates a dynamical or luminous mass well below $10^{10} M_\odot$ for the host of GRB 120815A. The total flux (after matching the NIR spectrum to the afterglow model, and including its uncertainty) in the line is $F(\mathrm{O\,iii}) = (2.4 \pm 0.5) \times 10^{-17}$ erg cm$^{-2}$ s$^{-1}$. The 3σ-confidence limit on the Hα flux is $F(\mathrm{Hα}) < 4.2 \times 10^{-17}$ erg cm$^{-2}$ s$^{-1}$, corresponding to a limit on the observed, i.e., not extinction corrected, star-formation rate $SFR < 9 M_\odot$ yr$^{-1}$ using the conversion from Kennicutt (1998) with a Chabrier (2003) initial mass function.

3.2.3. Absorption lines, velocity structure and abundances

The absorption lines in the X-shooter afterglow spectrum are relatively narrow, spanning $\Delta V = 83^{+20}_{-13}$ km s$^{-1}$ based on Si$\textsc{ii}$($\lambda$ 1808) and following the definition in Lédoux et al. (2006). The absorption is concentrated into two components separated by $\sim 27$ km s$^{-1}$ and, within our resolution and S/N, no further absorption component is required to adequately fit the individual absorption lines (Fig. 4). The redshifts of the blue and red component are $z = 2.3579 \pm 0.0001$ and $2.3582 \pm 0.0001$ respectively, which is 63 km s$^{-1}$ and 36 km s$^{-1}$ blueshifted with respect to the systemic redshift defined by the [O\textsc{iii}]($\lambda$5007) emission line (Sect. 3.2.2).

To derive column densities, we fitted Voigt profiles convolved with the instrumental resolution to absorption lines within VPfit v. 10.6. Here, we linked the broadening parameter $b$ between the individual fits of weak absorption lines, and allowed for a small offset ($\lesssim 5$–10 km s$^{-1}$) in the wavelength calibration between line fits of individual transitions of the same ion. We further assumed that only turbulent broadening contributes to $b$. Finally, we imposed the same velocity structure of two central components for all lines, independent of their excitation level or ionization state. While this is supposed a simplification of the ISM velocity structure, our data do not yield more detailed constraints (Fig. 4).

The broadening parameters are constrained to $b_1 = 9.7 \pm 1.0$ km s$^{-1}$ for the primary, red component, and $b_2 = 11.9 \pm 3.5$ km s$^{-1}$ for the weaker, blue component, where the quoted uncertainties on $b$ are the formal errors provided by VPfit. At the given S/N and instrumental resolution of FWHM = 28 km s$^{-1}$ in X-shooter’s VIS arm, features with $b \gtrsim 6$ km s$^{-1}$ (and thus the velocity profiles of the metal absorption) are resolved. The broadening parameters are close to the instrumental resolution in the UVB arm (Fig. 4). The simultaneous fit of all weak lines (excluding the saturated Si$\textsc{ii}$($\lambda$ 1808)) has a $\chi^2 = 1058$ for 954 degrees of freedom. Si$\textsc{ii}$($\lambda$ 1808) is fitted after fixing its line properties to the previously-obtained values from weaker lines.

Given the limited resolution and small separation, the velocity components are blended. The column densities of the single components are correlated and accordingly have substantial errors individually. The total column as the sum of both components, however, is typically well constrained, and we report only total column densities in the following. The column density of metals and its statistical errorbars in Table 1 could suffer from systematic uncertainties because of hidden saturation in the medium resolution X-shooter data (see e.g., Prochaska 2006). In the absence of data with a very high resolving power, these systematic uncertainties are hard to quantify robustly in our case. There is, however, generally good agreement (within 0.1 dex., except for the saturated Si$\textsc{ii}$($\lambda$ 1808) transition) between UVES and other data.

---

Fig. 4. Absorption lines and Voigt-profile fits in the GRB 120815A afterglow spectrum. Dark-grey circles and lines show the normalized spectrum with statistical errors and the line fit, respectively. Light-grey circles show the residuals between data and best fit. The instrumental resolution of X-shooter and its error is indicated by shaded, blue areas in panels 2 (VIS arm) and 7 (UVB arm). The position of individual metal lines of the two absorbing systems is indicated by vertical dotted lines. Absorption by strong telluric lines is marked with a circled plus (panel 3).

---

http://www.ast.cam.ac.uk/~rfc/vpfit.html

---
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and X-shooter data for the strong (log(N(\text{H})/cm$^{-2}$) = 22.10 ± 0.10, log(N(Zn\text{n})/cm$^{-2}$) ∼ 13.6, log(N(Fe\text{n})/cm$^{-2}$) ∼ 15.8) QSO-DLA studied in Noterdaeme et al. (2012a, their Table 2). Kroghager et al. (2013) also find good agreement between QSO-DLA abundances measured in two independent X-shooter spectra of different resolution. Although we cannot rule out that our column densities are affected by hidden saturation, even a factor of four larger error-bars as formally provided by VPfit, or an additional error or understimation of 0.2 dex, – the maximum difference in the study of Noterdaeme et al. (2012a) – on the abundances of Si\text{n} or Zn\text{n}, do not change the conclusions of this work.

Our best constraint on the metallicity of the GRB-DLA comes from the abundance of zinc, an element generally considered as being very little affected by dust depletion. Based on the well-detected Zn\text{n}(\lambda 2026, 2062) transitions, we derive [Zn/H] = −1.15 ± 0.12. Estimates from Si\text{n} and S\text{n} agree well within errors. Velocity profiles of selected lines are shown in Fig. 4 and column densities are given in Table 1.

All metal transitions bluewards of $\lambda_{\text{rest}}$ ~ 1700 Å are blended with H\text{I} lines (Sect. 3.2.7). Consequently, we conservatively consider the values derived for weak lines that are in regions of strong H\text{I} transitions (in particular S\text{n}(\lambda 1250) and to a lesser extent also N\text{v}(\lambda 1238, 1242)) as upper limits only. In addition, absorption lines bluewards of $\lambda_{\text{rest}}$ < 1260 Å are located in the damping wing of Ly\text{a}, adding further to the error of the column density because of the uncertainty in their continuum placement.

### 3.2.4. Depletion of refractory elements

The measured column densities and abundances (Table 1) of the refractory elements such as Fe, Cr, Ni or Mn with respect to Zn, Si or S indicate that they are depleted onto dust grains. For GRB 120815A, we derive a relative abundance of [Zn/Fe] = 1.01 ± 0.10, a column density of iron locked-up in dust of log(N(Fe\text{dust})/cm$^{-2}$) = 16.27 ± 0.08 (following Vladilo et al. 2006), and a dust-to-gas ratio based on zinc $\kappa_{Zn} = 10\text{[Zn/H]}\left(1 - 10^{[Fe/Zn]}\right)$ of log($\kappa_{Fe}$) = −1.19 ± 0.12, approximately 40% of the value of the SMC. The column density of iron in dust grains is a factor of 40 larger than the threshold of log(N(Fe\text{dust})/cm$^{-2}$) > 14.7 above which H\text{2}-molecules are typically found in QSO-DLAs (e.g., Noterdaeme et al. 2008).

Using the SMC as a benchmark, the depletion-derived extinction is $A_V = 0.12 ± 0.03$ mag. The metals-to-dust ratio (log(N(\text{H})/cm$^{-2}$) + [Zn/H])/$A_V = (5 ± 1) \times 10^{21}$ cm$^{-2}$ mag$^{-1}$ is roughly 2.5 times the value of the Local. Different depletion methods (see, e.g., Savaglio et al. 2003) and comparison values from the Local Group allow visual extinctions up to $A_V$ ~ 0.6 mag, and consequently a metals-to-dust ratio based on the depletion analysis that is consistent with the Galactic value (see e.g., Bohlin et al. 1978; Predehl & Schmitt 1995).

### 3.2.5. Molecular hydrogen

The most salient feature of the X-shooter spectrum blueward the Ly\text{a} absorption is the presence of periodic regions of negligible flux (see Fig. 5, top panel). They are interpreted and well described by the Lyman-Werner absorption bands of molecular

---

### Table 1. Column densities and abundances.

<table>
<thead>
<tr>
<th>Ion/molecule</th>
<th>Transition$^{a}$</th>
<th>Column density$^{b}$</th>
<th>Abundance$^{c,d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H\text{I}</td>
<td>Ly\text{a}</td>
<td>21.95 ± 0.10</td>
<td></td>
</tr>
<tr>
<td>H\text{II}</td>
<td>J = 0 to J = 3</td>
<td>20.54 ± 0.13</td>
<td></td>
</tr>
<tr>
<td>H\text{II}</td>
<td>J = 0</td>
<td>19.84 ± 0.33</td>
<td></td>
</tr>
<tr>
<td>H\text{II}</td>
<td>J = 1</td>
<td>20.43 ± 0.12</td>
<td></td>
</tr>
<tr>
<td>H\text{II}</td>
<td>J = 2</td>
<td>16.76 ± 0.50</td>
<td></td>
</tr>
<tr>
<td>H\text{II}</td>
<td>J = 3</td>
<td>&lt;19.01/$^{f}$</td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>AX(0–0) to (5–0)</td>
<td>&lt;15.0</td>
<td></td>
</tr>
<tr>
<td>Zn\text{n}</td>
<td>2026, 2062</td>
<td>13.47 ± 0.06</td>
<td>−1.15 ± 0.12</td>
</tr>
<tr>
<td>S\text{n}</td>
<td>1250</td>
<td>≤16.22 ± 0.25/$^{f}$</td>
<td>≤−0.89 ± 0.26</td>
</tr>
<tr>
<td>Si\text{n}</td>
<td>1808</td>
<td>≥16.34 ± 0.16/$^{f}$</td>
<td>≥−1.16 ± 0.19</td>
</tr>
<tr>
<td>Si\text{n}</td>
<td>1309, 1533</td>
<td>14.31 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>Mn\text{n}</td>
<td>2576, 2594, 2606</td>
<td>13.26 ± 0.05</td>
<td>−2.15 ± 0.12</td>
</tr>
<tr>
<td>Fe\text{n}</td>
<td>2249, 2260</td>
<td>15.29 ± 0.05</td>
<td>−2.15 ± 0.12</td>
</tr>
<tr>
<td>Fe\text{n}</td>
<td>2333, 2612</td>
<td>13.32 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>Fe\text{n}</td>
<td>2349, 2607</td>
<td>13.11 ± 0.08</td>
<td></td>
</tr>
<tr>
<td>Fe\text{n}4F0/2</td>
<td>2348</td>
<td>13.13 ± 0.24</td>
<td></td>
</tr>
<tr>
<td>Ni\text{n}</td>
<td>1370, 1741, 1751</td>
<td>14.19 ± 0.05</td>
<td>−1.95 ± 0.12</td>
</tr>
<tr>
<td>Ni\text{n}4F0/2</td>
<td>2217, 2316</td>
<td>13.23 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>Cr\text{n}</td>
<td>2056, 2062, 2066</td>
<td>13.75 ± 0.06</td>
<td>−1.87 ± 0.12</td>
</tr>
<tr>
<td>Mn\text{I}</td>
<td>2026</td>
<td>13.54 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>Cr\text{I}</td>
<td>1560, 1656</td>
<td>13.41 ± 0.11</td>
<td></td>
</tr>
<tr>
<td>O\text{I}</td>
<td>1306</td>
<td>15.29 ± 0.18</td>
<td></td>
</tr>
<tr>
<td>N\text{v}</td>
<td>1238, 1242</td>
<td>≤14.80 ± 0.21/$^{f}$</td>
<td></td>
</tr>
</tbody>
</table>

Notes. $^{(a)}$ For H\text{I} and CO, this column denotes the different rotational levels of the vibration ground-state in the case of H\text{I}, or the different CO bandheads, respectively. $^{(b)}$ Total column density as the sum of both velocity components (see Sect. 3.2.3, and Fig. 4). $^{(c)}$ Assuming a negligible ionization correction, i.e. N(Fe) = N(Fe\text{n}), N(Zn) = N(Zn\text{n}), etc., and using the total column density of hydrogen as N(\text{H}) = N(\text{H}\text{i}) + 2N(\text{H}\text{II}). $^{(d)}$ Summed over all detected states of the same ion. $^{(e)}$ Quoted uncertainties are the formal errors provided by VPfit in the case of column densities of metals. $^{(f)}$ Considered as upper limit because of blending. $^{(g)}$ Considered as lower limit because of saturation.

---

This requires assumptions on the SMC’s dust depletion ([Fe/Zn]$_{\text{ISMC}}$ = −1.0), and metallicity ([M/H]$_{\text{ISMC}}$ = −0.7), the average reddening per N(\text{H}\text{i}) column, and the total-to-selective reddening, which were all taken from Prochaska et al. (2007b) and references therein.
Fig. 5. X-shooter spectrum between 3300 and 4200 Å illustrating the presence of H$_2$ absorption. The uppermost, blue-framed panel shows an overview, while the lower 5 panels show zoom-ins of 100 Å each below 3800 Å, where most of the Lyman-Werner absorption bands are located. Light-grey lines are the normalized spectrum, while dark-grey lines indicate the error spectrum. The solid red line denote the synthetic H$_2$ model, with individual transitions up to $J = 5$ transitions marked with red labels. The dashed lines show synthetic H$_2$ models corresponding to the 1σ errors on the measured molecular content. In the top panel, we also mark prominent metal absorption lines previously detected in GRB-DLAs (Christensen et al. 2011) and those of the intervening systems. In the lower panels, $J_0, J_1$, and so forth denote transitions from the $J = 0, J = 1$ rotational level of the vibrational ground state of the Lyman-Werner bands of H$_2$. 
hydrogen, rotationally-excited states between the Lyman-limit and a rest-frame wavelength of around 1110 Å.

The fitting and analysis of the molecular hydrogen transitions follows Ledoux et al. (2002, 2003). Given the available data, we can constrain the column densities of the rotational levels \( J = 0 \) up to \( J = 3 \) in the first five Lyman bands, \( L = 0 \rightarrow 4 \). We first performed a Voigt-profile fit of the \( J = 0, 1, 2 \) and 3 lines independently. The resulting column density of the \( J = 3 \) level is considered as an upper limit due to possible blending. In total, these levels yield an integrated \( H_2 \) column density of \( \log(N(H_2)/cm^{-2}) = 20.54 \pm 0.13 \). Details of individual rotational transitions are provided in Table 1. Higher \( J \)-levels, which are expected to be populated by fluorescence, and their relation to the excited \( H_2^* \) (Sect. 3.2.7) remain unconstrained with the available X-shooter data because of the medium resolution, limited S/N, and blending with Ly\( \alpha \) forest lines. Our data provide a robust measurement only of the excitation temperature of the core of the cloud (which is therefore unrelated to fluorescence).

The kinetic temperature for the excitation of the \( n=2 \) state is \( T_{\text{kin}} \), which is higher than observed locally (e.g., Savage et al. 1977; Tumlinson et al. 2002), but in the range of \( T_{\text{kin}} \approx 200 \) K, which is higher than observed locally (e.g., Savage et al. 1977; Tumlinson et al. 2002), but in the range of QSO-derived temperatures (Srianand et al. 2005).

Together with the column density of neutral hydrogen \( \log(N(H_2)/cm^{-2}) = 21.95 \pm 0.10 \), this translates into a molecular fraction of \( f = -1.14 \pm 0.15 \), where \( f = 2N(H_2)/(N(H_1) + 2N(H_2)) \). The best-fit redshift and broadening parameter of the molecular hydrogen lines are \( z(H_2) = 2.3582 \) and \( b(H_2) = 8.7 \pm 0.6 \text{km s}^{-1} \), consistent with the primary component of the metal-line absorption (Sect. 3.2.3). Using the measured parameters and errors on the kinetic temperature, broadening parameter and molecular fraction we then calculated synthetic models that include higher rotational levels and are shown in Fig. 5, lower panels.

### 3.2.6. Lack of carbon monoxide

We do not detect absorption signatures from the CO molecule. While there is an absorption line at \( \sim 4960 \) Å with observed equivalent width \( W_{\text{obs}} = 0.64 \pm 0.10 \) Å, conspicuously close to the CO AX(2-0) bandhead at \( z = 2.36 \), we consider it unrelated to CO, as none of the other expected CO transitions are detected. Also, the CO redshift would be significantly offset from the value of either absorption, emission or \( H_2 \). We thus conclude that this single line is not caused by CO, but related to an intervening absorber. Given the presence of a second absorption line at \( \sim 4966 \) Å with \( W_{\text{obs}}(\lambda 1550) = 0.33 \pm 0.07 \), the most likely interpretation of these features is the \( \lambda 4 \) doublet at \( z = 2.0242 \).

Using the wavelength range of the six strongest CO AX bandheads (CO AX(0-0) to CO AX(5-0)) redshifted to \( z = 2.3582 \) as reference, we set a 3\( \sigma \) upper limit on the total CO column density \( \log(N(\text{CO})/cm^{-2}) \) < 15.0. This value is fairly independent on the CO excitation temperature (assumed to be greater than \( T_{\text{CMB}} = 9 \) K at \( z = 2.36 \)) and CO broadening parameter, because the latter would not be resolved for typical values with our X-shooter data (e.g., Noterdaeme et al. 2010).

The \( N(\text{CO})/N(H_2) \) ratio is smaller than \( 10^{-5.3} \), which is typical for Galactic measurements with \( f < 0.1 \) (Burgh et al. 2010). The \( H_2 \)-bearing system towards GRB 120815A is thus characterized as a diffuse cloud, consistent with the small amount of reddening and extinction (in comparison to Galactic sightlines; Snow & McCull 2006).

\( \text{N}(\text{CO})/\text{N}(H_2) \) is a strong function of the environment, and because of the sub-solar GRB-DLA metallicity, could even be below what is typically observed in the Milky Way. The CO luminosity per unit luminosity or per unit SFR of local dwarf galaxies, for example, is significantly lower than extrapolated from metal-rich spirals (Schruba et al. 2012). This can be interpreted as evidence for a strong metallicity dependence of the CO to \( H_2 \) ratio below half of \( Z_\odot \) (see also, e.g., Leroy et al. 2011).

Measurements from GRB-DLAs similar to the one presented in this work and in Prochaska et al. (2009) will help to probe and study the CO abundance and the \( H_2 \) to \( CO \) ratio in very different environments from diffuse clouds to translucent sight-lines over a broad range of metallicities (or stellar masses) and redshifts directly and complementary to conventional studies (e.g., Genzel et al. 2012).

Our upper limit on \( N(\text{CO})/N(H_2) \) is comparable to or lower than derived from CO detections in high-redshift systems (Srianand et al. 2008; Prochaska et al. 2009; Noterdaeme et al. 2010), which we readily relate to the lower metallicity and dust-extinction of the GRB 120815A DLA as compared to the sightlines in which CO was seen. In QSO-DLAs without CO detection, the constraints on CO/H\( _2 \) extend down to limits of \( N(\text{CO})/N(H_2) < 10^{-8} \) (e.g., Petitjean et al. 2002).

#### 3.2.7. Detection of vibrationally-excited \( H_2 \)

After establishing the presence of molecular hydrogen, we search for vibrationally-excited \( H_2 \) by using the synthetic spectrum\(^{11} \) calculated in Draine (2000) and Draine & Hao (2002). We downgraded a theoretical \( R = 10000 \) spectrum to the resolution of X-shooter’s UVB arm (\( R = 6000 \)), limited the wavelength range to regions above the red damping wing of \( Ly\alpha \), and excluded strong metal absorption lines caused by the GRB-DLA and the intervening systems in the further analysis.

Cross-matching the downgraded spectrum with our data (see Fig. 6 for illustrative examples) using different optical depths \( \tau \) with respect to the input model and varying redshifts, we find a single and well-defined minimum in the \( \chi^2 \)-space at a redshift consistent with the ground-state \( H_2 \) and metal transitions (Fig. 7). The best match is obtained at \( z = 2.3581 \pm 0.0001 \) and the presence of \( H_2^* \) as compared to an unmodified spectrum is unambiguous (Figs. 6 and 7). Because the \( H_2 \) states are overlapping in large parts of the spectrum bluewards of \( 5400 \) Å, we caution that there is a mild degeneracy between the continuum level and the strength of the \( H_2^* \)-absorption. An overestimation of the continuum would lead to a lower value for the significance of the \( H_2^* \) detection as well as for the optical depth \( \tau \). Given the presence of several strong individual lines as illustrated in Fig. 6, we consider the detection of \( H_2^* \) despite the uncertainty in the continuum placement highly significant.

While the overall match between the input spectrum and data is reasonable, there are subtle differences between the data and synthetic model. These are evident in the different line ratios between vibrational levels (see, e.g., the expected but undetected strong line at \( \sim 4560 \) Å in Fig. B.4). This is likely related to different initial conditions – such as particle densities, cloud-afterglow distance (see Sect. 4.1), dust shielding, afterglow luminosity and spectrum, and/or background UV-radiation field – with respect to the assumptions in the theoretical calculation or uncertain transition probabilities between different excited levels of the \( H_2 \) molecule. In particular, we derive a distance between the absorbing gas cloud and GRB 120815A of \( d = 0.5 \) kpc (see

\(^{11} \) http://www.astro.princeton.edu/~draine/grbh2.html

---

\(^{10} \) Using molecular data for CO from Morton & Noreau (1994).

\(^{11} \) http://www.astro.princeton.edu/~draine/grbh2.html
Fig. 6. Several cut-outs of illustrative parts of the normalized X-shooter UVB arm spectrum showing the presence of H$_2$ lines. The regions have been chosen to have at least one strong transition of H$_2$ and to be little affected by blending. The black lines show the data, red lines the best-fit model, and grey lines the residuals. Grey shaded regions are ignored in the fitting because of blending with metal absorption lines. In each panel we also give the best-fit $\chi^2$, as well as the improvement $\Delta\chi^2$ as compared to an unmodified spectrum.

Fig. 7. Logarithmic $\Delta\chi^2$ distribution for different H$_2$ model redshifts and H$_2$ absorption line strengths (the ratio between the applied optical depth and the one in the input model).

Mg (Fig. 4), is generally interpreted as an indication that the gas is at substantial distances ($d > 50$ pc) from the GRB (Prochaska et al. 2006).

These initial considerations are confirmed by modeling the photo-excitation of the Fe ii$^+$, Fe ii$^{++}$, Fe ii$^{4}F_{9/2}$ and Ni ii$^{4}F_{7/2}$ transitions. In the modeling, we excluded Si ii$^+$, because excited states of Si ii are also seen in very actively star-forming galaxies (e.g., Pettini et al. 2002). Si ii is easier to excite than Fe ii or Ni ii, and a fraction of the Si ii excitation might thus not be due to the GRB afterglow radiation. The observed ratio of $N$(Si ii$^+$)/$N$(Si ii) $\sim 1\%$ could, for example, be provided by electron densities around 10 cm$^{-3}$ in a $T \sim 10^6$ K medium, or UV-backgrounds about $10^3$ times that of the Galaxy (Silva & Viegas 2002). Given the small separation in velocity of both absorption components, and the limited resolution of our X-shooter data, we only model the total column densities (see also the discussion in Vreeswijk et al. 2013).

The photo-excitation modeling follows closely the methodology presented and applied in Vreeswijk et al. (2007, 2013) and Ledoux et al. (2009), and we refer to these publications for a detailed description of the technique. As an input to the model, we use the optical afterglow light curve (see Sect. 2.2), the afterglow spectral slope $\beta$, the inferred extinction $A_V$ (Sects. 3.1 and 3.2.4) and the broadening parameter $b$ of the absorption lines (3.2.3). The dust is placed inside the absorbing cloud that is being excited, and the distance $d$ from the GRB is defined to the near-side of the cloud.

A good fit ($\chi^2/d.o.f. = 2.3/4$) is obtained for a distance between gas cloud and burst of $d = 460 \pm 60$ pc in the case of atomic data from CLOUDY (Verner et al. 1999). A similar result is obtained ($\chi^2/d.o.f. = 4.3/4$, $d = 530 \pm 80$ pc) when using atomic data as described in Vreeswijk et al. (2007). For a detailed comparison between the different sets of atomic data in this context, we refer to the discussion in Ledoux et al. (2009). Given the lack of a spectral time series, and relatively few measurements of excited metal transitions, the cloud size is unconstrained by our data. The neutral gas seen in absorption in the GRB-DLA is thus not directly related to the GRB progenitor’s immediate environment or stellar wind-driven mass loss.

4. Discussion

4.1. Distance between GRB and absorbing cloud

Our observations indicate that the metal-lines and H$_2$ absorption are not caused by circumburst material. The presence of H$_2$ alone sets a lower limit on the burst-cloud distance of at least $d \gtrsim 10$ pc (Whalen et al. 2008; Ledoux et al. 2009). In addition, the detection of neutral species at the same redshift, in particular Mg (Fig. 4), is generally interpreted as an indication that the gas is at substantial distances ($d > 50$ pc) from the GRB (Prochaska et al. 2006).

These initial considerations are confirmed by modeling the photo-excitation of the Fe ii$^+$, Fe ii$^{++}$, Fe ii$^{4}F_{9/2}$ and Ni ii$^{4}F_{7/2}$ transitions. In the modeling, we excluded Si ii$^+$, because excited states of Si ii are also seen in very actively star-forming galaxies (e.g., Pettini et al. 2002). Si ii is easier to excite than Fe ii or Ni ii, and a fraction of the Si ii excitation might thus not be due to the GRB afterglow radiation. The observed ratio of $N$(Si ii$^+$)/$N$(Si ii) $\sim 1\%$ could, for example, be provided by electron densities around 10 cm$^{-3}$ in a $T \sim 10^6$ K medium, or UV-backgrounds about $10^3$ times that of the Galaxy (Silva & Viegas 2002). Given the small separation in velocity of both absorption components, and the limited resolution of our X-shooter data, we only model the total column densities (see also the discussion in Vreeswijk et al. 2013).

The photo-excitation modeling follows closely the methodology presented and applied in Vreeswijk et al. (2007, 2013) and Ledoux et al. (2009), and we refer to these publications for a detailed description of the technique. As an input to the model, we use the optical afterglow light curve (see Sect. 2.2), the afterglow spectral slope $\beta$, the inferred extinction $A_V$ (Sects. 3.1 and 3.2.4) and the broadening parameter $b$ of the absorption lines (3.2.3). The dust is placed inside the absorbing cloud that is being excited, and the distance $d$ from the GRB is defined to the near-side of the cloud.

A good fit ($\chi^2/d.o.f. = 2.3/4$) is obtained for a distance between gas cloud and burst of $d = 460 \pm 60$ pc in the case of atomic data from CLOUDY (Verner et al. 1999). A similar result is obtained ($\chi^2/d.o.f. = 4.3/4$, $d = 530 \pm 80$ pc) when using atomic data as described in Vreeswijk et al. (2007). For a detailed comparison between the different sets of atomic data in this context, we refer to the discussion in Ledoux et al. (2009). Given the lack of a spectral time series, and relatively few measurements of excited metal transitions, the cloud size is unconstrained by our data. The neutral gas seen in absorption in the GRB-DLA is thus not directly related to the GRB progenitor’s immediate environment or stellar wind-driven mass loss.

4.2. Detection of high-ionization species

We also detect the imprint of the highly-ionized transition N v (ionization potential for creation of 77.5 eV) with a high column density at a redshift consistent with the other metal-lines. N v is a common feature observed towards GRBs (Fox et al. 2008) and is suggestive of a circumburst origin in the vicinity of the GRB...
(Prochaska et al. 2008a). \( \text{N}_\text{v} \) is, however, also present in UV spectra of O-type stars, galaxies and QSO-DLAs (e.g., Pettini et al. 2002; Fox et al. 2009). In the case of GRB 120815A, in particular, the \( \text{N}_\text{v} \) measurement is, due to blending with \( \text{H}_2 \), strictly an upper limit, suffers from low S/N and has thus large errors on its column density as well as uncertainties in its velocity structure. Our detection of \( \text{N}_\text{v} \) is broadly consistent with the measurements for other GRB-DLAs, and does not necessarily point to an origin in the circumburst environment, but could also be of interstellar origin as argued in Fox et al. (2008). A location in the ISM is supported by the non-variability of \( \text{N}_\text{v} \) in a spectral time-series for GRB 080310 (De Cia et al. 2012).

4.3. Molecular hydrogen in GRB-DLAs

4.3.1. Metallicity and neutral hydrogen column density

The column densities of \( \text{H}_1 \), \( \text{H}_2 \) and the molecular fraction \( f \) of the DLA towards GRB 120815A are high when compared to the average properties\(^{12}\) of the sample of QSO-DLAs. In the work of Noterdaeme et al. (2012b), for example, there are 10 out of \( \approx 12 \ 000 \) SDSS-selected QSO-DLAs with \( \log(\text{N}(\text{H}_1)/\text{cm}^{-2}) \geq 21.95 \). The high \( \text{N}(\text{H}_1) \) is, however, more typical for GRB-DLAs (8 of 27 GRB-DLAs have \( \log(\text{N}(\text{H}_1)/\text{cm}^{-2}) \geq 21.95 \) in the sample of Fynbo et al. (2009)).

When considering the significant dust depletion and metal abundance along the GRB 120815A sightline, a consistent picture is emerging: High molecular fractions (\( f > 3 \)) are exclusively seen at significant metallicities ([M/H] \( \geq -1.5 \)), while they are not restricted to the very high-end of hydrogen column densities of \( \log(\text{N}(\text{H}_1)/\text{cm}^{-2}) \sim 21.0 \) (see, e.g., Ledoux et al. 2003).

The high column densities of neutral hydrogen typical for GRB-DLAs are thus not the primary condition for the presence of \( \text{H}_2 \) in DLAs. This is illustrated in Fig. 8, which shows the incidence of \( \text{H}_2 \)-bearing gas as functions of \( \text{H}_1 \) column densities and metallicity. While there is an obvious discrepancy in the distributions of \( \text{N}(\text{H}_1) \) between GRBs and QSO-DLAs, the difference between \( \text{H}_2 \)-poor and \( \text{H}_2 \)-rich QSO sightlines with respect to their \( \text{N}(\text{H}_1) \) is much more subtle (Fig. 8, top panel).

4.3.2. The role of dust

Dust plays a major role for the presence of molecular gas by catalyzing the formation of molecules on the surface of dust grains as well as shielding against Lyman-Werner photons. For GRB 120815A, the presence of dust is evident from the relative abundance of Fe, Ni, Mn and Cr with respect to Zn ([Zn/Fe] = 1.01 \pm 0.10). This value is larger than the relative abundance of previous GRB-DLAs observed at high spectral resolution, for which elaborate \( \text{H}_2 \)-searches were performed (Ledoux et al. 2009).

Similar to the case of metallicity, there is a higher probability of finding molecular hydrogen for more dust-depleted QSO sightlines (Fig. 9). There seems to be a lower limit of [M/Fe] of \(-0.3\) below which no strong signatures of \( \text{H}_2 \)-molecules (neither towards QSO nor GRBs) are observed (Fig. 9). The values of metallicity, dust depletion and \( \text{N}(\text{H}_1) \) are effectively combined into a column density of iron locked up in dust \( \text{N}((\text{Fe})_{\text{dust}} \), which has been identified as a primary driver of \( \text{H}_2 \) detection in QSO-DLAs (Noterdaeme et al. 2008).

Guimarães et al. (2012) studied the QSO-selected system SDSS J081634+144612 and identified it as an analog to GRB-DLAs with very similar \( \text{N}(\text{H}_1) \) and [Zn/H] as measured for the DLA of GRB 120815A (Fig. 8). The column density of \( \text{N}(\text{H}_2) \) in the QSO-DLA, and thus the molecular fraction \( f \), however, is two orders of magnitude lower than derived for

\(^{12}\) A few noteworthy examples of dusty and metal-enriched QSO-DLAs (e.g., Fynbo et al. 2011) or QSO-DLAs with properties similar to those of typical GRB-DLAs (e.g., Guimarães et al. 2012) exist.
GRB 120815A. This could possibly be related to the lower de-
pletion. The mean relative abundance\textsuperscript{13} in this QSO-DLA was
[Zn/Fe] = 0.48 ± 0.06, while we observe [Zn/Fe] = 1.01 ± 0.10
for GRB 120815A (Fig. 9).

4.3.3. Implications for the population of GRB-DLAs

The region of elevated metallicity, depletion and \(N(H_1)\) is ex-
actly the parameter space where we expect many of the more
dust-extinguished, and thus UV-faint afterglows to be located.
This combination directly leads to a high absolute \(N(\text{Fe})^\text{dust}\), and
thus an efficient conversion from \(H_1\) to \(H_2\) on the dust grain sur-
face (Schaye 2001; Cazaux & Spaans 2004). A high column den-
sity of dust absorbs UV-photons efficiently, and is also a neces-
sary condition for creating molecular hydrogen on dust grains.
The observed \(H_2\) column density is also affected by photo-
dissociation, for example by the background UV-radiation field
in the GRB host. A lack of molecular gas in GRB-DLAs with re-
spect to QSO-DLAs of similar \(N(\text{Fe})^\text{dust}\) would thus indicate that
photo-dissociation of \(H_2\) is more prominent in GRB hosts than it
is in the galaxy counterparts of GRB-DLAs. In such a scenario,
\(H_2\) needs to be absent already prior to the burst, because the de-
\( \text{rived}\) distances between the absorbing gas and GRB are much
larger than the region of \(d < 10\, \text{pc}\), in which the afterglow’s UV-
flux photo-dissociates \(H_2\). The previous lack of molecular gas in
GRB-DLAs, however, is consistent with their observed metallic-
ity and dust depletion (Ledoux et al. 2009), and does not neces-
sarily point to a difference between GRB and QSO-DLAs with
respect to the presence of \(H_2\). In fact, GRB 050820A is still the
only \(H_2\)-less GRB-DLA with physical properties that are similar
to those of \(H_2\)-bearing QSO-selected systems (Fig. 9).

The measured hydrogen column density, metallicity and
dust-depletion of GRB 120815A are fairly representative of
GRB-DLAs previously observed at lower spectral resolu-
tion. Based on the statistical samples compiled for \(N(H_1)\)
in Fynbo et al. (2009); Christensen et al. (2011), metallicity in
Rau et al. (2010); Christensen et al. (2011), and depletion in
Savaglio et al. (2003); Savaglio (2006), we expect the distribu-
tions of the respective physical quantity to be centered roughly\textsuperscript{14}
around \(N(H_1)/\text{cm}^{-2} \sim 21.6 ± 0.6\), \(M/H \sim -1.0 ± 0.8\) and
\[M/\text{Fe} \sim 0.8 ± 0.7, \] where the quoted error indicates an estimate of
the dispersion of the respective sample distribution. This pa-
rameter space is shown by the grey shaded area in Figs. 8 and 9.
QSO-DLAs in this region show a higher probability of having
significant column densities of molecular hydrogen. The molec-
ular content of previous GRB-DLAs, however, could typically
not be probed with afterglow spectra of low \(S/N\), low resolution,
or both. Once we have gained better observational access to
afterglows in this region through detailed observations with sensi-
tive spectrographs of high-enough resolution (such as X-shooter
or UVES), it seems likely that a higher fraction of those GRBs
will also show the presence of molecular gas.

4.4. Vibrationally-excited \(H_2\) in GRB-DLAs

The presence of vibrationally-excited states of molecular hy-
gen, \(H_2\) over GRB sightlines was first postulated by

\textsuperscript{13} Converted into our metallicity scale based on Asplund et al. (2009).
\textsuperscript{14} We note that also in the low-resolution sample, biases towards lower
metallicity and lower depletion values are present (Fynbo et al. 2009),
and that a standard analysis of low-resolution spectra tends to underes-
timate the true column densities (Prochaska 2006). Both effects would
shift the distribution of metal column densities to even higher values,
further strengthening the argumentation.

Draine (2000) and detailed in Draine & Hao (2002). The strong
features, however, that were expected to be produced by the
vibrationally-excited \(H_2\) from the GRB’s birth cloud, and de-
tectable in even low-resolution spectra, were never clearly ob-
served. Excited states would nevertheless be present in cases
where the molecular cloud only intersects the GRB sightline
(Draine & Hao 2002) at small enough distances. Indeed, while
in the work of Draine & Hao (2002) the total \(H_2\) column den-
sity produced through UV-pumping is \(N(H_2) = 10^{19}\text{cm}^{-2}\),
the best overall match is obtained here with a factor 6 decreased
optical depth of the \(H_2\) transitions compared to the input model.
In the case of GRB 080607, Sheffer et al. (2009) perform a dy-
namic modeling of the \(H_2\) absorption, and derive a distance be-
tween GRB 080607 and its \(H_2\)-bearing cloud between 230 and
940 \(\text{pc}\). This is comparable to our estimate of the distance be-
tween GRB 120815A and its DLA of 0.5 ± 0.1 \(\text{kpc}\).

As shown in Figs. 2 and B.4, the \(H_2\) transitions affect the
measurement of \(N(H_1)\). If \(H_2\) and \(H_2\) are more common in
GRB-DLAs as speculated above, \(N(H_1)\) could have been over-
estimated in previous cases. In the case of GRB 120815A, the
\(H_2\) transitions decrease the best-fit column density by \(-0.15\) dex.
Similarly, blending with \(H_2\) could be a serious concern for intrin-
sically weak metal lines, such as \(\text{Si}\,(\lambda 1250, 1253)\) (see also
Sheffer et al. 2009).

\(H_2\) opens a route to establish a positive presence of molec-
ular hydrogen also in those cases where the observations do
not cover the wavelength range bluewards of Ly\(\alpha\), and thus
particularly in afterglow spectra of GRBs in the redshift range
\(1 < z < 2\). Strong vibrationally-excited levels of \(H_2\) extend up to
\(\lambda_{\text{rest}} \sim 1600\, \text{Å}\), and in contrast to the Lyman-Werner bands
at \(\lambda_{\text{rest}} \leq 1120\, \text{Å}\), their identification is not compromised by the
Ly\(\alpha\) forest, and could be performed also with lower-resolution
data. Primary candidates for further \(H_2\) (and thus \(H_2\)) searches are
the high-quality, high-resolution spectra of low-redshift after-
glows (in which the individual lines could be identified even
if weak), or the spectra of metal- and dust-rich GRB absorbers
(in which a significant column density of \(H_2\) could be present).

5. Conclusion

We have presented optical-to-NIR X-shooter spectroscopy of the
afterglow of GRB 120815A at \(z = 2.36\), supplemented by optical
/NIR photometry from GROND and X-ray data from the
Swift satellite. The bright afterglow emission, observed through effi-
cient instruments at large telescopes, provides a detailed probe
of the physical properties of the inter-stellar medium in a high-
redshift star-forming galaxy.

The sightline towards GRB 120815A is characterized by a
strong DLAs with \(N(H_{1})/\text{cm}^{-2} = 21.95 ± 0.10\) and substan-
tial amount of molecular hydrogen with a molecular fraction \(f\) of
7\% (\(f = 0.14 ± 0.15\), characteristic of Galactic diffuse
clouds. This presents only the second unambiguous detection of
\(H_2\) in a GRB-DLA, and the first for a GRB-DLA with properties
very similar to an average GRB sightline. In addition, we detect
vibrationally-excited states of \(H_2\), which opens a second route
for positive searches of molecular gas in GRB afterglow spectra.

Our measurements of DLAs metallicity ([Zn/H] = \(-1.15 ±
0.12\), relative abundance ([Zn/Fe] = \(1.01 ± 0.10\)) and visual
extinction (\(A_V = 0.15\) mag) are common among GRB-DLAs,
and likely typical for the population of GRB-DLAs in general.
GRB 120815A thus stands in marked contrast to the metal-rich,
\(H_2\)-bearing DLA of GRB 080607. This illustrates that \(H_2\) is
present in at least a fraction of the average GRB-DLAs sys-
tems. The detection rate of molecular gas in GRB-DLAs could
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increase once similar afterglows are observed routinely at higher spectral resolution.

Similar to many other physical properties probed by GRBs or their hosts, such as the distributions of galaxy brightness, mass, star-formation rate (Krühler et al. 2011; Hjorth et al. 2012; Perley et al. 2013), galaxy color (Rossi et al. 2012), Ly\(\alpha\) emission (Milvang-Jensen et al. 2012), dust-reddening (Cenko et al. 2009; Greiner et al. 2011), soft X-ray absorption (e.g., Fynbo et al. 2009; Campana et al. 2010; Krühler et al. 2012b) or metallicity (Prochaska et al. 2009), selection effects play an important role when studying \(H_\alpha\) in GRB-DLAs.

A larger sample of afterglows observed in a similar way as presented in this work (Fynbo et al., in prep.) will enable further progress in this field and deeper insights with respect to the statistical presence and properties of molecules along GRB sightlines. Additional detections of molecules in GRB-DLAs would allow detailed individual as well as statistical studies, and, coupled with host follow-up and sub-mm spectroscopy, provide unprecedented insights into the properties of molecular gas and the process and conditions of star-formation at \(z \sim 2\) and above.
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Appendix A: GROND photometry and multi-color light curves

The temporal evolution of the optical/NIR photometric and X-ray data was fitted simultaneously with a two-fold broken power-law, connected smoothly at the break times following Krühler et al. (2009). The functional form of this empirical fit is provided for example in Schulze et al. (2011). The light curve shape is characterized by a shallow, early rise with an index $\alpha_1 = -0.18 \pm 0.02$, where the sign follows the convention that $F_\nu(t) \propto t^{\alpha}$. The optical/NIR afterglow peaks at $t_1 = 440 \pm 30$ s after the BAT trigger time. Afterwards the light curve decays with an index $\alpha_2 = 0.52 \pm 0.01$, before another breaking to a steeper decay of $\alpha_3 = 0.86 \pm 0.03$ at $t_2 = 4.3^{+0.9}_{-0.6}$ ks. The light curve is reasonably well fitted with this phenomenological model ($\chi^2 = 261$ for 242 degrees of freedom), and no chromatic evolution is apparent within our data set. The overall light curve behavior is reminiscent of GRB 080710 (Krühler et al. 2009), in particular the achromatic and shallow, early rise of the light curve in combination with the soft $\gamma$-ray emission detected by BAT (Markwardt et al. 2012).

All magnitudes in Fig. A.1 and Tables A.1, A.2 are in the AB system and uncorrected for the expected Galactic foreground extinction, corresponding to a reddening of $E_{B-V} = 0.10$ mag (Schlafly & Finkbeiner 2011).

Table A.1. Optical magnitudes of the afterglow of GRB 120815A as measured by GROND.

<table>
<thead>
<tr>
<th>Time</th>
<th>Exposure$^\alpha$</th>
<th>g'-band (mag$_{AB}$)</th>
<th>g'-band (mag$_{AB}$)</th>
<th>r'-band (mag$_{AB}$)</th>
<th>r'-band (mag$_{AB}$)</th>
<th>i'-band (mag$_{AB}$)</th>
<th>z'-band (mag$_{AB}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ks after $T_0$)$^\gamma$</td>
<td>(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.169</td>
<td>35</td>
<td>18.92 ± 0.03</td>
<td>18.03 ± 0.01</td>
<td>17.60 ± 0.02</td>
<td>17.32 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.273</td>
<td>35</td>
<td>18.85 ± 0.03</td>
<td>17.95 ± 0.01</td>
<td>17.52 ± 0.02</td>
<td>17.25 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.375</td>
<td>35</td>
<td>18.75 ± 0.03</td>
<td>17.87 ± 0.01</td>
<td>17.45 ± 0.02</td>
<td>17.16 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.482</td>
<td>35</td>
<td>18.75 ± 0.02</td>
<td>17.88 ± 0.02</td>
<td>17.47 ± 0.02</td>
<td>17.19 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.698</td>
<td>115</td>
<td>18.85 ± 0.02</td>
<td>18.01 ± 0.01</td>
<td>17.58 ± 0.01</td>
<td>17.32 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.884</td>
<td>115</td>
<td>19.02 ± 0.02</td>
<td>18.16 ± 0.01</td>
<td>17.75 ± 0.02</td>
<td>17.48 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.069</td>
<td>115</td>
<td>19.14 ± 0.01</td>
<td>18.27 ± 0.01</td>
<td>17.85 ± 0.01</td>
<td>17.60 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.256</td>
<td>115</td>
<td>19.21 ± 0.01</td>
<td>18.36 ± 0.01</td>
<td>17.95 ± 0.02</td>
<td>17.66 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.451</td>
<td>115</td>
<td>19.31 ± 0.01</td>
<td>18.44 ± 0.01</td>
<td>18.04 ± 0.02</td>
<td>17.76 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.638</td>
<td>115</td>
<td>19.38 ± 0.01</td>
<td>18.50 ± 0.01</td>
<td>18.08 ± 0.01</td>
<td>17.80 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.834</td>
<td>115</td>
<td>19.41 ± 0.01</td>
<td>18.57 ± 0.01</td>
<td>18.14 ± 0.02</td>
<td>17.86 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.027</td>
<td>115</td>
<td>19.49 ± 0.01</td>
<td>18.62 ± 0.01</td>
<td>18.19 ± 0.02</td>
<td>17.92 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.361</td>
<td>375</td>
<td>19.58 ± 0.01</td>
<td>18.71 ± 0.01</td>
<td>18.29 ± 0.01</td>
<td>18.02 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.807</td>
<td>375</td>
<td>19.70 ± 0.01</td>
<td>18.84 ± 0.01</td>
<td>18.38 ± 0.02</td>
<td>18.13 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.258</td>
<td>375</td>
<td>19.79 ± 0.02</td>
<td>18.91 ± 0.01</td>
<td>18.47 ± 0.02</td>
<td>18.18 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.707</td>
<td>375</td>
<td>19.89 ± 0.01</td>
<td>19.00 ± 0.01</td>
<td>18.59 ± 0.03</td>
<td>18.30 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.165</td>
<td>375</td>
<td>19.95 ± 0.01</td>
<td>19.09 ± 0.01</td>
<td>18.65 ± 0.02</td>
<td>18.38 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.607</td>
<td>375</td>
<td>20.02 ± 0.02</td>
<td>19.16 ± 0.01</td>
<td>18.72 ± 0.02</td>
<td>18.44 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.052</td>
<td>375</td>
<td>20.13 ± 0.02</td>
<td>19.21 ± 0.02</td>
<td>18.81 ± 0.02</td>
<td>18.50 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.498</td>
<td>375</td>
<td>20.18 ± 0.03</td>
<td>19.29 ± 0.01</td>
<td>18.91 ± 0.02</td>
<td>18.56 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.037</td>
<td>4 × 35</td>
<td>20.29 ± 0.02</td>
<td>19.37 ± 0.03</td>
<td>18.95 ± 0.03</td>
<td>18.67 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.465</td>
<td>4 × 35</td>
<td>20.32 ± 0.04</td>
<td>19.43 ± 0.03</td>
<td>18.93 ± 0.04</td>
<td>18.77 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.895</td>
<td>4 × 35</td>
<td>20.36 ± 0.05</td>
<td>19.48 ± 0.02</td>
<td>19.02 ± 0.03</td>
<td>18.80 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.326</td>
<td>4 × 35</td>
<td>20.39 ± 0.03</td>
<td>19.57 ± 0.02</td>
<td>19.10 ± 0.03</td>
<td>18.84 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.763</td>
<td>4 × 35</td>
<td>20.42 ± 0.04</td>
<td>19.60 ± 0.03</td>
<td>19.17 ± 0.03</td>
<td>18.97 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.196</td>
<td>4 × 35</td>
<td>20.44 ± 0.05</td>
<td>19.62 ± 0.02</td>
<td>19.18 ± 0.03</td>
<td>18.93 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.631</td>
<td>4 × 35</td>
<td>20.54 ± 0.04</td>
<td>19.67 ± 0.02</td>
<td>19.27 ± 0.03</td>
<td>19.03 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.062</td>
<td>4 × 35</td>
<td>20.58 ± 0.04</td>
<td>19.69 ± 0.02</td>
<td>19.25 ± 0.03</td>
<td>19.01 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.497</td>
<td>4 × 35</td>
<td>20.63 ± 0.04</td>
<td>19.75 ± 0.02</td>
<td>19.27 ± 0.03</td>
<td>19.13 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.927</td>
<td>4 × 35</td>
<td>20.63 ± 0.04</td>
<td>19.82 ± 0.02</td>
<td>19.37 ± 0.03</td>
<td>19.13 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.363</td>
<td>4 × 35</td>
<td>20.75 ± 0.03</td>
<td>19.83 ± 0.03</td>
<td>19.39 ± 0.03</td>
<td>19.18 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.623</td>
<td>4 × 35</td>
<td>20.79 ± 0.04</td>
<td>19.86 ± 0.02</td>
<td>19.43 ± 0.03</td>
<td>19.24 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.053</td>
<td>4 × 35</td>
<td>20.81 ± 0.06</td>
<td>19.91 ± 0.03</td>
<td>19.48 ± 0.04</td>
<td>19.22 ± 0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. (a) Integration time of the individual image. Stacked images are given as number of images times exposure of an individual image. (b) All magnitudes in this table are in the AB system and uncorrected for Galactic foreground extinction. The quoted error is statistical only, and there is an additional systematic error in the absolute photometric calibration, which is estimated to be around 0.04 mag in $g' r' i' z'$. (c) $T_0$ is set as the time of the Swift/BAT trigger, i.e., 2012-08-15 02:13:58 UT.
<table>
<thead>
<tr>
<th>Time (ks after $T_0$)</th>
<th>Exposure $^a$</th>
<th>$J$-band Brightness $^b$ (mag$_{AB}$)</th>
<th>$H$-band Brightness $^b$ (mag$_{AB}$)</th>
<th>$K_s$-band Brightness $^b$ (mag$_{AB}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.191</td>
<td>6 $\times$ 10</td>
<td>16.84 $\pm$ 0.04</td>
<td>16.59 $\pm$ 0.05</td>
<td>16.28 $\pm$ 0.05</td>
</tr>
<tr>
<td>0.295</td>
<td>6 $\times$ 10</td>
<td>16.80 $\pm$ 0.04</td>
<td>16.54 $\pm$ 0.05</td>
<td>16.28 $\pm$ 0.05</td>
</tr>
<tr>
<td>0.397</td>
<td>6 $\times$ 10</td>
<td>16.73 $\pm$ 0.04</td>
<td>16.48 $\pm$ 0.05</td>
<td>16.19 $\pm$ 0.05</td>
</tr>
<tr>
<td>0.505</td>
<td>6 $\times$ 10</td>
<td>16.78 $\pm$ 0.04</td>
<td>16.52 $\pm$ 0.05</td>
<td>16.23 $\pm$ 0.06</td>
</tr>
<tr>
<td>0.724</td>
<td>12 $\times$ 10</td>
<td>16.95 $\pm$ 0.04</td>
<td>16.75 $\pm$ 0.05</td>
<td>16.50 $\pm$ 0.05</td>
</tr>
<tr>
<td>0.909</td>
<td>12 $\times$ 10</td>
<td>17.10 $\pm$ 0.04</td>
<td>16.85 $\pm$ 0.05</td>
<td>16.66 $\pm$ 0.05</td>
</tr>
<tr>
<td>1.094</td>
<td>12 $\times$ 10</td>
<td>17.20 $\pm$ 0.04</td>
<td>16.88 $\pm$ 0.05</td>
<td>16.63 $\pm$ 0.06</td>
</tr>
<tr>
<td>1.281</td>
<td>12 $\times$ 10</td>
<td>17.27 $\pm$ 0.04</td>
<td>16.99 $\pm$ 0.05</td>
<td>16.87 $\pm$ 0.06</td>
</tr>
<tr>
<td>1.477</td>
<td>12 $\times$ 10</td>
<td>17.36 $\pm$ 0.04</td>
<td>17.21 $\pm$ 0.05</td>
<td>16.86 $\pm$ 0.06</td>
</tr>
<tr>
<td>1.663</td>
<td>12 $\times$ 10</td>
<td>17.46 $\pm$ 0.05</td>
<td>17.19 $\pm$ 0.05</td>
<td>17.01 $\pm$ 0.06</td>
</tr>
<tr>
<td>1.859</td>
<td>12 $\times$ 10</td>
<td>17.41 $\pm$ 0.04</td>
<td>17.14 $\pm$ 0.05</td>
<td>16.93 $\pm$ 0.06</td>
</tr>
<tr>
<td>2.053</td>
<td>12 $\times$ 10</td>
<td>17.57 $\pm$ 0.04</td>
<td>17.25 $\pm$ 0.05</td>
<td>17.09 $\pm$ 0.06</td>
</tr>
<tr>
<td>2.384</td>
<td>30 $\times$ 10</td>
<td>17.60 $\pm$ 0.04</td>
<td>17.45 $\pm$ 0.05</td>
<td>17.09 $\pm$ 0.05</td>
</tr>
<tr>
<td>2.830</td>
<td>30 $\times$ 10</td>
<td>17.80 $\pm$ 0.05</td>
<td>17.53 $\pm$ 0.05</td>
<td>17.27 $\pm$ 0.06</td>
</tr>
<tr>
<td>3.282</td>
<td>30 $\times$ 10</td>
<td>17.80 $\pm$ 0.05</td>
<td>17.56 $\pm$ 0.05</td>
<td>17.29 $\pm$ 0.07</td>
</tr>
<tr>
<td>3.732</td>
<td>30 $\times$ 10</td>
<td>17.90 $\pm$ 0.05</td>
<td>17.69 $\pm$ 0.06</td>
<td>17.57 $\pm$ 0.09</td>
</tr>
<tr>
<td>4.188</td>
<td>30 $\times$ 10</td>
<td>17.93 $\pm$ 0.05</td>
<td>17.77 $\pm$ 0.08</td>
<td>17.54 $\pm$ 0.07</td>
</tr>
<tr>
<td>4.630</td>
<td>30 $\times$ 10</td>
<td>18.02 $\pm$ 0.05</td>
<td>17.74 $\pm$ 0.07</td>
<td>17.64 $\pm$ 0.10</td>
</tr>
<tr>
<td>5.076</td>
<td>30 $\times$ 10</td>
<td>18.21 $\pm$ 0.08</td>
<td>17.80 $\pm$ 0.11</td>
<td>17.63 $\pm$ 0.17</td>
</tr>
<tr>
<td>5.521</td>
<td>30 $\times$ 10</td>
<td>18.12 $\pm$ 0.05</td>
<td>17.98 $\pm$ 0.07</td>
<td>17.82 $\pm$ 0.10</td>
</tr>
<tr>
<td>6.060</td>
<td>24 $\times$ 10</td>
<td>18.21 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>6.487</td>
<td>24 $\times$ 10</td>
<td>18.28 $\pm$ 0.10</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>6.848</td>
<td>72 $\times$ 10</td>
<td>...</td>
<td>18.07 $\pm$ 0.07</td>
<td>17.90 $\pm$ 0.09</td>
</tr>
<tr>
<td>6.917</td>
<td>24 $\times$ 10</td>
<td>18.42 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>7.349</td>
<td>24 $\times$ 10</td>
<td>18.38 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>7.786</td>
<td>24 $\times$ 10</td>
<td>18.41 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>7.786</td>
<td>72 $\times$ 10</td>
<td>...</td>
<td>18.23 $\pm$ 0.05</td>
<td>17.95 $\pm$ 0.07</td>
</tr>
<tr>
<td>8.218</td>
<td>24 $\times$ 10</td>
<td>18.42 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>8.653</td>
<td>24 $\times$ 10</td>
<td>18.56 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9.085</td>
<td>24 $\times$ 10</td>
<td>18.53 $\pm$ 0.06</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9.087</td>
<td>72 $\times$ 10</td>
<td>...</td>
<td>18.31 $\pm$ 0.05</td>
<td>18.15 $\pm$ 0.06</td>
</tr>
<tr>
<td>9.519</td>
<td>24 $\times$ 10</td>
<td>18.53 $\pm$ 0.06</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9.950</td>
<td>24 $\times$ 10</td>
<td>18.66 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10.386</td>
<td>24 $\times$ 10</td>
<td>18.73 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10.601</td>
<td>96 $\times$ 10</td>
<td>...</td>
<td>18.42 $\pm$ 0.05</td>
<td>18.11 $\pm$ 0.06</td>
</tr>
<tr>
<td>10.823</td>
<td>24 $\times$ 10</td>
<td>18.65 $\pm$ 0.07</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>11.251</td>
<td>24 $\times$ 10</td>
<td>18.75 $\pm$ 0.08</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**Notes.** ($^a$) Integration time of the individual image. Stacked images are given as number of images times exposure of an individual image. ($^b$) All magnitudes in this table are in the AB system and uncorrected for Galactic foreground extinction. The quoted error is statistical only, and there is an additional systematic error in the absolute photometric calibration, which is estimated to be around 0.05 mag in $JH$ and 0.08 mag in $K_s$. ($^c$) $T_0$ is set as the time of the Swift/BAT trigger, i.e., 2012-08-15 02:13:58 UT.
Fig. A.1. GROND optical/NIR and XRT 0.3−10 keV light curves of the afterglow of GRB 120815A in the top panel. The data were fitted with a three-segment, smoothly broken power-law, with residuals shown in the bottom panel. The grey shaded area represents the time interval in which the X-shooter spectroscopy was obtained. X-ray data were converted into a flux density at 3 keV using a spectral index of $\beta = 0.78$, and scaled by a factor of 20 to enhance clarity.
Appendix B: X-shooter spectra of the afterglow of GRB 120815A

Fig. B.1. X-shooter UVB-arm spectrum of the afterglow of GRB 120815A. Black lines show the spectral data, grey lines the noise level, the green line is the GRB afterglow model, and the red-line shows the DLA modeling. The position of absorption lines that are typically associated with GRB-DLAs (taken from Christensen et al. 2011) are indicated by brown lines and ions. Individual lines associated with intervening absorbers are labeled with colored lines and labels.
Fig. B.2. X-shooter VIS-arm spectrum of the afterglow of GRB 120815A. Lines and labels are the same as in Fig. B.1. Additionally, strong telluric lines are indicated by circles in the upper part of each panel.
Fig. B.3. X-shooter NIR-arm spectrum of the afterglow of GRB 120815A. Lines and labels are the same as in Fig. B.2.
Fig. B.4. X-shooter spectrum between 4100 and 5600 Å showing the presence of H$_2$ lines. The uppermost, blue-framed panel shows an overview over the whole spectral range, while the lower 5 panels zoom in of 180 Å each. We selected regions where most of the absorption bands of H$_2$ are located. Light-grey lines always show the normalized spectrum, while dark-grey lines indicate the error spectrum. Red lines denote the best-fit H$_2$ model. In the top panel, we also mark prominent metal absorption lines previously detected in GRB-DLAs (Christensen et al. 2011). In the lower panels, several individual H$_2$ transitions are identified using standard nomenclature with lower and upper vibrational and rotational quantum numbers.