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[1] Prediction of flow through variably saturated porous media requires accurate knowledge of the soil hydraulic properties, namely the water retention function (WRF) and the hydraulic conductivity function (HCF). Unfortunately, direct measurement of the HCF is time consuming and expensive. In this study, we derive a simple closed-form equation that predicts the saturated hydraulic conductivity, $K_s$, from the WRF parameters of Brooks and Corey (1964). This physically based analytical expression uses an empirical tortuosity parameter ($\tau$) and exploits the information embedded in the measured pore-size distribution. Our proposed model is compared against the current state of the art using more than 250 soil samples from the Grenoble soil catalog (GRIZZLY) and hydraulic properties of European soils (HYPRES) databases. Results demonstrate that the proposed model provides better predictions of the saturated hydraulic conductivity values with reduced size of the 90% confidence intervals of about 3 orders of magnitude.


1. Introduction

[2] Large-scale application of hydrological models requires explicit knowledge of the soil hydraulic properties, namely the soil water retention function (WRF) and the hydraulic conductivity function (HCF). The former is a relationship between the volumetric soil water content, $\theta$ ($L^3$), and the soil matrix pressure head, $h$ ($L$), whereas the latter relates the soil hydraulic conductivity, $K$ ($L^{} T^{-1}$), to the soil water content or alternatively to the matric pressure head. Under full saturation, the values of $\theta$ and $K$ are referred to as saturated water content ($\theta_s$) and saturated hydraulic conductivity ($K_s$), respectively. Under very dry conditions, however, the amount of water that is immobilized in small aggregates or narrow pores and does not contribute to water flow is conventionally defined as the residual water content ($\theta_r$). The physical interpretation of this parameter still remains rather ambiguous [Haverkamp et al., 2005; Leij et al., 2005].

[3] Even though conventional laboratory measurements of the WRF are generally practicable [Dane and Hopmans, 2002], direct determination of saturated hydraulic conductivity, $K_s$, and (unsaturated) HCF is rather time consuming, tedious, and expensive [Hopmans et al., 2002; Schelle et al., 2010; Nasta et al., 2011]. An alternative solution, which is especially useful for large-scale hydrological modeling, is to indirectly estimate the HCF using measurements of the pore-size distribution [Peters and Durner, 2006; Dane et al., 2011].

[4] As far as we are concerned, the work of Childs and Collis-George [1950] constitutes the first published contribution that predicts the unsaturated HCF from measurements of the soil water retention relationship, which in turn provides knowledge of the corresponding pore-size distribution. The soil is assumed to be made up of a bundle of capillary tubes of different radii and water flow is computed by combining Poiseuille’s equation with Darcy’s law [Burdine, 1953; Brutsaert, 1967]. The model proposed by Mualem [1976] represents the most refined approach of this kind and has been combined with popular analytical relationships to describe the WRF [Brooks and Corey, 1964; van Genuchten, 1980; Kosugi, 1996]. Bimodal water retention relationships have been introduced for structured soils to improve the prediction of the unsaturated hydraulic conductivity [Durner, 1994; Fuller and Or, 2002; Dexter and Richard, 2009; Romano et al., 2011].

[5] In this study we focus our attention to predict the saturated hydraulic conductivity, $K_s$, using parameters of the WRF. This study extends previous work on this topic [e.g., Messing, 1989; Rawls et al., 1998; Timlin et al., 1999; Poulos et al., 1999; Kawamoto et al., 2006; Han et al., 2008]. Examples include the models proposed by Mishra and Parker [1990] and Guarracino [2007], and more recently Matthews et al. [2010]. All these models use the WRF of van Genuchten [1980]. Alternative approaches make use of Kozeny-Carman equation and derive the saturated hydraulic conductivity from some properties of the soil pores [Carman, 1939; Ahuja et al., 1984; Ahuja et al., 1989; Chapuis and Aubertain, 2003; Green et al., 2003; Aminrun et al., 2004].
2. Theory

2.1. Parametric Relations for Describing the Soil Water Retention Function

We adopt a statistical approach and model the soil as a porous medium made up by a bundle of capillary tubes with radii, \( r (L) \) of different sizes that are randomly distributed with a probability function \( p_d(r) \ (L^{-1}) \). The term \( p_d(r)dr \ (L^{-1} \ L) \) can be viewed as the fractional volume of pores with respect to the soil bulk volume. If these pores are completely filled with water, the volumetric water content, \( \theta(r) \) is defined as

\[
\theta(r) = \int_{0}^{r} p_d(r)dr, \tag{1}
\]

where the volume fraction of water is expressed as \( d\theta = p_d(r)dr \). By using the Young-Laplace equation, we can relate the pore radius, to the matric pressure head, \( h (L) \), and rewrite equation (1) as follows

\[
\theta(h) = \int_{-\infty}^{h} p_d(r)\left(\frac{dr}{dh}\right)dh = \int_{-\infty}^{h} f'(h)dk \tag{2}
\]

where \( f'(h) = d\theta/dh \ (L^{-1}) \) denotes the first derivative of the WRF, also known as the soil water capacity function. Once all pores are filled with water, the soil is saturated and the volumetric water content is defined as \( \theta_s (L^3 \ L^{-3}) \). If the pore-size distribution is truncated up to the largest pore radius, hereafter referred to as \( R_{\text{max}} (L) \) and we assume that \( \theta (R_{\text{max}}) = \theta_s \), then

\[
\theta_s = \int_{0}^{R_{\text{max}}} p_d(r)dr. \tag{3}
\]

To describe the soil WRF we use the parametric relation of Brooks and Corey [1964], hereafter referred to as BC-WRF

\[
\theta(h) = (\theta_s - \theta_r)\left(\frac{h_b}{h}\right)^{\lambda} + \theta_r \text{ for } h < h_b, \tag{4a}
\]

\[
\theta(h) = \theta_s \text{ for } h_b \leq h \leq 0, \tag{4b}
\]

where \( \theta_r (L^3 \ L^{-3}) \) denotes the residual water content, \( h_b (L) \) the bubbling matric head, and \( \lambda \) (-) characterizes the shape of the WRF. In practice, \( h_b \) is associated with the largest pore radius \( (R_{\text{max}}) \) of the pore-size distribution since it defines the threshold at which the saturated soil starts draining and air replaces water into the void spaces. The parameter \( h_b \) is therefore also referred to as the air-entry value. For values of \( h \geq h_b \), the soil pores are completely filled with water, and the soil hydraulic conductivity can be considered approximately constant and equal to \( K_s \). If \( h < h_b \) the hydraulic conductivity decreases nonlinearly with soil water content. Note that the residual water content is difficult to measure in practice, and is often estimated from extrapolation of the WRF to the (very) dry range [Schelle et al., 2010]. For mathematical convenience, we assume that \( \theta_r = 0 \). This leaves us with three parameters, \( \theta_s \), \( h_b \), and \( \lambda \) that define the WRF.

2.2. Derivation of Predictive Model for \( K_s \) from Brooks and Corey’s WRF

If we mimic the soil as a bundle of \( N \) parallel nonintersecting capillary tubes with average (effective) radius \( r \), then the total discharge \( Q \) (i.e., the volumetric water flow rate) \( (L^3 \ T^{-1}) \) flowing through this ideal porous medium can be computed from Poiseuille’s law [Hillel, 1971]

\[
Q = N \frac{\pi r^4 \rho_w g}{8 \eta_w} J, \tag{5}
\]

where \( J (L \ T^{-1}) \) denotes the hydraulic gradient between the edges of the tubes, \( g (L \ T^{-2}) \) represents the gravitational acceleration, and \( \rho_w (M \ L^{-3}) \) and \( \eta_w (M \ L^{-1} \ T^{-1}) \) signify the density and dynamic viscosity of the fluid (water), respectively.

[11] The specific discharge, \( q (L \ T^{-1}) \) through our hypothetical soil is defined as the total discharge per unit bulk cross-sectional area, \( A \ (L^2) \), and is mathematically equivalent to

\[
q = \frac{Q}{A} = \frac{N \pi r^4 \rho_w g}{8 \eta_w} J = \varepsilon \frac{r^2 \rho_w g}{8 \eta_w} J, \tag{6}
\]

where \( \varepsilon = N \pi r^2 /A (L^2 \ L^{-2}) \) denotes the areal porosity. The assumption of a single effective pore radius for all \( N \) tubes is rather unrealistic. We therefore relax this assumption and assume that our hypothetical porous medium is made up of a bundle of nonintersecting straight cylindrical pores of length \( L_e \), but with varying pore radii. If \( \varepsilon_{Aj} \) represents the relative areal porosity of each pore-size class \( i \), we can estimate the specific discharge as follows
\[ q = \frac{\rho_w g}{8 \eta_w} \sum_{i=1}^{N_{ps}} \varepsilon_i r_i^2, \quad (7) \]

where \( N_{ps} \) signifies the total number of pore-size classes between 0 and \( R_{\text{max}} \). If all pores are filled with water and contribute to flow, then this will lead to the specific discharge at full saturation.

[12] The fraction of water-filled pores, \( \sum \varepsilon_i \), can also be written in a more general continuous form by using equation (3). This leads to the following expression for the specific discharge

\[ q = \frac{\rho_w g}{8 \eta_w} \int_0^{R_{\text{max}}} \rho_d(r)r^2 \, dr, \quad (8a) \]

which is equivalent to

\[ q = \frac{\rho_w g}{8 \eta_w} \int_{-\infty}^{h_{\text{b}}} f'(h) \left( \frac{0.149}{h} \right)^2 \, dh, \quad (8b) \]

with \( r \approx 0.149/|h| \) at 20°C if expressing \( r \) in units of cm.

[13] A closer inspection of equation (8b) reveals that the specific discharge is quadratically proportional to the pore radius. Indeed, \( q \) will be influenced mostly by the largest pores that are predominantly generated by the aggregation and arrangement of the primary soil particles [Durner, 1994]. If we assume saturated conditions, then we can also use Darcy’s Law to calculate the average water flux emanating from the soil sample

\[ \bar{q} = K_s \bar{J}, \quad (9) \]

where \( \bar{J} \) denotes the actual hydraulic gradient between the top and bottom of the porous medium. This macroscopic flux depends not only on the distribution of pore sizes (textural effect) and on the arrangement of the solid particles (structural effect), but also on the pore geometry and characteristics (tortuosity and connectivity effect) and on the physical properties of the fluid (viscosity and density effect) [Corey, 1994; Dullien, 1975; Whalley et al., 2012]. The macroscopic water flux, \( \bar{q} \) in equation (9) will therefore deviate from the specific discharge, \( q \), computed in equation (8b). To reconcile these differences, Carman [1956] proposed to pragmatically adjust the modeled specific discharge using

\[ q = \bar{q} \left( \frac{L_o}{L_a} \right). \quad (10) \]

where \( L_o \) denotes the length of the tortuous path followed by the water particles under the actual hydraulic gradient, \( \bar{J} \). If we now insert equation (10) into equation (8a), solve for \( \bar{q} \) and subsequently combine this equation with equation (9), we yield the following expression for the saturated hydraulic conductivity, \( K_s \)

\[ K_s \bar{J} = \frac{\rho_w g}{8 \eta_w} \int_0^{R_{\text{max}}} \rho_d(r)r^2 \, dr, \quad (11) \]

[14] Friction losses are generally larger in and among the tortuous tubes. It is therefore reasonable to pose

\[ \bar{J} = \bar{J} \left( \frac{L_o}{L_a} \right), \quad (12) \]

which results in the following relation

\[ K_s \bar{J} \left( \frac{L_o}{L_a} \right) = \frac{\rho_w g}{8 \eta_w} \int_0^{R_{\text{max}}} \rho_d(r)r^2 \, dr, \quad (13) \]

in which we have assumed that \( K_s \equiv K(R_{\text{max}}) \). This equation is equivalent to (see equations (8a) and (8b))

\[ K_s = \frac{\rho_w g}{8 \eta_w} \tau \int_{-\infty}^{h_{\text{b}}} f'(h) \left( \frac{0.149}{h} \right)^2 \, dh, \quad (14) \]

where \( \tau = (L_o/L_a)^2 \) represents an empirical parameter \((0 < \tau < 1)\), commonly referred to as the macroscopic tortuosity-connectivity factor [Carman, 1956; Bear, 1972; Vervoort and Cattle, 2003].

[15] If we assume water at a temperature of 20°C, and thus \( \rho_w = 0.998 \) g cm\(^{-3}\), \( h \) in units of cm, \( \eta_w = 0.0102 \) g cm\(^{-1}\) s\(^{-1}\), and \( g = 980.66 \) cm s\(^{-2}\), equation (14) can be written as follows

\[ K_s = 4.315 \cdot 10^7 \tau \int_{-\infty}^{h_{\text{b}}} f'(h) \left( \frac{0.149}{h} \right)^2 \, dh = 9.579 \]

\[ \cdot 10^5 \tau \int_{-\infty}^{h_{\text{b}}} f'(h) \left( \frac{1}{h^2} \right) \, dh, \quad (15) \]

with \( K_s \) in cm h\(^{-1}\).

[16] The first derivative, \( f'(h) \) of the BC-WRF is computed analytically from equation (4a) for \( h < h_{\text{b}} \)

\[ f'(h) = \frac{d\theta}{dh} = -\lambda \theta h_{\text{b}} h^{(\lambda - 1)} = -\theta \lambda \left( \frac{h_{\text{b}}^\lambda}{h^\lambda} \right)^{(\lambda - 1)}. \quad (16) \]

[17] By combining equations (15) and (16), the saturated hydraulic conductivity, \( K_s \) (cm h\(^{-1}\)) can now be calculated from the BC-WRF parameters

\[ K_s = -9.579 \cdot 10^5 \tau \lambda \theta h_{\text{b}} \int_{-\infty}^{h_{\text{b}}} h^{-(\lambda + 1)} \left( \frac{1}{h^2} \right) \, dh, \quad (17) \]

\[ = -9.579 \cdot 10^5 \tau \lambda \theta h_{\text{b}} \int_{-\infty}^{h_{\text{b}}} h^{-(\lambda + 3)} \, dh, \]

which after integration

\[ K_s = -9.579 \cdot 10^5 \tau \lambda \theta h_{\text{b}} \left[ -\frac{h^{-(\lambda - 2)} h_{\text{b}}^{\lambda + 2}}{\lambda + 2} \right]_{-\infty}^{h_{\text{b}}}, \quad (18) \]

\[ = 9.579 \cdot 10^5 \tau \lambda \theta h_{\text{b}} \left[ \frac{1}{h^{1 + \lambda/2}} \right]_{-\infty}^{h_{\text{b}}}. \]
and rearranging leads to the following closed-form relation

\[ K_s = 9.579 \cdot 10^3 \frac{\lambda \theta_s}{\theta_s + 2 \frac{h_b}{\lambda}} \]

with \( h_b \) in cm. This equation will be referred to as Model-Nasta, Vrugt, Romano (Model-NVR) in the remainder of this paper and the calculated \( K_s \) values will be denoted with \( K_{s,NVR} \).

2.3. Description of Two Other Existing Models to Predict \( K_s \)

[18] To demonstrate the advantages of the proposed model we compare the predictions of \( K_{s,NVR} \) derived with Model-NVR against those derived with the closed-form equations of Guarracino [2007] and Mishra and Parker [1990].

[19] These two alternative models both rely on the WRF proposed by van Genuchten [1980],

\[ \theta(h) = \theta_s + (\theta_r - \theta_s)[1 + (\alpha h)^{1/m}]^{-m}, \]

where \( \alpha \) (cm\(^{-1}\)), \( m \) (-), and \( n \) (-) are three shape parameters whose values need to be derived from calibration against the measured retention data. The value of \( m \) is typically derived through the common relationship, \( m = 1 - 1/n \) [Mualem, 1976].

[20] Guarracino [2007] estimates the saturated hydraulic conductivity, \( K_{s,G} \) (cm h\(^{-1}\)) from the pore-size distribution using a fractal law distribution which is truncated between a minimum and a maximum pore radius. This simple model, hereafter referred to as Model-G, uses the following closed form equation

\[ K_{s,G} = 1.74 \cdot 10^2 \frac{2 - D}{D} \theta_s \alpha^2, \]

with fractal dimension, \( D \) (-) originally set to 1.996, but considered a calibration parameter in the present analysis. This model uses only two parameters of the van Genuchten-water retention function (VG-WRF), \( \alpha \) and \( \theta_s \), and assumes the inverse of the air entry value, \( \alpha^{-1} \) to identify the bubbling matric head, \( h_b \).

[21] Mishra and Parker [1990] proposed the following parametric relationship, hereafter referred to as Model-MP, to estimate \( K_{s,MP} \) (cm h\(^{-1}\)) from the VG-WRF parameters \( \alpha \) and \( \theta_s \)

\[ K_{s,MP} = 3.89 \cdot 10^2 \frac{\theta_s}{\tau_{MP}} \theta_s^{3/2} \alpha^2, \]

with tortuosity factor, \( \tau_{MP} \) (-) originally set at 2.5 [Corey, 1979] and considered constant.

[22] Table 1 summarizes the WRF and calibration parameters used in each of the three predictive models. In all our calculations, we assume that \( \theta_r = 0 \).

3. Soil Databases

[23] To evaluate the three predictive \( K_s \) models, we use 62 soil samples from the Grenoble soil catalog GRIZZLY [Haverkamp et al., 1997; Haverkamp et al., 2005] and 197 soil samples from the HYPRES database [Wösten et al., 1999; Lilly et al., 2008]. Data consist of soil bulk density, \( \rho_b \) (g cm\(^{-3}\)), texture classes (% clay, silt and sand), saturated water content, \( \theta_s \) (cm\(^3\) cm\(^{-3}\)), water retention data, \( \theta(h) \) and saturated hydraulic conductivity \( K_{s,obs} \) (cm h\(^{-1}\)).

[24] The U.S. department of agriculture texture distribution for the different soil samples is presented in Figure 1. All, but two texture classes (silty and sandy-clay) are represented. Quite conveniently, the GRIZZLY database includes estimates of the BC-WRF parameters, \( h_b \) (cm) and \( \lambda \) (-) and VG-WRF parameters, \( \alpha \) (cm\(^{-1}\)), \( n \) (-), and \( m \) (-). For HYPRES the BC-WRF (equation (4)) and VG-WRF (equation (20)) parameters were derived by nonlinear optimization in MATLAB (the MathWorks, Inc.) [Coleman and Li, 1996]. Summary statistics of the soil properties and hydraulic parameters of both databases are reported in Table 2. The soil characteristics of both databases are quite similar, with the exception of \( K_s \) that differs considerably.

4. Results

4.1. Case Study I: The GRIZZLY Database

[25] Each of the three models considered herein contains a single empirical parameter, \( \delta \in \{\tau, D, \tau_{MP}\} \) that requires calibration against measured \( K_s \) data (\( K_{s,obs} \)). We use the MATLAB Optimization Toolbox (The MathWorks, Inc.) [Coleman and Li, 1996], and calibrate each model by minimizing the sum of squared error (SSE) between (log10 transformed) observed, \( K_{s,obs} \) and predicted, \( K_{s,pred} \) saturated hydraulic conductivity values

\[ \text{SSE}(\delta) = \sum_{i=1}^{N_s} \left( \log_{10} K_{s,obs}^i - \log_{10} K_{s,pred}(\delta)^i \right)^2, \]

using the \( N_s = 62 \) samples of the GRIZZLY database.

Table 3 lists the optimized values of the empirical parameters of Model-NVR, G, and MP, respectively, and their corresponding SSE values. Note that the optimal values of Model-G and Model-MP are comparable to their original (default) values of \( D = 1.996 \) and \( \tau_{MP} = 2.5 \), respectively.

[27] We now evaluate the predictive capabilities of each individual model. The results are displayed in the left column of Figure 2 which shows a comparison between the observed and estimated \( K_s \) values for Model-NVR (Figures 2a and 2b), Model-G (Figures 2c and 2d) and Model-MP (Figures 2e and 2f). For convenience, the hydraulic conductivity values are plotted on a log-log scale (base-10) and the 1:1 line is graphically summarized (dashed line). The right column of Figure 2 plots histograms of the log10 transformed residuals.
The left subplots in Figure 2 illustrate that the predictions of the proposed Model-NVR cluster most closely around the 1:1 line with 90% confidence intervals derived from a Student’s t distribution (with \( t = 1.671 \) for \( 62 - 1 = 61 \) degrees of freedom) that appear most tight. Model-MP exhibits the poorest performance, with the largest scatter and spread from all the three considered models. For all the three models the residuals are approximately Gaussian (according to the \( \chi^2 \) test) and thus log-normally distributed. Model-G and Model-MP exhibit somewhat larger residuals than Model-NVR. Altogether, the results presented in Figure 2 thus favor the proposed Model-NVR for predicting the saturated hydraulic conductivity of the samples in the GRIZZLY database.

The performance of the three models has also been quantified using simple summary statistics of the data fit. Table 3 lists the root mean square error (RMSE), the coefficient of determination (R\(^2\)), Akaike information criterion (AIC) and Bayes information criterion (BIC). All of the three models demonstrate a relatively good agreement between the predicted and observed \( K_s \) values with RMSE values that are smaller than 1 order of magnitude. Model-NVR exhibits the best performance with the lowest RMSE values, the highest R\(^2\) and the smallest average spread of the 90% confidence limits. The AIC and BIC can be used to decide which of the three models is most favored given the available data. These two measures are defined through the following information criterion

\[
l_i = -2\ln(L_{\text{max},i}) + \xi(p_i),
\]

where \( L_{\text{max}} \) (\( L^2 \)) is the (maximum) likelihood of model \( i \) and \( \xi(p_i) \) represents a penalty term that penalizes for the number of parameters, \( p \) [Diks and Frugt, 2010]. Indeed, the AIC and BIC diagnostics trade off quality of fit against model complexity. If the residuals are Gaussian distributed (see Figure 2), the value of \( L_{\text{max}} \) can be computed from the SSE using

\[
-2\ln L_{\text{max}} = N_s \ln \left( \frac{\text{SSE}}{N_s - 1} \right) + N_s. \tag{25}
\]

The penalty term for AIC is \( 2p \) and for BIC this term is given by \( p \ln(N_s) \). The model with the lowest values for AIC and/or BIC is most supported by the available data. Note that AIC and BIC typically use the number of “calibration” parameters as measure of model complexity (penalty term). Each model used herein contains one empirical calibration parameter, and thus we can resort to metrics such as the RMSE and SSE to decide which model is statistically preferred. Yet we purposely

### Table 2. Descriptive Statistics of the 62 Soil Samples of the GRIZZLY Database and 197 Samples of the HYPRES Database

<table>
<thead>
<tr>
<th>Variables</th>
<th>Units</th>
<th>GRIZZLY</th>
<th></th>
<th>HYPRES</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_b )</td>
<td>g cm(^{-3})</td>
<td>1.35</td>
<td>0.33</td>
<td>0.97</td>
<td>1.91</td>
</tr>
<tr>
<td>Clay</td>
<td>%</td>
<td>25.4</td>
<td>27.5</td>
<td>0</td>
<td>81.6</td>
</tr>
<tr>
<td>Silt</td>
<td>%</td>
<td>28.6</td>
<td>17.2</td>
<td>0</td>
<td>55.1</td>
</tr>
<tr>
<td>Sand</td>
<td>%</td>
<td>45.9</td>
<td>36.5</td>
<td>0.3</td>
<td>100.0</td>
</tr>
<tr>
<td>( \theta_e )</td>
<td>cm(^3) cm(^{-3})</td>
<td>0.43</td>
<td>0.077</td>
<td>0.27</td>
<td>0.61</td>
</tr>
<tr>
<td>log(_{10} K_r )</td>
<td>cm h(^{-1})</td>
<td>−0.72</td>
<td>1.21</td>
<td>−3.23</td>
<td>1.83</td>
</tr>
<tr>
<td>log(_{10} h_b )</td>
<td>cm</td>
<td>1.74</td>
<td>0.30</td>
<td>1.00</td>
<td>2.46</td>
</tr>
<tr>
<td>( \lambda )</td>
<td></td>
<td>0.43</td>
<td>0.53</td>
<td>0.06</td>
<td>2.59</td>
</tr>
<tr>
<td>log(_{10} \alpha )</td>
<td>cm(^{-1})</td>
<td>−1.89</td>
<td>0.35</td>
<td>−2.65</td>
<td>−1.17</td>
</tr>
<tr>
<td>( n )</td>
<td></td>
<td>1.62</td>
<td>0.91</td>
<td>1.08</td>
<td>5.54</td>
</tr>
<tr>
<td>( m )</td>
<td></td>
<td>0.27</td>
<td>0.21</td>
<td>0.072</td>
<td>0.82</td>
</tr>
</tbody>
</table>
use the AIC and BIC to explicitly recognize differences in the number of input (WRF) parameters.

Both the AIC and BIC listed in Table 3 indicate that Model-NVR is preferred over Model-G and Model-MP. In other words, the prediction of $K_s$ is significantly improved by adding information about the pore-size distribution through the BC-WRF parameter $\lambda$.

4.2. Case Study II: The HYPRES Database

To test the predictive performance of each of the three models we now use the HYPRES data set using the calibrated empirical parameters listed in Table 3. We graphically summarize the results in Figure 3 using a similar format as used previously in Figure 2. The left column compares measured and predicted hydraulic conductivities for each of the three considered parametric models, whereas the right column plots histograms of the associated error residuals.

The scatter plots at the left hand side demonstrate that the observed $K_s$ values of the HYPRES samples are substantially higher than those measured previously for the GRIZZLY samples (Table 2). This difference does not seem to affect the performance of the proposed Model-NVR. The RMSE of this model (0.78) is almost identical to its counterpart of 0.76 derived for the GRIZZLY database. This performance is significantly better than that of Model-G and Model-MP which exhibit RMSE values of 1.21 and 1.24, respectively.

The predictions of Model-NVR group closely around the 1:1 line with 90% confidence intervals derived from Student’s $t$ distribution (with $t = 1.645$ for 197 degrees of freedom).

### Table 3. Calibrated Values of the Empirical Parameters ($\tau$, $D$, and $\tau_{MP}$) for Each of the Three Different Models (NVR, G, MP) Using the Samples From the GRIZZLY Data Set

<table>
<thead>
<tr>
<th>Empirical parameter</th>
<th>Model-NVR</th>
<th>Model-G</th>
<th>Model-MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>0.0138</td>
<td>0.63</td>
<td>0.993</td>
</tr>
<tr>
<td>$D$</td>
<td>1.9943</td>
<td>0.50</td>
<td>0.33</td>
</tr>
<tr>
<td>$\tau_{MP}$</td>
<td>39.09</td>
<td>39.09</td>
<td>39.09</td>
</tr>
<tr>
<td>SSE</td>
<td>35.54</td>
<td>47.41</td>
<td>60.67</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.76</td>
<td>0.88</td>
<td>0.99</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.50</td>
<td>0.50</td>
<td>0.33</td>
</tr>
<tr>
<td>AIC</td>
<td>34.5</td>
<td>50.4</td>
<td>65.7</td>
</tr>
<tr>
<td>BIC</td>
<td>40.9</td>
<td>54.6</td>
<td>69.9</td>
</tr>
</tbody>
</table>

*Model fit is expressed by the sum of squared error (SSE), the root mean square error (RMSE), the coefficient of determination ($R^2$), Akaike’s information criterion (AIC) and Bayes information criterion (BIC).*

![Figure 2. GRIZZLY database: Comparison between observed and predicted $K_s$ values. Left column – Two-dimensional scatter plots of observed and predicted saturated hydraulic conductivities for models, (a) NVR, (c) G, and (e) MP. For convenience, we also include the 1:1 line (dashed line) and 90% confidence limits (dotted lines). Right column: Histograms of the corresponding residuals of the (b) NVR, (d) G, and (f) MP models.](image)

![Figure 3. HYPRES database: Comparison between observed and predicted $K_s$ values. Left column – Two-dimensional scatter plots of observed and predicted saturated hydraulic conductivities for models, (a) NVR, (c) G, and (e) MP. The 1:1 line (dashed line) and 90% confidence limits (dotted lines) are conveniently included. Right column: Histograms of the corresponding residuals of the (b) NVR, (d) G, and (f) MP models.](image)
degrees of freedom) which are substantially smaller than those derived with the other two models. Moreover, the histograms of the (log)-residuals computed with Model-NVR center around zero, whereas a significant bias is observed for the other two models. Altogether these results demonstrate an improved ability of Model NVR to predict the measured $K_s$ values.

[35] This conclusion is further supported by the summary diagnostics of the model fits listed in Table 4. Note, however that all of the three models exhibit a relatively low coefficient of determination ($R^2$). This highlights that “single-average” calibrated values of the empirical parameters cannot fully capture the observed variation. The AIC and BIC criteria once again indicate that the exploitation of all WRF parameters ($\theta_b$, $h_b$, and $\lambda$) in the proposed Model-NVR has desirable statistical advantages. The fit to the observed $K_s$ data is significantly enhanced and the prediction uncertainty reduced.

### 4. Conclusion

[36] When direct measurement of the saturated hydraulic conductivity is not affordable, it is necessary to use an alternative approach that predicts the $K_s$ values from available soil hydraulic properties. In this paper we introduced a simple but robust closed-form parametric relation that predicts the saturated hydraulic conductivity from the BC water retention parameters. The proposed model not only significantly improves the prediction of the saturated hydraulic conductivity, but the associated confidence intervals are also considerably smaller. We posit that further improvements are possible, if the procedure for the calibration of $\tau$ is further refined.

### Notation

- $A$: Bulk cross-sectional area of the soil, $L^2$
- $D$: Fractal dimension in Model-G
- $f(h)$: Water capacity function, $L^{-1}$
- $g$: Gravitational acceleration, $L T^{-2}$
- $h$: Matric suction head, $L$
- $h_b$: Bubbling matric head of the BC-WRF, $L$
- $I$: Information criterion
- $J$: Fractal dimension in Model-G
- $K$: Hydraulic conductivity, $L T^{-1}$
- $K_s$: Saturated hydraulic conductivity, $L T^{-1}$
- $L_s$: Straight length of the bundle of cylindrical pores, $L$
- $L_a$: Actual length of the bundle of cylindrical pores, $L$
- $L_{\text{max}}$: Maximum likelihood, $L^2 T$
- $m$: Shape parameter of the VG-WRF
- $N$: Number of capillary pores
- $N_s$: Number of samples
- $N_{ps}$: Number of pore-size classes
- $n$: Shape parameter of the VG-WRF
- $p$: Number of parameters
- $p_d(\tau)$: Probability distribution function of pores, $L^{-1}$
- $Q$: Volumetric flow rate, $L^3 T^{-1}$
- $q$: Specific discharge, $L T^{-1}$
- $r$: Pore radius, $L$
- $R_{\max}$: Maximum pore radius, $L$
- $\alpha$: Shape parameter of the VG-WRF, $L^{-1}$
- $\varepsilon_A$: Soil areal porosity, $L^2 L^{-2}$
- $\eta_w$: Dynamic viscosity of water, $ML^{-1} T^{-1}$
- $\lambda$: Pore-size distribution index of the BC-WRF
- $\rho_w$: Water density, $ML^{-3}$
- $\tau$: Macroscopic tortuosity-connectivity in Model-NVR
- $\tau_{\text{MP}}$: Tortuosity in the Model-MP
- $\xi$: Penalty term in the information criterion
- $\theta$: Soil water content, $L^3 L^{-3}$
- $\theta_r$: Residual water content, $L^3 L^{-3}$
- $\theta_s$: Saturated water content, $L^3 L^{-3}$
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