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Abstract

Uncertainty about the appropriate choice among nested models is a concern for optimal policy when policy prescriptions from those models differ. The standard procedure is to specify a prior over the parameter space ignoring the special status of sub-models, e.g., those resulting from zero restrictions. Following Sims (2008), we treat nested sub-models as “probability models” and we formalize a procedure that ensures that sub-models are not discarded too easily and do matter for optimal policy. For the United States, we find that optimal policy based on our procedure leads to substantial welfare gains compared to the standard procedure.
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1 Introduction

The empirical evaluation of monetary Dynamic Stochastic General Equilibrium (DSGE) models employing Bayesian methods (Castelnuovo, 2012; Smets and Wouters, 2003, 2007) has made substantial progress. Policymakers nowadays correspondingly employ estimated DSGE models, including various features and frictions, in their policy analysis. However, a central concern for policy makers is the uncertainty about the correct model which has led to the practice of using several models at the same time. The latter practice has encouraged research to find policy recommendations that perform well over a set of distinct models.

Correspondingly, model uncertainty in non-nested models has been extensively studied in the literature (see e.g. Levin and Williams, 2003; Levin, Wieland, and Williams, 2003; Kuester and Wieland, 2010). For the U.S., Levin and Williams (2003) and Levin, Wieland, and Williams (2003) study optimal policies in case of competing reference models. For the Euro area, Kuester and Wieland (2010) compare the performance of worst-case or minimax policy versus Bayesian policies over a range of different models. It is well understood that optimal policies between different models can be conflicting. Little attention however has been given to the uncertainty nested within a given model that results from the inclusion of various features and frictions.

In this paper, we seek to make two contributions. We document quantitatively that uncertainty about nested models is an important issue for policymakers in practice. Furthermore, we propose a procedure to guard against uncertainty about the appropriate choice of nested models. The procedure follows the spirit of Sims (2008) who argues that accounting for uncertainty in nested models requires a policymaker who treats nested sub-models as “probability models”. Probability models are models that characterize the uncertainty incorporated in them, i.e., the probability that the models indeed generated a given set of time series (model uncertainty) and the corresponding probability distribution of the structural parameters (parameter uncertainty). A policymaker should take into account both types of uncertainty when choosing an optimal course of action. This is exactly the approach we formalize in this paper.

Starting with a baseline model, we subsequently estimate a set of competing and nested models including one model that comprises all features and frictions. This information puts us into a position to separately evaluate the gain in explanatory power of each extension. We compare two approaches to compute optimal simple rules under model uncertainty. The first approach computes optimal policy in the model that nests all features and frictions and ignores
the set of nested models. As a methodological contribution, we propose a second approach that
takes into account the whole set of nested models. The approach computes optimal policies over
the set of nested models by weighting each model by its posterior probability. By weighting over
the set of models, the policymaker can construct reasonable extensions of the baseline model
and thereby insure against the pitfalls of only employing one potentially misspecified model.

In our application, we ask whether there is a quantitatively important welfare difference
between the two approaches to model uncertainty for monetary policy in the United States as
one example. To answer this question, we employ U.S. data and choose as a baseline model one
of the most popular models employed in monetary policy: a standard cashless New Keynesian
economy with staggered price-setting (Woodford, 2003a). As examples of uncertainty linked to
the choice between nested models, we subsequently allow for more lags in endogenous variables
(indexation and habit formation).

The baseline model and these extensions resemble a situation in which the main focus of
the policymaker is on the trade-off between stabilizing fluctuations in inflation and output gap
measures. In the course of the financial crisis, the stock of the monetary aggregate M1 increased
from 1,375 Billions U.S. Dollars at the end of 2007 to 2,629 Billions Dollars at the end of 2013.
As displayed in Figure 1, the increase was substantially higher than the increase in real GDP
and the M1 velocity of income dropped by 40 percent. These changes renewed interest in
the role of money for monetary policy. As an additional extension of the baseline model, we
therefore consider an explicit transaction role of money captured by a money-in-utility-function
specification. While the predominant principle of optimal policy in cashless models is price
stability, a demand for money introduces a conflicting policy aim, namely the stabilization of
the nominal interest rate.

We compare the welfare implications of our approach with the welfare implications of policy
derived from a model that nests all these features. In this environment, we find that our
procedure leads to welfare gains of approximately 36 per cent compared to the optimal policy
derived in a model that nests all features and frictions. We conclude that uncertainty over the
choice of nested models is a quantitatively important concern for a policymaker especially in
the light of the recent events.

The issue of model uncertainty in estimated DSGE models has been addressed before. Levin,
Onatski, Williams, and Williams (2005) estimate a medium-scale New Keynesian Model with
staggered price setting using U.S. data and determine the optimal monetary policy in that
Figure 1: Money stock M1 and income velocity of M1 ($PY/M1$) for the United States.

model under parameter uncertainty. Using data for the United Kingdom, Cogley, De Paoli, Matthes, Nikolov, and Yates (2011) compute an optimal Taylor rule that performs best over a range of models. For the Euro area, Levine, McAdam, and Pearlman (2012) analyze the role of uncertainty about the degree of indexation in wages and prices for the determination of optimal interest-rate rules.

The remainder of the paper is organized as follows. In the next section, we introduce our approach to analyze the optimal conduct of policy under model uncertainty. In Section 3, we describe the baseline model and its extensions. In Section 4, we present our estimation results and its consequences for optimal monetary policy. The last section concludes.

2 Analyzing optimal policy under model uncertainty

In this section, we start with a short description of our general setup and then we present two approaches to cope with model uncertainty in nested models. In the remainder of this section, we describe the training sample method for model comparison and how we assess policy performance under model uncertainty. The first approach to model uncertainty is set to represent the standard practice: without paying special attention to the set of sub-models,
the policymaker determines optimal policy by maximizing households’ utility within one single model that nests all features and frictions. The second approach takes uncertainty about the appropriate choice of nested models into account and weights over the set of nested models to derive optimal policy prescriptions.

2.1 General setup

Consider a system of linear equations that represent log-linear approximations to the non-linear equilibrium conditions under rational expectations around a deterministic steady state of a particular Model $i$. Let $x_t$ be the vector of state variables, $z_t$ the vector of structural shocks and $y_t$ the vector of observable variables. Furthermore, let $\Theta_i$ denote the random vector of deep parameters and $\theta_i$ a particular realization from the joint posterior distribution in Model $i$. Policy influences the equilibrium outcome through simple feedback rules. The link between the set of policy instruments as a subset of $x$ is characterized by the vector of constant policy coefficients $\phi$, i.e. by definition we consider steady state invariant policies. The state space form of the solution of model $i$ is given by:

$$\hat{x}_t = T(\theta_i, \phi)\hat{x}_{t-1} + R(\theta_i, \phi)z_t$$

(1)

$$\hat{y}_t = G\hat{x}_t,$$

(2)

where $T(\theta_i, \phi)$ and $R(\theta_i, \phi)$ are matrices one obtains after solving a DSGE model with standard solution techniques. The matrix $G$ is a picking matrix that equates observable and state variables.

We assess the performance of a particular policy $\phi$ by its effects on households’ unconditional expected utility, i.e. before any uncertainty has been resolved. In Model $i$ and for a particular realization $\theta_i$, this unconditional expectation up to second order is represented by:

$$\mathbb{E}\sum_{t=t_0}^{\infty} \beta^t U(x_t, \theta_i) \approx \frac{U(\hat{x}, \theta_i)}{1 - \beta} - \mathbb{E}\sum_{t=t_0}^{\infty} \beta^t A(\theta_i)\hat{x}_t\hat{x}_t' = \frac{U(\hat{x}, \theta_i)}{1 - \beta} - \frac{L(\theta_i, \hat{x})}{1 - \beta}.$$ 

(3)

This approximation decomposes households’ utility in two parts. The first part is utility in the steady state, and the second part comprises welfare-reducing fluctuations around the long-run.

---

1 A steady state-invariant policy is a policy which affects the dynamic evolution of the endogenous variables around a steady state, but not the steady state itself.

2 $\hat{x}_i$ denotes the percentage deviation of the generic variable $x_i$ from a deterministic steady state $x$ chosen as approximation point.
equilibrium. We assume that the policymaker can credibly commit to a policy rule $\phi$: when a policymaker decides to follow a certain policy rule $\phi$ once and forever, agents believe indeed that the policymaker will. Given a particular value $\theta_i$, the optimal steady state invariant policy $\phi_i^*(\theta_i)$ maximizes (3) by minimizing short-run fluctuations captured in $L(\theta_i, \hat{x})$. Since the specification of households’ preferences is independent of policy choices, the policymaker can only indirectly influence households’ loss by shaping the equilibrium dynamics of the endogenous variables $\hat{x}$ as defined by (1).

2.2 Two approaches to model uncertainty

We now turn to the optimal conduct of policy if the policymaker faces uncertainty about the economic environment. We consider two approaches to cope with this uncertainty.

Specifying a marginal prior distribution with a positive unique mode for each parameter, the first approach is to develop and estimate one single model that nests all features and frictions and employ the model in determining optimal policy. This is based on the idea that by capturing many aspects of the economy in one single model, policy prescriptions derived from this model should guard against the risks of an uncertain economic environment. Thus, the only source of uncertainty for the policymaker is uncertainty about the structural parameters of the model. We refer to this approach as the complete-model approach.

The second approach is motivated by Sims (2008). The approach starts with a stylized baseline model and then treats each extension by an additional feature or friction as a distinct and competing model. By averaging across models, this approach allows us to take not only parameter uncertainty into account but also uncertainty about model specification. In the following we refer to this approach as the model-averaging approach.

When pursuing the first approach to deal with model uncertainty, the relevant uncertainty that a policymaker faces when she makes her decision about $\phi$ is given by the joint posterior distribution in the model that nests all features and frictions. We denote this ‘complete’ model by Model $c$ and the corresponding posterior distribution of its structural parameters by $p_{M_c}(\theta_c | Y)$, where $Y$ is the set of time series used in the estimation. The optimal policy ($\phi^*_c$) is defined by:
\[ \phi^*_c = \arg \min_{\phi} E_{\Theta_c} L(\theta_c, \hat{x}) \]  
\[
\text{s.t. } \hat{x}_t = T(\theta_c, \phi)\hat{x}_{t-1} + R(\theta_c, \phi)z_t, \quad \forall \theta_c,
\]

where \( E_{\Theta_c} L(\theta_c, \hat{x}) \) is the expected loss when the structural parameters are a random vector and the expectation is taken with respect to the posterior distribution in Model \( c \). Due to parameter uncertainty, the policymaker has to average the loss over all possible realizations of \( \Theta_c \) to find the optimal vector of constant policy coefficients in Model \( c \), \( \phi^*_c \).

The second approach explicitly addresses specification uncertainty and averages over different models. We separately estimate a discrete set of nested models \( M = \{M_1, ..., M_c\} \), where \( M_1 \) denotes the baseline model, \( M_c \) the complete model and \( (c-2) \) possible one-feature extensions of the baseline model. Employing the same data and prior specification of shocks and common parameters, we calculate marginal data densities \( p_{M_i}(Y) = E[p_{M_i}(Y|\theta_i)] \), where \( p_{M_i}(Y|\theta_i) \) denotes the data likelihood and the expectation is taken with respect to the prior distribution of the structural parameters in Model \( i \), \( p_{M_i}(\theta_i) \).

Thus, the marginal likelihood (and the resulting posterior probability) of a model depends on its prior distribution. Since each Model \( i \) has a unique set of parameters the joint prior distribution differs across models. To take this into account and to adjust the marginal likelihoods, we follow the suggestion of Sims (2003) and use a training sample which is in more detail described in the next Subsection 2.3.

The optimal policy for the model-averaging approach (\( \phi^*_n \)) is defined by

\[ \phi^*_n = \arg \min_{\phi} E_{M} L(\theta, \hat{x}) \]  
\[
\text{s.t. } \hat{x}_t = T(\theta, \phi)\hat{x}_{t-1} + R(\theta, \phi)z_t, \quad \forall \theta, \quad i = 1, ..., n,
\]

where the expectation operator averages not only across parameters using the posterior distribution in a given model but also across models using their posterior model probabilities.

The model-averaging approach assigns positive prior probability to zero restrictions on parameters that have low or even zero prior probability under the complete-model approach. Thus, the model-averaging approach can also be thought of as defining a bimodal prior distribution for the parameter that represents the additional feature or friction in the complete model. One
part of the distribution is centered around a positive mode of the parameter, and the other part is centered around zero as the second mode. The complete-model approach is a limiting case of the model-averaging approach; they are equivalent only if the complete model exhibits a posterior probability of unity.

2.3 The training sample method

The weight of each model is given by its marginal likelihood. The marginal likelihood of a model also depends on its prior distribution. To take this into account, we employ the training sample method suggested by Sims (2003). The training sample method divides the whole sample $Y_T$ into two subsamples: $Y_{T,1}$ and the training sample $Y_{T,0}$. Correspondingly, the product of the likelihood and the prior distribution of each model $p_{M_i}(Y_T|\theta_i)p_{M_i}(\theta_i)$, can be written as

$$p_{M_i}(Y_T|\theta_i)p_{M_i}(\theta_i) = p_{M_i}(Y_{T,1}|Y_{T,0}, \theta_i)p_{M_i}(Y_{T,0}|\theta_i)p_{M_i}(\theta_i).$$

We divide both sides by the marginal data density of the training sample:

$$p_{M_i}(Y_{T,0}) = \int_{\theta_i \in \Theta} p_{M_i}(Y_{T,0}|\theta_i)p_{M_i}(\theta_i)d\theta_i,$$

(6)

and obtain

$$\frac{p_{M_i}(Y_T|\theta_i)p_{M_i}(\theta_i)}{p_{M_i}(Y_{T,0})} = p_{M_i}(Y_{T,1}|Y_{T,0}, \theta_i) \left[ \frac{p_{M_i}(Y_{T,0}|\theta_i)p_{M_i}(\theta_i)}{p_{M_i}(Y_{T,0})} \right].$$

The training sample method interprets the term $\left[ \frac{p_{M_i}(Y_{T,0}|\theta_i)p_{M_i}(\theta_i)}{p_{M_i}(Y_{T,0})} \right]$ as the prior distribution for the likelihood $p_{M_i}(Y_{T,1}|Y_{T,0}\theta_i)$. Note that

$$\int_{\theta_i \in \Theta} \left[ \frac{p_{M_i}(Y_{T,0}|\theta_i)p_{M_i}(\theta_i)}{p_{M_i}(Y_{T,0})} \right] d\theta = 1.$$  

(7)

According to (7), each model therefore exhibits the same prior probability after the training sample. Hence, applying the training sample method prevents the manipulation of the marginal data density of each model by choosing prior distributions. Consequently, the marginal data density of each model is not influenced by the fact that the prior distribution allocates different prior probabilities to different models. Instead, the resulting posterior probabilities of the models are only driven by the additional evidence provided by the data $Y_{T,1}$. In our analysis, we report the marginal data density of model $i$ corrected by the marginal data density of the
training sample. The corrected marginal data density is given by the following expression

$$ \tilde{p}_{M_i}(Y_{T,1}) = \frac{\int_{\theta_i \in \Theta_i} p_{M_i}(Y_T|\theta_i)p_{M_i}(\theta_i)d\theta_i}{p_{M_i}(Y_{T,0})} $$

(8)

The posterior probability of model $i$ is our key statistic to assess the explanatory power of each model. It is defined as the ratio of the (corrected) logged marginal data densities of the model over the sum of the logged marginal data densities of all models:

$$ \pi_{M_i} = \frac{\log(\tilde{p}_{M_i}(Y_{T,1}))}{\sum_{j=1}^{c} \log(\tilde{p}_{M_j}(Y_{T,1}))}. $$

(9)

2.4 Assessing policy performance within and across models

We compare the performance of the two approaches by computing the average costs of welfare relevant short-run fluctuations over all draws and models. This allows us to assess the pitfalls of employing only one model that nests all features and frictions in the policy analysis, i.e., focussing on parameter uncertainty in the complete model and thereby ignoring the issue of specification uncertainty about nested models. Throughout the paper, we express the resulting business cycle costs ($BC$) as the percentage loss in certainty (steady state) equivalent consumption. First, we compute the loss of a certain policy $\tilde{\phi}$ given a particular parameter vector $\tilde{\theta}$ in model $i$ to derive overall utility:

$$ U(c(\tilde{\theta}_i), x_{\not\in c}(\tilde{\theta}_i), \tilde{\theta}_i) - L(\tilde{\theta}_i, \tilde{\phi}), $$

where the first term is steady state utility and $x_{\not\in c}$ denotes the variables vector excluding consumption. In the next step, we express utility as reduction in certainty consumption equivalents by setting the latter expression equal to:

$$ U(c(\tilde{\theta}_i)(1 - BC), x_{\not\in c}(\tilde{\theta}_i), \tilde{\theta}_i) $$

and solve for $BC$ in percentage terms. Under parameter uncertainty this results in a distribution for $BC(\tilde{\theta}_i, \tilde{\phi})$ over $\Theta_i$. Taking the expectation of this expression yields a measure of the average losses in certainty consumption equivalents under a particular policy $\tilde{\phi}$. 
3 Economic environment

To demonstrate our main result, we create a set of distinct monetary models including one model that nests all features and frictions. Starting with a standard cashless new Keynesian economy as our baseline model (Woodford, 2003a), we subsequently introduce two additional features (indexation and habit formation) and a transaction friction (money in the utility function). While optimal policy in the baseline model and in the models that feature indexation and habit formation seeks to stabilize fluctuations in inflation and in the output gap, a transaction friction adds the stabilization of the nominal interest rate as an additional and conflicting policy aim. In this section, we describe the models, derive the equations characterizing the equilibrium and the relevant policy objectives as the unconditional expectation of households’ utility for each model.

3.1 The baseline economy: Model 1

Our baseline economy is a textbook cashless New Keynesian economy with representative households and Calvo (1983) staggered price setting as laid down in Woodford (2003a). The dynamics in the economy are described by an Euler equation and an aggregate supply curve:

\[ \sigma(E_t \hat{y}_{t+1} - E_t \hat{y}^n_{t+1}) = \sigma(\hat{y}_t - \hat{y}^n_t) + \hat{R}_t - E_t \hat{p}_{t+1} - \hat{R}^n_t \]  

\[ \hat{\pi}_t = \beta E_t \hat{\pi}_{t+1} + \kappa(\hat{y}_t - \hat{y}^n_t), \]

where \( \sigma = -u_{cc}y/(u_c) > 0, \) and \( \omega = v_l l/v_l > 0 \) are the coefficient of relative risk aversion and the inverse of the Frisch elasticity of labor supply in the deterministic steady state with zero inflation. Further, \( \kappa = (1 - \alpha)(1 - \alpha \beta)(\omega + \sigma)/\alpha, \) where \( \alpha > 0 \) is the Calvo parameter and \( 0 < \beta < 1 \) is the subjective discount factor of the representative household. Furthermore, \( \hat{k}_t \) denotes the percentage deviation of a generic variable \( k_t \) from its steady-state value \( k. \) The natural rates of output and interest, \( \hat{y}^n_t, \hat{R}^n_t, \) i.e the values for output and real interest under flexible prices, are given by the following expressions

\[ \hat{y}^n_t = (1 + \omega)\hat{\pi}_t + \sigma \hat{g}_t - \hat{\mu}_t, \quad \hat{R}^n_t = \sigma[(\hat{g}_t - \hat{y}^n_t) - E_t(\hat{y}_{t+1} - \hat{y}^n_{t+1})], \]

3 A detailed description can also be found in an accompanying working paper version.
where $\tilde{g}_t = (g_t - g)/y$ is a shock to government expenditures, $\hat{a}_t$ is a shock to the productivity of labor as the only production factor, and $\hat{\mu}_t$ denotes a wage-markup shock. The model is closed by a simple interest rate feedback rule:

$$\hat{R}_t = \phi_x \hat{\pi}_t + \phi_y \hat{y}_t + \hat{r}_t,$$

(12)

where $\hat{r}_t$ is a monetary policy shock. Other variables like for example real wages $\hat{w}_t$ can be determined residually by static relationships

$$\hat{w}_t = \hat{\mu}_t + \omega (\hat{y}_t - \hat{a}_t) - \hat{\lambda}_t,$$

where $\hat{\lambda}_t$ is the Lagrange multiplier associated with households’ budget constraint. In the baseline economy, the multiplier is given by $\sigma(\hat{y}_t - \tilde{g}_t)$. The general system (1) in the baseline model then is the fundamental locally stable and unique solution that satisfies (10)-(12) for a certain vector of constant policy coefficients $\phi = (\phi_x, \phi_y)$.

Our welfare measure is the unconditional expectation of representative households’ utility. Building on Woodford (2003a), a second-order approximation to the lifetime utility of households results in the following quadratic loss function (for a given realization $\theta_1$)\(^5\):

$$L(\theta_1, \hat{x}) = u_c y \zeta (\omega + \sigma) \{\text{var}(\hat{\pi}_t) + \lambda_d \text{var}(\hat{y}_t - \hat{y}_e)\},$$

(13)

where $\lambda_d = \kappa / \zeta$ with $\zeta$ as the elasticity of substitution between differentiated goods, and the efficient rate of output is given by

$$\hat{y}_e = \hat{y}_n + \hat{\mu}_t / (\omega + \sigma).$$

In the next subsection, we consider habit formation and indexation to past inflation as examples of missing lags in consumption and inflation.

\(^4\)In Appendix A.3.1, we also analyze optimal simple rules that respond to deviations of output from its level under flexible prices and the efficient level.

\(^5\)Throughout we assume that the steady state is rendered efficient by an appropriate setting of the sales tax rate.
3.2 Habit formation (Model 2) and indexation (Model 3)

One example of a missing lag in an endogenous variable is to allow for an internal habit (e.g., Boivin and Giannoni, 2006; Woodford, 2003a) in households’ consumption. The constituting equations for (1) are the policy rule (12) and the modified versions of the Euler equation and the New Keynesian Phillips curve:

\[
\varphi[d_t - \eta d_{t-1}] - \varphi \beta \eta E_t [d_{t+1} - \eta d_t] = E_t \hat{\pi}_{t+1} + \hat{R}_t - \hat{R}_t...
\]

\[
+ E_t \varphi[d_{t+1} - \eta d_t] - \varphi \beta \eta E_t [d_{t+2} - \eta d_{t+1}] \tag{14}
\]

\[
\hat{\pi}_t = \kappa_h \left( d_t - \delta^* d_{t-1} \right) - \beta \delta^* E_t (d_{t+1} - \delta^* d_t) + \beta E_t \hat{\pi}_{t+1}, \tag{15}
\]

where \( \eta \) denotes the habit parameter, \( d_t = \hat{y}_t - \hat{y}_n^\circ \), \( \kappa_h = \eta \varphi \kappa [\delta^*(\omega + \sigma)]^{-1} \), \( \varphi = \sigma/(1 - \eta \beta) \), and the natural rate of output follows\(^6\)

\[
[\omega + \varphi(1 + \beta \eta^2)] \hat{y}_t^n - \varphi \eta \hat{y}_{t-1}^n - \varphi \eta \beta E_t \hat{y}_{t+1}^n = \varphi(1 + \beta \eta^2) \hat{y}_t - \varphi \eta \hat{y}_{t-1} - \varphi \eta \beta E_t \hat{y}_{t+1} - \\
+ (1 + \omega) \hat{a}_t - \hat{\mu}_t.
\]

Approximating households’ utility to second order results in the following loss function:

\[
L(\theta_2, \widehat{x}) = \frac{1 - \beta \eta \varphi u^{h\circ} y^{h\circ} \zeta}{2 \kappa_h \delta^*} \{ \text{var}(\hat{\pi}_t) + \lambda_{d,h} \text{var}(\hat{y}_t - \hat{y}_t^c - \delta^*(\hat{y}_{t-1} - \hat{y}_{t-1}^c)) \}, \tag{16}
\]

where \( \lambda_{d,h} = \kappa_h / \zeta \) and the efficient rate of output is characterized by

\[
[\omega + \varphi(1 + \beta \eta^2)] \hat{y}_t^e - \varphi \eta \hat{y}_{t-1}^e - \varphi \eta \beta E_t \hat{y}_{t+1}^e = \varphi(1 + \beta \eta^2) \hat{y}_t - \varphi \eta \hat{y}_{t-1} - \varphi \eta \beta E_t \hat{y}_{t+1} - \\
+ (1 + \omega) \hat{a}_t.
\]

Like habit formation, the indexation of prices to past inflation induces the economy to evolve in a history-dependent way. We assume that the differentiated goods prices that are not reconsidered adjust according to \( \log P_t = \log P_{t-1} + \gamma \log \pi_{t-1} \) with \( 0 \leq \gamma \leq 1 \) as the degree of indexation.

With indexation, the economy is characterized by a modified aggregate supply curve

\[
\hat{\pi}_t - \gamma \hat{\pi}_{t-1} = \beta E_t (\hat{\pi}_{t+1} - \gamma \hat{\pi}_t) + \kappa (\hat{y}_t - \hat{y}_n^\circ), \tag{17}
\]

\(^6\)The parameter \( \delta^* \), \( 0 \leq \delta^* \leq \eta \), is the smaller root of the quadratic equation \( \eta \varphi (1 + \beta \delta^2) = [\omega + \varphi(1 + \beta \eta^2)] \delta \). This root is assigned to past values of the natural and efficient rate of output in their stationary solutions.
(10) and (12). The corresponding loss function of the central bank reads (Woodford, 2003a):

\[ L(\theta_3, \hat{x}) = \frac{u_c y \zeta (\omega + \sigma)}{2 \kappa} \{ \text{var}(\hat{\pi}_t - \gamma \hat{\pi}_{t-1}) + \lambda_d \text{var}(\hat{y}_t - \hat{y}_t^e) \}, \]  \tag{18}

where \( \lambda_d \) and the efficient rate of output are defined as in the baseline economy.

3.3 Money in the utility function (Model 4)

To capture the increasing role of money in the course of the financial crisis, we introduce a transaction friction by letting real money balances enter households’ utility in a separable way. More precisely, households’ utility of holding real money balances \( m_t \) is additively augmented by the amount \( z(m_t) \) and a demand equation for real money balances enters the set of equilibrium conditions. The utility associated with real money balances, \( z(m_t) \), is assumed to be increasing and strictly concave. In log-linearized form this additional equilibrium condition is given by:

\[ \hat{m}_t = -\eta_R \hat{R}_t - \frac{1}{\sigma_m} \hat{\lambda}_t, \]  \tag{19}

where \( \sigma_m = -z_{mm} m / z_m \) and \( \eta_R = \sigma_m \beta / (1 - \beta) \) is the gross-interest rate elasticity. The stabilization loss in Model 4 is given by:

\[ L(\theta_4, \hat{x}) = \frac{u_c y \zeta (\omega + \sigma)}{2 \kappa} \{ \text{var}(\hat{\pi}_t) + \lambda_d \text{var}(\hat{y}_t - \hat{y}_t^e) + \lambda_{1R} \text{var}(\hat{R}_t) \}, \]  \tag{20}

where \( \lambda_d = \kappa / \zeta \), \( \lambda_{1R} = \lambda_d \eta_R / [v(\omega + \sigma)] \) and \( v = y / m \). The general form (1) has to satisfy the equations (10)-(12) and (19).

3.4 The complete model (Model c)

The complete model builds on the baseline model and comprises habit formation, indexation and money in the utility function. The equilibrium conditions in this case are: (14), (12), (19) and

\[ \hat{\pi}_t - \gamma \hat{\pi}_{t-1} = \beta \mathbb{E}_t (\hat{\pi}_{t+1} - \gamma \hat{\pi}_t) + \kappa_h [(d_t - \delta^* d_{t-1}) - \beta \delta^* \mathbb{E}_t (d_{t+1} - \delta^* d_t)]. \]  \tag{21}
In appendix A.1, we show that the stabilization loss for Model $c$ is given by the following expression

$$L(\theta_c, \hat{x}) = \frac{(1 - \beta \eta) \eta \varphi u_h^h \zeta}{2 \kappa_h \delta^*} \left\{ \text{var}(\hat{\pi}_t - \gamma \hat{\pi}_{t-1}) + \lambda_{d,h} \text{var}(\hat{y}_t - \hat{y}_{t-1} - \delta^*(\hat{y}_{t-1} - \hat{y}_{t-2})) + \lambda_{2R} \text{var}(\hat{R}_t) \right\},$$  

(22)

$$\lambda_{d,h} = \kappa_h / \zeta, \quad \lambda_{2R} = \frac{\lambda_{d,h} \delta^* \eta_R}{v \eta \varphi},$$  

(23)

and $v = y/m > 0$.

4 Results

In this section, we first present the estimation results. In the second part, we determine optimal monetary policy at the posterior mean, i.e. optimal policy in the absence of any model uncertainty. Then we analyze optimal policy when there is uncertainty about the appropriate choice of nested models.

4.1 Data, prior distribution and calibrated parameters

The choice of observable variables is guided by the structural shocks of the models. Due to the wage mark-up shock we choose real wages. Since our models further include a demand, a supply, and a monetary policy shock, we employ output, inflation and the federal funds rate as observable variables. The data consists of quarterly values of these variables for the U.S. from the first quarter 1983 until the second quarter of 2008.\footnote{A detailed description of the data is given in Appendix A.2. We choose a training sample of 50 quarters.} In our estimation, we de-trend the data before estimating the models by removing a linear quadratic time trend.

The observation equation linking the de-trended observable variables $\left(\hat{y}^d_t, \hat{\pi}^d_t, \hat{R}^d_t, \hat{w}^d_t\right)$ to the variables of the model is given by:

$$\begin{bmatrix}
\hat{y}^d_t \\
\hat{\pi}^d_t \\
\hat{R}^d_t \\
\hat{w}^d_t
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 \\
0 & 0 & 4 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\hat{y}_t \\
\hat{\pi}_t \\
\hat{R}_t \\
\hat{w}_t
\end{bmatrix}. $$  

(24)

The specification of the prior distribution of the estimated parameters closely follows Smets and Wouters (2007) and is displayed in Table 1. We employ the same prior distributions for
parameters common to all model extensions. For $\alpha$, $\eta$, $\gamma$, we employ a relatively uninformative beta-distribution with mean 0.5 and standard distribution of 0.2. Relative risk aversion $\sigma_c$ is assumed to be distributed around 1, i.e. a logarithmic specification. For the inverse of the Frisch elasticity ($\omega$) we assume the same prior distribution. While we assume the disturbances $\tilde{g}_t$, $\tilde{a}_t$ and $\tilde{r}_t$ to follow stationary AR(1) processes, $\tilde{\mu}_t$ is supposed to be i.i.d.. In particular, the prior distributions for the set of coefficients that describe the shock processes, $\psi_g, \psi_a, \psi_r$ and $\sigma_g, \sigma_a, \sigma_{\mu}, \sigma_r$, do not change across models, and they are specified according to the procedure explained in Section 2.4. Two of the parameters are not identifiable given the employed dataset. These are the the elasticity of substitution between differentiated goods ($\zeta$) and the money-demand parameter ($\sigma_m$). Nevertheless, we specify a distribution for each parameter to capture the uncertainty of the policymaker. We define the distribution of $\zeta$ as a normal distribution around mean 6, which is a value typically assumed in the literature (see Woodford, 2003a). For the money-demand parameter, we specify a normal distribution around the mean 1.92, implying a net-interest rate elasticity, $-\frac{\partial \log m_t}{\partial \log(R_t - 1)} = \eta R / R$ equal to 0.5 at the mean. This is the value estimated by Lucas (2000) for U.S. data ranging from 1900 to 1994.8

The remaining parameters are calibrated to match steady-state values, which are directly observable from the data. The discount factor is calibrated to $\beta = 0.99$ to fit a quarterly real-interest rate of 1.01%. We set the steady-state fraction of private consumption relative to GDP to its mean in the raw data, $c/y = 0.8$. The income velocity of money, $v$, is calibrated to a value of 5.88 which is the average post-war-income velocity based on $M1$ for the U.S. (see e.g., Schmitt-Grohé and Uribe, 2007). Our data set does not comprise the years of the financial crisis. Nevertheless, we want to capture the decreasing trend of the velocity observed after 2008. For this reason, we employ the average post-war velocity of M1 which is lower than the average velocity found if we were to restrict attention to our data set.

---

8 In Appendix A.3.2, we also report results for a distribution around a lower net-interest rate elasticity as estimated by Ireland (2009).
Table 1: Prior distribution of the structural parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>distribution</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_\pi$</td>
<td>normal</td>
<td>1.7</td>
<td>0.3</td>
</tr>
<tr>
<td>$\phi_y$</td>
<td>normal</td>
<td>0.125</td>
<td>0.05</td>
</tr>
<tr>
<td>$\omega$</td>
<td>gamma</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>gamma</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>beta</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\eta$</td>
<td>beta</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>beta</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>normal</td>
<td>1.92</td>
<td>0.2</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>normal</td>
<td>6</td>
<td>0.5</td>
</tr>
<tr>
<td>$\psi_g$</td>
<td>beta</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\psi_a$</td>
<td>beta</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\psi_r$</td>
<td>beta</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\sigma_g$</td>
<td>invgamma</td>
<td>0.02</td>
<td>inf</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>invgamma</td>
<td>0.02</td>
<td>inf</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>invgamma</td>
<td>0.02</td>
<td>inf</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>invgamma</td>
<td>0.02</td>
<td>inf</td>
</tr>
</tbody>
</table>

For each model, we employ the following procedure. First, we obtain the estimation results by approximating the posterior mode. Afterwards we employ a random walk Metropolis-Hastings algorithm to evaluate the posterior distribution. Each time, we run two chains, each chain consisting of 500,000 draws. We discard the first 400,000 draws of each chain and compute the reported statistics based on the remaining ones.\(^9\) The marginal data density of each model is then computed based on 100,000 draws using the modified harmonic mean estimator as proposed by Geweke (1999a).

4.2 Model comparison and estimation results

The estimation results are displayed in Table 2. The estimation results are comparable to the ones found by related studies (see e.g., Smets and Wouters, 2007). In line with conventional wisdom, we find that U.S. monetary policy was aggressively responding to deviations of inflation from target. The estimate of the Calvo parameter implies that prices are reset roughly every fourth quarter. Furthermore, the estimates of $\sigma_c$ and $\omega$ imply that the slope of the Philipps curve is well below unity for all models under consideration. While the posterior mean of the indexation parameter is above the prior mean, the habit parameter is estimated close to zero. As expected, the parameters $\zeta$ and $\sigma_m$ cannot be identified and the posterior distribution is

\(^9\)To check for convergence, we apply the convergence statistics suggested by Brooks and Gelman (1998). The statistics indicate convergence after 100,000 draws for all estimated regions and sample periods.
Table 2: Posterior estimates of the structural parameters in each model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model (_1,4)</th>
<th>Model (_2)</th>
<th>Model (_3)</th>
<th>Model (_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>(\phi_\pi)</td>
<td>3.2858</td>
<td>0.2267</td>
<td>3.2716</td>
<td>0.2274</td>
</tr>
<tr>
<td>(\phi_y)</td>
<td>0.0864</td>
<td>0.0247</td>
<td>0.0829</td>
<td>0.0244</td>
</tr>
<tr>
<td>(\omega)</td>
<td>1.1315</td>
<td>0.1813</td>
<td>1.0675</td>
<td>0.1749</td>
</tr>
<tr>
<td>(\sigma_c)</td>
<td>1.5331</td>
<td>0.2264</td>
<td>1.6053</td>
<td>0.2325</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>0.6693</td>
<td>0.0213</td>
<td>0.6708</td>
<td>0.0212</td>
</tr>
<tr>
<td>(\eta)</td>
<td>-</td>
<td>-</td>
<td>0.0437</td>
<td>0.0219</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\psi_g)</td>
<td>0.8772</td>
<td>0.0210</td>
<td>0.8726</td>
<td>0.0213</td>
</tr>
<tr>
<td>(\psi_a)</td>
<td>0.9876</td>
<td>0.0057</td>
<td>0.9871</td>
<td>0.0058</td>
</tr>
<tr>
<td>(\psi_r)</td>
<td>0.6221</td>
<td>0.0412</td>
<td>0.6217</td>
<td>0.0410</td>
</tr>
<tr>
<td>(\sigma_g)</td>
<td>0.0085</td>
<td>0.0008</td>
<td>0.0083</td>
<td>0.0007</td>
</tr>
<tr>
<td>(\sigma_a)</td>
<td>0.0030</td>
<td>0.0002</td>
<td>0.0030</td>
<td>0.0002</td>
</tr>
<tr>
<td>(\sigma_\mu)</td>
<td>0.0100</td>
<td>0.0009</td>
<td>0.0099</td>
<td>0.0009</td>
</tr>
<tr>
<td>(\sigma_\tau)</td>
<td>0.0031</td>
<td>0.0002</td>
<td>0.0031</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Notes: \(M_1\) is the benchmark model, \(M_2\) benchmark model plus habit, \(M_3\) is the benchmark model plus indexation, \(M_4\) is the benchmark model plus money, \(M_c\) is the benchmark plus habit, indexation and money.

equal to the prior distribution. We therefore do not report the distribution in Table 2 but employ their prior distribution in the analysis of optimal policy.

To assess the explanatory power of each model, we compute marginal likelihoods and the corresponding posterior probabilities using the training-sample method described in detail in Section 2.3. Table 3 presents the results on model comparison.\(^\text{10}\) The key result here is, that adding frictions and features to the baseline model does not necessarily increase the posterior probability. First, enriching the baseline model with a demand for cash (Model 4) does not increase the marginal likelihood: real money balances do not help to predict the observable variables. The posterior probability of Model 1 and Model 4 is therefore identical. Second, although the prior for the habit parameter is chosen in favor of Model 2, a habit in consumption does not improve the fit to the data. Instead, the additional parameter introduces additional uncertainty into the estimation and thus reduces the marginal likelihood slightly. Third, history dependence in inflation improves the fit of the model. With approximately 82 per cent, Model 3 exhibits the highest posterior probability. Thus, the complete model incorporates features that help to predict the data (indexation) and others that do not (habit and money). It therefore exhibits a marginal likelihood higher than Model 1 but lower than Model 3.

\(^{10}\) As a robustness test, we also derive and compute Savage–Dickey density ratios as proposed by Verdinelli and Wasserman (1995). The results for this exercise can be found in Appendix A.3.3.
Table 3: Log marginal data densities and model probabilities

<table>
<thead>
<tr>
<th>( \log(\hat{p}<em>{M_i}(Y</em>{T,1})) )</th>
<th>( \mathcal{M}_1 )</th>
<th>( \mathcal{M}_2 )</th>
<th>( \mathcal{M}_3 )</th>
<th>( \mathcal{M}_4 )</th>
<th>( \mathcal{M}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_{M_i} )</td>
<td>0.00%</td>
<td>0.00%</td>
<td>82.10%</td>
<td>0.00%</td>
<td>17.90%</td>
</tr>
</tbody>
</table>

Notes: \( \mathcal{M}_1 \) is the benchmark model, \( \mathcal{M}_2 \) benchmark model plus habit, \( \mathcal{M}_3 \) is the benchmark model plus indexation, \( \mathcal{M}_4 \) is the benchmark model plus money, \( \mathcal{M}_c \) is the benchmark plus habit, indexation and money.

In the next section, we analyze optimal policies in and across models.

4.3 Optimal policy at the posterior mean

To establish a standard and to explain the stabilization trade-off, we determine the optimal policy \( \bar{\phi}_i^* = (\phi_{\pi_i}^*, \phi_{y_i}^*) \) at the posterior mean \( \bar{\theta}_i \) for each Model \( i, i = 1, 2, \ldots, c \). The optimal coefficients and the resulting business cycles costs \( (BC) \) expressed as equivalent reductions in steady-state consumption are displayed in Table 4.11

Table 4: Optimal policy at the posterior mean \( (\bar{\phi}_i^*) \)

<table>
<thead>
<tr>
<th>( \phi_{\pi_i}^* )</th>
<th>( \mathcal{M}_1 )</th>
<th>( \mathcal{M}_2 )</th>
<th>( \mathcal{M}_3 )</th>
<th>( \mathcal{M}_4 )</th>
<th>( \mathcal{M}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_{y_i}^* )</td>
<td>20.87</td>
<td>21.93</td>
<td>15.65</td>
<td>4.72</td>
<td>3.62</td>
</tr>
<tr>
<td>( BC(\bar{\theta}_i, \phi_i^*) )</td>
<td>0.0017%</td>
<td>0.0016%</td>
<td>0.0012%</td>
<td>0.0122%</td>
<td>0.0084%</td>
</tr>
</tbody>
</table>

Notes: \( \mathcal{M}_1 \) is the benchmark model, \( \mathcal{M}_2 \) benchmark model plus habit, \( \mathcal{M}_3 \) is the benchmark model plus indexation, \( \mathcal{M}_4 \) is the benchmark model plus money, \( \mathcal{M}_c \) is the benchmark plus habit, indexation and money.

The optimal coefficients of the interest-rate rule displayed in Table 4 reflect the relative importance of the different stabilization goals in each model.12 In the first three models inflation stabilization is the predominant aim. This in turn implies that if the uncertainty about nested models were just about the different cashless models, possible welfare losses of it would be small. In Models 4 and \( c \), households value real money balances as a medium for transactions.

The resulting demand for cash introduces the stabilization of the nominal interest rate as an additional and conflicting aim to price stability (see equations (20) and (26)). To see why fluctuations in interest and in inflation are conflicting, suppose that \( \phi_y \) is small and that the

---

11 The loss functions are relatively flat at the optimum such that optimal coefficients have to move long way without a significant change in loss. For this reason, we imposed a limit of 25 on the response coefficients on inflation and output.

12 When computing the optimal policy rule, we treat the variance \( \sigma \), as exogenous to the policymaker’s decision.
economy in Model 4 is hit by a wage-markup shock. To fight inflationary tendencies the output gap must decrease according to the aggregate supply curve (11). This in turn requires a strong increase in the nominal interest rate to fulfill the Euler equation (10). While fluctuations in the nominal interest rate are not welfare relevant in Models 1, 2 and 3, they are welfare reducing in the models with a demand for cash (compare e.g., (13) to (20)). Therefore, optimal policies in models with a transaction friction exhibit a less aggressive response to inflation.

Welfare costs in models that feature a transaction friction are substantially higher. This increase is due to two effects. First, the stabilization of the interest rate adds a new component to the welfare-relevant stabilization loss, which accounts for over fifty percent of the increase in business cycle costs in Model 4 relative to Model 1. The second effect relates to the conflict of stabilizing interest rates, inflation and the output gap simultaneously, as apparent in the muted response to inflation in the optimal rules for Models 4 and c. The resulting increase in the unconditional weighted variances of inflation and the output gap accounts for the remaining increase in the costs of business cycle fluctuations.

Table 5: Stabilization weights $\lambda_d$ and $\lambda_R$ at the posterior mean

<table>
<thead>
<tr>
<th>Weights</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
<th>$M_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_d$</td>
<td>0.09</td>
<td>0.09</td>
<td>0.15</td>
<td>0.09</td>
<td>0.15</td>
</tr>
<tr>
<td>$\lambda_R$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.24</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Notes: $M_1$ is the benchmark model, $M_2$ benchmark model plus habit, $M_3$ is the benchmark model plus indexation, $M_4$ is the benchmark model plus money, $M_c$ is the benchmark plus habit, indexation and money.

Table 5 illustrates the importance of stabilizing the output gap and the nominal interest rate relative to inflation. Inflation stabilization is the predominant aim in all models: even in the Model with the highest weight on stabilizing something other than inflation ($\lambda_R$ in Model c), price stability is more than twice as important as interest-rate stabilization. Furthermore, Table 5 shows that stabilization aims for households change across models. For example, the stabilization of the output gap is more important in Model c than in Model 1. The exact gap that policy should stabilize to maximize welfare differs as well (see, e.g., equations (13) and (26)). Comparing the two models that feature a demand for cash reveals that the optimal response to changes in inflation is larger in Model 4 than in Model c. Although both specifications incorporate stabilizing the nominal interest rate as a policy aim, this aim is relatively more

---

13 The weight on output-gap fluctuations is higher than calibrated in Woodford (2003a). The reason is that we estimate a steeper Phillips curve, i.e. a higher $\kappa$. 
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important in Model C than in Model 4.\textsuperscript{14}

\section*{4.4 Evaluating two approaches to model uncertainty}

In this section, we quantitatively compare the two approaches to model uncertainty, the complete-model and the model-averaging approach. We start by determining the set of policy coefficients for the former approach according to equation (4), which yields

\[ \phi^*_C : \quad \phi_\pi = 3.66; \quad \phi_y = 0.07. \]

However, Model C is not the likeliest model since it also contains features which do not help to explain the given time series of GDP, inflation, the real wage and the federal funds rate (see Table 3). A policymaker pursuing a model-averaging approach to model uncertainty weights welfare losses in a particular model with its posterior probability, i.e. derives an optimal policy over all draws and models according to (5):

\[ \phi^*_a : \quad \phi_\pi = 5.99; \quad \phi_y = 0.11. \]

Comparing the characteristics of the two rules reveals one similarity and one difference. Both rules put a similar emphasize on stabilizing the output gap. The main difference between both rules is the preference to stabilize inflation. While there is a conflict in stabilizing inflation and the nominal interest rate jointly in Model C, this trade-off is absent in the likeliest model, Model 3. As a consequence, the optimal rule resulting from a model-averaging approach reacts stronger to inflation to avoid welfare losses in Model 3 than the optimal rule derived in Model C.

To evaluate the performance of the two approaches as a guard against model uncertainty we compute the business cycle cost for both policy rules in each Model \( i \), i.e. \( BC(\Theta_i, \phi^*_C) \) and \( BC(\Theta_i, \phi^*_a) \) for \( i = 1, 2, 3, 4, C \).

\textsuperscript{14}The net interest-rate elasticity of money demand is an important factor for the magnitude of \( \lambda_R \) (see its definition in equation (27)). To account for this, we also employ an alternative calibration which is based on money-demand estimates by \textit{Ireland} (2009). The corresponding stabilization weights and the results for the optimal rules can be found in Appendix A.3.2.
Table 6: Relative performance of $\phi_c^*$ and $\phi_a^*$

<table>
<thead>
<tr>
<th></th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
<th>$M_c$</th>
<th>BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$BC(\Theta_i, \phi_c^<em>) / BC(\Theta_i, \phi_a^</em>)$</td>
<td>1.83</td>
<td>1.84</td>
<td>1.46</td>
<td>1.02</td>
<td>0.91</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Notes: $M_1$ is the benchmark model, $M_2$ benchmark model plus habit, $M_3$ is the benchmark model plus indexation, $M_4$ is the benchmark model plus money, $M_c$ is the benchmark plus habit, indexation and money.

As can be seen from Table 6, the optimal rule $\phi_a^*$ performs substantially better than $\phi_c^*$ in Models 1, 2 and 3 where inflation stabilization is the predominant principle. Nevertheless, by reacting less harshly to inflation than the optimal rules from those models (see Table 4), it avoids high welfare losses in Models c and 4. On average, optimal policy derived from the model-averaging approach leads to welfare gains of 36 per cent relative to the optimal policy rule derived by the complete-model approach.

Alternatively, the policymaker could decide to follow policy prescriptions derived in the most likeliest model (Model 3). But this cannot be recommended either: this policy rule fails to prevent high stabilization losses in Model c, and it leads to an increase in business cycle costs of over 20 percent on average compared to the optimal policy under model uncertainty. This means that even if a certain friction does not add any explanatory power it may be nevertheless relevant for welfare considerations and for the assessment of optimal policies. Summing up, optimal policy should take into account both, possible high stabilization losses and their probability of their occurrence.

5 Conclusion

In this paper, we have analyzed how to optimally conduct policy from a Bayesian perspective when the policymaker faces uncertainty about the appropriate choice among nested models. In particular, we have compared two approaches to model uncertainty. The complete-model approach is set to represent a standard practice: without paying special attention to the set of sub-models, the policymaker determines optimal policy by maximizing households’ utility within one single model that nests all features and frictions. The model-averaging approach takes uncertainty about the appropriate choice of nested models into account and weights over the set of nested models to derive optimal policy prescriptions. Using U.S. data, we find that the model-averaging approach to optimal monetary policy leads to welfare gains of approximately 21.
36 per cent compared to the optimal policy using one single model only.
A Appendix

A.1 Approximation of households’ utility in Model c

In the following, we collect the exogenous disturbances in the vector $\xi_t = [a_t, g_t, \mu_t]$.

**Proposition 1** If the fluctuations in $y_t$ around $y$, $R_t$ around $R$, $\xi_t$ around $\xi$, $\pi_t$ around $\pi$ are small enough, $(R-1)/R$ is small enough, and if the steady state distortions $\phi$ vanish due to the existence of an appropriate subsidy $\tau$, the utility of the average household can be approximated by:

$$U_t = -E_{t_0} \sum_{t=t_0}^{\infty} \beta^{t-t_0} L(\theta_c, \hat{x}) + t.i.s.p. + O(\|\hat{\xi}_t, (R-1)/R\|^3),$$

(25)

where $t.i.s.p.$ indicate terms independent of stabilization policy, $L(\theta_c, \hat{x}) = (1 - \beta \eta) \varphi u_{yx} y_{th} \{\text{var}(\hat{\pi}_t - \gamma \hat{\pi}_{t-1}) + \lambda_{d,h} \text{var}(\hat{y}_t - \gamma \hat{y}_t - \delta^*(\hat{y}_{t-1} - \gamma \hat{y}_{t-1})) + \lambda_{2R} \text{var}(\hat{R}_t)\}$, $\lambda_{d,h} = \kappa_h / \zeta$, $\lambda_{2R} = \lambda_{d,h} \beta \delta^* \sigma_m (1 - \beta) \eta \varphi$, (26)

and $v = y/m > 0$.

**Proof.** The period utility function of the average household in equilibrium is given by:

$$\int_0^1 [u(\bullet) - v(ljt) + z(mt)]dj = u(y_t - g_t - \eta(y_{t-1} - g_{t-1})) - \int_0^1 v(ljt)dj + z(mt),$$

which is assumed to be increasing in consumption and real money balances, decreasing in labor time, strictly concave, twice differentiable, and to fulfill the Inada conditions. To derive (25) we need to impose that, in the optimal steady state, real money balances are sufficiently close to being satiated (see Woodford, 2003a, Assumption 6.1) such that we can treat $(R-1)/R$ as an expansion parameter.

The first summand can be approximated to second order by:

$$u(y_t - g_t - \eta(y_{t-1} - g_{t-1})) = u_c y(t - \beta \eta) \hat{y}_t + \frac{1}{2} (1 - \varphi (1 + \eta^2 \beta)) \hat{y}_t^2 + \varphi \eta \hat{y}_t \hat{y}_{t-1}$$

$$+ \varphi \hat{y}_t (-\eta \hat{y}_{t-1} - \beta \eta \mathbb{E}_t \hat{y}_{t+1} + (1 + \eta^2 \beta) \hat{y}_t) + t.i.s.p. + O(\|\hat{\xi}_t\|^3),$$

(28)

where we used $(x_t - x) = x(\hat{x}_t + 0.5 \hat{x}_t^2) + O(\|\hat{x}_t\|^3)$, $\varphi = \sigma / (1 - \beta \eta)$, t.i.s.p denotes terms independent of stabilization policy, $\sigma = -yu_{11}/u_{11}$, and $\hat{y}_t = (g_t - g) / y$. The term $\hat{y}_t \mathbb{E}_t \hat{y}_{t+1}$ appears because
households maximize the discounted sum of their period utility function such that current income appears in the current and in the first future period.

Since \( y_t = a_t l_t / \Delta_t \), the second term can be approximated by

\[
v(l_t) = u_c(1 - \beta \eta) \hat{y}_t + \frac{1 + \omega}{2} \hat{y}_t^2 - (1 + \omega) \hat{a}_t \hat{y}_t + \hat{\Delta}_t + \text{t.i.s.p.} + \mathcal{O}(\|\hat{\xi}_t\|^3),
\]

where we posited that in the equilibrium under flexible wages each household supplies the same amount of labor, \( l = y \), \( \omega = \frac{\nu}{\nu l} l \), and that due to the existence of an output subsidy the steady state is rendered efficient with \( v_t = u_c(1 - \beta \eta) \). In the next step we combine (28) and (29), employ \( \tilde{g}_t = -\eta \hat{g}_{t-1} - \beta \eta E_t \hat{g}_{t+1} + (1 + \eta^2 \beta) \hat{g}_t \), and obtain:

\[
u(y_t - g_t - \eta(y_{t-1} - g_{t-1})) - \int_0^1 v(l_{jt})d\gamma = u_c y(1 - \beta \eta) \frac{1}{2} (-\varphi (1 + \eta^2 \beta) - \omega) \hat{y}_t^2 - \varphi \eta \hat{y}_t \hat{y}_{t-1} + (1 + \omega) \hat{a}_t \hat{y}_t - \hat{\Delta}_t + \text{t.i.s.p.} + \mathcal{O}(\|\hat{\xi}_t\|^3). \tag{30}
\]

The efficient rate of output is defined by the following difference equation:

\[
[\omega + \varphi (1 + \beta \eta^2)] \hat{y}_t^e - \varphi \eta \hat{y}_t^e_{t-1} - \varphi \eta \beta E_t \hat{y}_t^e_{t+1} = \varphi \hat{y}_t + (1 + \omega) \hat{a}_t + \mathcal{O}(\|\hat{\xi}_t\|^2).
\]

If we use this expression to rewrite (30), we obtain the following:

\[
\mathbb{E}_{t_0} \sum_{t=t_0}^{\infty} \beta^{t-t_0} \{ u(\bullet) - \int_0^1 v(l_{jt})d\gamma \} = -\mathbb{E}_{t_0} \sum_{t=t_0}^{\infty} \beta^{t-t_0} u_c y(1 - \beta \eta) \frac{1}{2} (\varphi (1 + \eta^2 \beta) + \omega) \hat{y}_t^2 - \varphi \eta \hat{y}_t \hat{y}_{t-1} - \omega (1 + \beta \eta^2) \hat{y}_t^2 - \varphi \eta \hat{y}_t \hat{y}_{t-1} + \varphi \eta \beta E_t \hat{y}_t^e_{t+1} + \hat{\Delta}_t + t.i.s.p. + \mathcal{O}(\|\hat{\xi}_t\|^3). \tag{31}
\]

We seek to rewrite this expression in purely quadratic terms of the welfare-relevant gaps for inflation and output. To do so we apply the method of undetermined coefficients to reformulate
the first part (all but \( \hat{\Delta}_t \)), i.e. we seek to find the coefficient \( \delta_0 \), such that (31) and

\[
- \frac{1}{2} \delta_0 (\gamma_t - \gamma_t^\ast) - \delta^\ast (\gamma_{t-1} - \gamma_{t-1}^\ast))^2 = - \frac{1}{2} \delta_0 [\gamma_t^2 - 2\gamma_t \gamma_t^\ast + (\gamma_t^\ast)^2 - 2\delta^\ast (\gamma_t - \gamma_t^\ast)(\gamma_{t-1} - \gamma_{t-1}^\ast) + (\delta^\ast)^2 (\gamma_{t-1}^2 - 2\gamma_{t-1} \gamma_{t-1}^\ast + (\gamma_{t-1}^\ast)^2)]]
\]

are consistent. We use that \( \hat{\gamma}_{t+1} \) is t.i.s.p.. The parameter \( \delta^\ast \), \( 0 \leq \delta^\ast \leq \eta \), is the smaller root of this quadratic equation: \( \eta \varphi (1 + \beta \delta^2) = [\omega + \varphi (1 + \beta \eta^2)] \delta \). This root is assigned to past values of the natural and efficient rate of output in their stationary solutions. Comparing coefficients, \( \delta_0 \) is

\[
\delta_0 = \frac{u_c y (1 - \beta \eta) \eta \varphi}{\delta^\ast}.
\]

If firms are allowed to index with past inflation, such that

\[
E_{t+1} \sum_{t=0}^{\infty} \beta^{t-1} 2 \hat{\Delta}_t = E_{t+1} \sum_{t=0}^{\infty} \beta^{t-1} \frac{\zeta \alpha}{(1 - \alpha)(1 - \alpha \beta)} (\hat{\pi}_t - \hat{\gamma} \hat{\pi}_{t-1})^2 + t.i.s.p. + O(\|\hat{\xi}_t\|^3),
\]

the quadratic approximation in (31) can be written as:

\[
- E_{t+1} \sum_{t=0}^{\infty} \beta^{t-1} \frac{u_c y (1 - \beta \eta)}{2} \left[ \frac{\eta \varphi}{\delta^\ast} (\gamma_t - \gamma_t^\ast - \delta^\ast (\gamma_{t-1} - \gamma_{t-1}^\ast))^2 + \frac{\zeta \alpha}{(1 - \alpha)(1 - \alpha \beta)} (\hat{\pi}_t - \hat{\gamma} \hat{\pi}_{t-1})^2 \right] + t.i.s.p. + O(\|\hat{\xi}_t\|^3).
\]

The last approximation needed is the one involving the utility of real money balances. Applying similar techniques we get

\[
z(m_t) = z + y u_c (s_m (\hat{m}_t + \frac{1}{2} s_m (1 - \sigma_m) \hat{m}_t^2) + t.i.s.p. + O(\|\hat{\xi}_t\|^3), \tag{32}
\]

where we employ \( s_m = z_m m / (u_c y) = (R - 1)(1 - \beta \eta) R \) and \( \sigma_m = -z_{mm} m / z_m \). Since we treat \( (R - 1) / R \) as an expansion parameter, \( s_m \) and \( 1 / \sigma_m \) are of first order. However, \( s_m \sigma_m \)
approaches a finite limit for \((R - 1)/R \to 0\), which is given by

\[ s_m \sigma_m = \frac{z_{mm}m^2}{yu_c}. \]

The interest elasticity of money demand is given by the following expression:

\[ \eta_i = -u_c(1 - \beta \eta) \frac{1 - \frac{R-1}{R}}{z_{mm}m} = \frac{1}{\sigma_m(R - 1)}. \]

At the limit for \((R - 1)/R \to 0\), it follows that \(\eta_i = -u_c(1 - \beta \eta)/(z_{mm}m)\) and therefore \(s_m \sigma_m = (1 - \beta \eta)/(\eta_i)\), with \(v = y/m\). A first-order approximation of the money demand equation (19) yields

\[ \hat{m}_t = -\eta_i \hat{R}_t - \frac{1}{\sigma_m} \hat{\lambda}_t + O(\|\hat{\xi}_t\|^2), \]

where

\[ \hat{\lambda}_t = -\varphi(\tilde{y}_t - \eta \tilde{y}_{t-1}) + \beta \eta \varphi(\tilde{y}_{t+1} - \eta \tilde{y}_t) + \varphi(\tilde{y}_t - \eta \tilde{y}_{t-1}) - \beta \eta \varphi(\tilde{y}_{t+1} - \eta \tilde{y}_t) + O(\|\hat{\xi}_t\|^2). \]

Using all the above we can rewrite \(z(m_t)\) in the following way:

\[ z(m_t) = -\frac{\eta_i y u_c}{2v} (1 - \beta \eta)(\hat{R}_t^2 + 2\frac{R-1}{R} \hat{R}_t) + t.i.s.p + O(\|\hat{\xi}_t, (R - 1)/R\|_3^3). \quad (33) \]

We assume for simplicity that \([(R-1)/R-0]\) is of second order, and sum the results in expression (25) in the text. ■

### A.2 Data appendix

The frequency of all data used is quarterly.

**Real GDP:** This series is *BEA NIPA table 1.1.6 line 1*.

**Nominal GDP:** This series is: *BEA NIPA table 1.1.5 line 1*.

**Implicit GDP Deflator:** The implicit GDP deflator is calculated as the ratio of Nominal GDP to Real GDP.

**Civilian noninstitutional population:** This series is taken from:

Nominal hourly wages total private industry: This series is \textit{AHETPI} obtained from Fred:
\url{http://research.stlouisfed.org/fred2/series/ahetpi/10}.

Interest rates: This series is the effective federal funds rate obtained from Fred:
\url{http://research.stlouisfed.org/fred2/series/FEDFUNDS}.

A.3 Robustness

In this section, we provide robustness tests for our main result that optimal policies determined by our model-averaging approach are preferable to optimal policies derived in the complete model. First, we consider simple rules that respond to deviations of output from the level under flexible prices or from the efficient level instead of responding to trend output. Second, we analyze how changes in the interest-rate elasticity of money demand affect the welfare comparison between the two approaches to model uncertainty. The third subsection investigates robustness of the model comparison by using Savage–Dickey density ratios instead of a model comparison exercise based on the marginal livelihoods estimated by the modified harmonic mean estimator.

A.3.1 Feedback on natural and efficient output

In our baseline specification, we employ interest-rate rules that respond to deviations of inflation and output from their long-run targets. In this robustness exercise, we allow the monetary authority to respond to deviations from output under flexible prices and from efficient output. Instead of (12), we consider

\begin{equation}
\begin{aligned}
\tilde{R}_t &= \phi_{\pi,n}\hat{\pi}_t + \phi_{y,n}(\hat{y}_t - \hat{y}^n_t) + \hat{r}_t, \\
&= (34)
\end{aligned}
\end{equation}

and in case of deviations from efficient output

\begin{equation}
\begin{aligned}
\tilde{R}_t &= \phi_{\pi,e}\hat{\pi}_t + \phi_{y,e}(\hat{y}_t - \hat{y}^e_t) + \hat{r}_t, \\
&= (35)
\end{aligned}
\end{equation}

where the definitions of the output under flexible prices and the efficient output are functions of the fundamental shocks given in the main text. Compared to the baseline specification, the central bank must now observe the fundamental shocks and adjust the definition of the relevant deviations according to the model under consideration.

When the central bank responds to deviations from the natural rate of output, the coefficients
of the optimal rules $\phi_{c,n}^{*}$ and $\phi_{a,n}^{*}$ are

$$\phi_{c,n}^{*} : \phi_{\pi,n} = 3.62; \quad \phi_{y,n} = 0.00, \quad \phi_{a,n}^{*} : \phi_{\pi,n} = 5.91; \quad \phi_{y,n} = 0.00.$$  

Comparing the policy coefficients to the coefficients found in the benchmark reveals that the optimal policies are similar. The optimal response to inflation and to deviations of output from the natural level are slightly lower than the response to output found in the main text for both approaches to model uncertainty. These similarities are also reflected in the relative performance of the two approaches across the set of models displayed in the first row of Table 7. While in the benchmark the optimal policy $\phi_{a}^{*}$ yields welfare gains of 36 percent on average (see Table 6), the welfare gains now amount to 34 percent on average.

When deviations from efficient output are targeted then the optimal rules $\phi_{c,n}^{*}$ and $\phi_{a,n}^{*}$ are given by the following set of coefficients

$$\phi_{c,e}^{*} : \phi_{\pi,e} = 18.56; \quad \phi_{y,e} = 25.00, \quad \phi_{a,e}^{*} : \phi_{\pi,e} = 25.00; \quad \phi_{y,e} = 13.23.$$  

The main difference to the benchmark specification (and to reactions on deviations from output under flexible prices) is that the policymaker can now directly respond to the arguments in the loss function – inflation and the deviation of output from its efficient level. This allows the policymaker to act less cautiously than in the cases analyzed so far, resulting in higher optimal policy coefficients and lower business cycle costs in absolute terms.

The relative performance of the two approaches is shown in the second row of Table 7 and reveals even higher relative gains of the model-averaging approach than in the cases considered before.

Table 7: Performance of $\phi_{c}^{*}$ and $\phi_{a}^{*}$ with feedback on deviations from natural and efficient output

<table>
<thead>
<tr>
<th></th>
<th>$M_{1}$</th>
<th>$M_{2}$</th>
<th>$M_{3}$</th>
<th>$M_{4}$</th>
<th>$M_{c}$</th>
<th>$BC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$BC(\Theta_{i}, \phi_{c,n}^{<em>}) / BC(\Theta_{i}, \phi_{a,n}^{</em>})$</td>
<td>1.93</td>
<td>1.93</td>
<td>1.44</td>
<td>1.03</td>
<td>0.91</td>
<td>1.34</td>
</tr>
<tr>
<td>$BC(\Theta_{i}, \phi_{c,e}^{<em>}) / BC(\Theta_{i}, \phi_{a,e}^{</em>})$</td>
<td>1.55</td>
<td>1.54</td>
<td>1.64</td>
<td>0.79</td>
<td>0.84</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Notes: $M_{1}$ is the benchmark model, $M_{2}$ benchmark model plus habit, $M_{3}$ is the benchmark model plus indexation, $M_{4}$ is the benchmark model plus money, $M_{c}$ is the benchmark plus habit, indexation and money.
A.3.2 Alternative money-demand estimates

In our benchmark estimation, we use money-demand estimates based on results found by Lucas (2000), for U.S. data ranging from 1900 to 1994. In this section, we employ the net-interest rate elasticity estimated by Ireland (2009) as an alternative to calibrate the mean of the distribution of the preference parameter $\sigma_m$. Ireland (2009) estimated a lower value of the elasticity than Lucas (2000) using U.S. data from 1980 to 2006 (0.09 instead of 0.5), which corresponds to a mean of $\sigma_m = 10.67$. In the following, we report the stabilization weights and the implications for optimal policy under model uncertainty.

Table 8: Optimal policy at the posterior mean $(\bar{\phi}_i^\star)$ for Ireland (2009) estimates

<table>
<thead>
<tr>
<th></th>
<th>$M_4$</th>
<th>$M_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_\pi^\star$</td>
<td>9.65</td>
<td>6.32</td>
</tr>
<tr>
<td>$\phi_y^\star$</td>
<td>0.08</td>
<td>0.13</td>
</tr>
<tr>
<td>$\lambda_R$</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>$BC(\bar{\theta}_i, \bar{\phi}_i^\star)$</td>
<td>0.0043</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

Notes: $M_4$ is the benchmark model $M_1$ plus money, $M_C$ is the benchmark plus habit, indexation and money.

Comparing the welfare costs from Table 4 and 8 reveals that the absolute welfare costs in the models with a monetary transaction friction decrease with a lower value of the interest-rate elasticity. Intuitively, because the demand function becomes less elastic, fluctuations in the interest rate lead to less distortions in households’ optimal decisions. Furthermore, a lower stabilization weight reduces the severeness of the conflict to stabilize inflation, the output gap and the nominal interest rate simultaneously. The latter is also reflected in a more pronounced reaction of the optimal rule to changes in inflation because inflation stabilization is now relatively more important than in the calibration based on Lucas (2000). The decreasing importance of conflicting policy aims is also reflected in the coefficients of the optimal rules $\phi_C^\star$ and $\phi_a^\star$:

$$\phi_C^\star: \quad \phi_\pi = 6.41; \quad \phi_y = 0.11, \quad \phi_a^\star: \quad \phi_\pi = 10.98; \quad \phi_y = 0.13.$$  

Thus, both rules now feature a stronger response to inflation than in the baseline calibration. The relative performance of the two rules is summarized in Table 9. The gains of the optimal rule in the model-averaging approach compared to the optimal rule in the the large model are still quantitatively important (12 percent) but smaller than under the Lucas (2000) calibration.
Table 9: Relative performance of $\phi_c^*$ and $\phi_a^*$ for Ireland (2009) estimates

<table>
<thead>
<tr>
<th></th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
<th>$M_c$</th>
<th>BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{BC}(\Theta_i, \phi_c^<em>)/\text{BC}(\Theta_i, \phi_a^</em>)$</td>
<td>1.47</td>
<td>1.54</td>
<td>1.16</td>
<td>1.10</td>
<td>0.94</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Notes: $M_1$ is the benchmark model, $M_2$ benchmark model plus habit, $M_3$ is the benchmark model plus indexation, $M_4$ is the benchmark model plus money, $M_c$ is the benchmark plus habit, indexation and money.

### A.3.3 Model comparison

In the paper, we estimate the posterior model probabilities based on the estimates of the marginal likelihood of each model $p_{M_i}(Y)$. The marginal likelihoods are estimated using the modified harmonic mean estimator suggested by Geweke (1999b). Since the models are nested, it is also possible to compute the posterior odds ratio of models $i$ and $j$ in a different way making use of the Savage–Dickey density ratio as suggested by Verdinelli and Wasserman (1995). The Savage–Dickey density ratio has the advantage that it does not require the computation of the separate marginal likelihoods. In this section we employ the Savage–Dickey density ratio to cross-check our model comparison results. Since this is not common in the DSGE literature, we start by briefly deriving the Savage–Dickey density ratio for DSGE models and explaining how we evaluate the Savage–Dickey density ratio numerically.

Denote the parameter vector of model $i$ by $\theta_i$. The parameter vector of model $j$ is denoted by $\tilde{\theta}_j = [\theta_i \theta_j]$, where $\theta_i$ is the vector of parameters shared by both models and $\theta_j$ the vector of parameters specific to Model $j$. Model $j$ nests Model $i$ and is equal to Model $i$ for the case $\theta_j = \theta_i^*$.

Using Bayes’ law, the ratio of the marginal likelihoods of Models $i$ and $j$ can be written as:

$$
\frac{p_{M_i}(Y)}{p_{M_j}(Y)} = \frac{p_{M_i}(Y|\theta_i)p_{M_i}(\theta_i)}{p_{M_j}(Y|\theta_j, \theta_i)p_{M_j}(\theta_j, \theta_i|Y)p_{M_i}(\theta_i|Y)}
$$

where $p_{M_i}(\theta)$ denotes the prior distribution and $p_{M_i}(\theta|Y)$ the posterior distribution. In the case $\theta_j = \theta_i^*$, both models are identical and consequently $p_{M_i}(Y|\theta_i) = p_{M_j}(Y|\theta_i^*, \theta_i)$ which yields:

$$
\frac{p_{M_i}(Y)}{p_{M_j}(Y)} = \frac{p_{M_i}(\theta_i)}{p_{M_j}(\theta_i^*, \theta_i)p_{M_j}(\theta_i^*, \theta_i|Y)}
$$
We further use the relationship \( p_{M_j}(\theta_j^*, \theta_i) = p_{M_j}(\theta_i|\theta_j^*)p_{M_j}(\theta_j^*) \) and rearrange terms to derive:

\[
\frac{p_{M_j}(Y) p_{M_j}(\theta_i|\theta_j^*)}{p_{M_i}(Y) p_{M_i}(\theta_i)} p_{M_i}(\theta_i|Y) = \frac{p_{M_j}(\theta_j^*, \theta_i|Y)}{p_{M_j}(\theta_j^*)}.
\]

In the next step, we integrate over the vector of parameters shared by both models \( \Theta_i \):

\[
\frac{p_{M_i}(Y) p_{M_j}(Y)}{p_{M_j}(Y)} \int_{\theta_i \in \Theta_i} \frac{p_{M_j}(\theta_i|\theta_j^*)}{p_{M_i}(\theta_i)} p_{M_i}(\theta_i|Y) d\theta_i = \frac{1}{p_{M_j}(\theta_j^*)} \int_{\theta_i \in \Theta_i} p_{M_j}(\theta_j^*, \theta_i|Y) d\theta_i
\]

Since we specify the same prior distribution for \( \theta_i \) in model \( M_j \) and \( M_i \) which is also independent of \( \theta_j^* \) it holds that \( p_{M_j}(\theta_i|\theta_j^*) = p_{M_i}(\theta_i) \). We further re-write \( p_{M_i}(\theta_i|Y) \) as \( \frac{p_{M_i}(Y, \theta_i)}{p_{M_i}(Y)} \) and use the fact that \( \frac{1}{p_{M_i}(Y)} \int_{\theta_i \in \Theta_i} p_{M_i}(Y, \theta_i) d\theta_i = 1 \) to arrive at the Savage-Dickey density ratio:

\[
\frac{p_{M_i}(Y) p_{M_j}(Y)}{p_{M_j}(Y)} = \frac{p_{M_j}(\theta_j^*)}{p_{M_i}(\theta_j^*)} \quad (36)
\]

Equation (36) implies that ratios larger than unity are evidence in favor of the smaller Model \( i \), while ratios smaller than unity represent evidence in favor of Model \( j \). The computation of the right hand side does not involve the estimation of the marginal data density of each model anymore, but only the evaluation of the prior distribution and the posterior distribution of \( \theta_j^* \), i.e. \( p_j(\theta_j^*) \) and \( p_j(\theta_j^*|Y) \) respectively.

In practice, we compute the Savage–Dickey density ratios in the following way. For given draws from the posterior and prior distribution of model \( j \), we determine how many draws satisfy \( \theta_j = \theta_j^* \). We find support for the model-comparison results reported in Table 3. In particular, the benchmark model exhibits a higher marginal likelihood and is thus more likely than the model with habit but less likely than the model with indexation and the complete model. The complete model, however, is less likely than the model with indexation.

Even though the computation of the Savage–Dickey density ratio is straightforward, we employ measures based on the harmonic mean estimator to compute marginal likelihoods. We do so because the standard prior distributions we employ for \( \eta \) and for \( \gamma \) imply probabilities close to zero for these parameters to be exactly zero. Therefore, the numerical approximation of \( p_j(\theta_j^*) \) and \( p_j(\theta_j^*|Y) \) is not without difficulties either.
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