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ABSTRACT Controlled ensemble formation of protein-surfactant systems provides a fundamental concept for the realization of nanoscale devices with self-organizing capability. In this context, spectroscopic monitoring of pigment-containing proteins yields detailed structural information. Here we have studied the association behavior of the bacterial light-harvesting protein LH2 from Rhodobacter spheroides in an n,n-dimethyldecylamine-n-oxide/water environment. Time-resolved studies of the excitation annihilation yielded information about aggregate sizes and packing of the protein complexes therein. The results are compared to transmission electron microscopy images of instantaneously frozen samples. Our data indicate the manifestation of different phases, which are discussed with respect to the thermodynamic equilibrium in ternary protein-surfactant-water systems. Accordingly, by varying the concentration the formation of different types of aggregates can be controlled. Conditions for the appearance of isolated LH2 complexes are defined.

INTRODUCTION

The understanding of self-organization processes in nature becomes increasingly interesting for the construction of functional units on a supramolecular level, i.e., nanodevices. Several types of organic and inorganic systems have been used recently to yield such structures with varying functionalities (Sirringhaus et al., 1999; Li et al., 1999; Ogawa et al., 2002). Charge and energy transfer processes within nanoscale arrangements of molecules have been employed for the realization of electrical gating devices with potential of forming a basis for molecular-scale information processing systems (Ambroise et al., 2001). Certain in vitro reconstituted photosynthetic proteins with genetically modified structure and pigment content can, in principle, be used for the same purpose (Wolf-Klein et al., 2002). Even native, isolated pigment proteins like bacteriorhodopsin have been investigated for their applicability as optical switches (Lewis et al., 1997). The formation of functional nanostructures on the basis of such nature-designed modules can benefit from their self-organization capabilities. Natural proteins organize themselves not only by forming aggregates of protein units (Rogl et al., 1998), but these aggregates also form long-range functional assemblies, such as photosynthetic systems of plants and bacteria (Sundström et al., 1999). For example, the photosynthetic systems of purple bacteria utilizing the following principle of organization have already been well established in early studies: several peripheral antenna complexes (LH2) surround the core antennae (LH1), which each enclose a reaction center. Together they form a photosynthetic unit. The photosynthetic units are not well separated, but are instead interconnected for larger domains, where excitation transfer can take place. This organization is responsible for making the functioning of the early stages of the natural light harvesting highly efficient. Similarly, in vitro organization of biological complexes to aggregates (supra-organization) has the potential of implementing various functionalities. In this context, the self-assembly mechanisms play a key role for the viability of intelligent nanostructural arrangements. A recent work by Frese et al. (2000) has provided detailed information about long-range organization mechanisms of photosynthetic pigment-protein complexes in the photosynthetic purple bacteria. Other highly ordered arrangements of photosynthetic systems, as revealed by negative-stain-aided electron microscopy, have also been reported (Jungas et al., 1999; Bibby et al., 2001). The emerging understanding of the organization mechanisms now gradually opens the field to their application for directed ensemble formation of photoactive complexes in vitro.

The current work addresses general self-association behavior of an isolated pigment-protein complex in the presence of surfactant molecules in a polar aqueous environment. We have used the peripheral light-harvesting antenna (LH2) of the purple bacterium Rhodobacter (Rb.) spheroides. The functional and spectroscopic properties of this extensively explored system are basically understood (Hess et al., 1995; Sundström et al., 1999). The structure of LH2 from a closely related bacterium Rhodopseudomonas (Rps.) acidophila has been resolved (McDermott et al., 1995). Possible minor structural differences between Rb. spheroides and Rps. acidophila do not affect the current work and hence we use the structure of the Rps. acidophila for analyzing our results. The protein framework of LH2 is built by nine identical subunits consisting of one α- and one β-apoprotein, thus forming a cylinder of ~6-nm in height and ~8-nm in diameter. Inside 27 bacteriochlorophyll
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a (Bchl) molecules are arranged in two stacked rings. One ring, B850, is formed by 18 Bchl molecules in a water wheel-like structure; the other, B800, contains the remaining nine Bchls molecules. Due to the denser packing the B850 ring is characterized by strong electronic interaction between the Bchls molecules. Due to the denser packing the B850 ring is like structure; the other, B800, contains the remaining nine (Bchl) molecules are arranged in two stacked rings. One ring to aggregates, where efficient annihilation dynamics and transient absorption anisotropy decay in well-separated rings of LH2 has been used for obtaining detailed information about the aggregate structure and size. The bottom line is that one excitation is converted to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antenna preparations (van Grondelle et al., 1983; Valkunas et al., 1995). The annihilation process is usually described as excitation transfer to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antenna preparations (van Grondelle et al., 1983; Valkunas et al., 1995). The annihilation process is usually described as excitation transfer to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antenna preparations (van Grondelle et al., 1983; Valkunas et al., 1995). The annihilation process is usually described as excitation transfer to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antenna preparations (van Grondelle et al., 1983; Valkunas et al., 1995). The annihilation process is usually described as excitation transfer to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antenna preparations (van Grondelle et al., 1983; Valkunas et al., 1995). The annihilation process is usually described as excitation transfer to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antenna preparations (van Grondelle et al., 1983; Valkunas et al., 1995). The annihilation process is usually described as excitation transfer to an already excited molecule, where it produces a higher (doubly) excited electronic state. By very fast internal conversion the molecule relaxes to the lowest excited molecular state. The bottom line is that one excitation is lost. The same process can also be described in terms of collective excitations—i.e., excitons—by coupling the one- and two-exciton manifolds (Brüggemann et al., 2001). Previous annihilation studies, where the fluorescence quantum yield has been measured as a function of excitation pulse intensity, have provided information about the domain size of various bacterial antennas and antigen...
Electron microscopy

To obtain preparations for TEM imaging, a drop of the sample (~8 μl) was placed on a lacy carbon film supported by a 100-nm-thick copper grid. The formation of concave films with thicknesses of 100 nm at the edge and ~30 nm in the center was obtained by blotting in a controlled-environment vitrification system. To prevent water crystallization, the grids were frozen instantaneously by plunging into liquid ethane at its freezing point. Samples were then transferred under nitrogen atmosphere to a Phillips cryoelectron microscope (CM 120 Bio TWIN, Phillips, Eindhoven, The Netherlands) and measurements were run as described previously (Morén et al., 1999). The electron microscope was operated at an acceleration voltage of 120 kV.

RESULTS

Ultrafast spectroscopy

Fig. 1 shows transient absorption kinetics after direct excitation of the B850 band as obtained for various LDAO concentrations in the case of an LH2 solution with optical density (OD) of 0.02 at 850 nm, which corresponds to 0.06 μM LH2 complexes. (This has been calculated by using the molar extinction coefficient $\varepsilon = 90$ M$^{-1}$ cm$^{-1}$ at the Q$_y$ band maximum of Bchl; see Hoff and Amesz, 1991). Extinction of the B850 band of LH2 is taken for 18 Bchl molecules. Finally, the area under the Q$_y$-absorption band of Bchl has been adapted to the ~1.5-times wider B850 band of LH2. The resulting concentration conversion factor is 3 μM LH2 per OD for the 2-mm cuvette used here.) In all curves a subpicosecond component is present reflecting the initial intra-ring annihilation for the B850 rings that are multiply excited by the laser pulse. The slower dynamics contain two different components: the single-excitation decay and the inter-ring annihilation. These dynamics depend strongly on the aggregation state of LH2. In the case of higher LDAO concentration ($c_{LDAO} = 1.5–15$ mM), after the initial intra-ring annihilation only the exponential single-excitation decay occurs with a time constant of $\tau \approx 750$ ps corresponding well to the previously reported excitation lifetimes of ~1 ns (Bergström et al., 1988; Monshouwer et al., 1997). This means that conditions are achieved where the LH2 complexes are well separated (Trinkunas et al., 2001). For LDAO concentrations $>15$ mM, the LH2 complexes decompose, as indicated by fluorescence of free Bchl (not shown). For lower LDAO concentrations ($c_{LDAO} = 0.15$ mM and 0.5 mM), the decay of the signal is faster and nonexponential due to inter-ring annihilation, which indicates aggregation of the LH2 protein complexes.

Similar sets of kinetics were measured for samples of higher concentrations of LH2 ($c_{LH2} = 0.3, 1.5$, and 6 μM; Figs. 2–4). The sensitivity of the transient absorption measurements is dramatically reduced for LH2 concentrations $<15$ mM (Fig. 5) and $>6$ μM due to the optical density being too low or too high, respectively. In total we measured transient absorption kinetics for 25 different combinations of LH2 and LDAO concentrations. Qualitatively all these kinetics show a similar behavior as those in Fig. 1. Below the CMC of LDAO (1.2 mM), and independent of the LH2 concentration, all measurements produce nonexponential decay curves for inter-ring annihilation indicating an aggregation of the LH2 complexes. Interestingly, above the CMC there exists a region of concentrations (see Fig. 7, region II) where the kinetics are relatively slow (compare Figs. 2 and 3, ○, as well as Figs. 3 and 4, △) but do not correspond to the single-excitation decay. Consequently, under these conditions aggregates of LH2 complexes are formed that are different from those obtained at LDAO concentrations below the CMC. These qualitative statements will be
confirmed by quantitative analysis, which compares the measured kinetics with simulations of the inter-ring annihilation dynamics in LH2 aggregates.

Electron microscopy

The results obtained by ultrafast spectroscopy are complemented by TEM studies of instantaneously frozen samples with 2–3-nm resolution at different protein/surfactant concentrations as shown in Fig. 6 (for concentrations, see figure legend). Although the resolution of such samples is lower than the negative-stained preparations on surfaces, the freeze process guarantees a much better preservation of the initial aggregation state during sample fixation.

Fig. 6 A presents a typical image of LH2 complexes at nonaggregated conditions ($c_{\text{LH2}} = 6 \mu M$ and $c_{\text{LDAO}} = 15$ mM). In contrast to the pure LDAO/buffer solution (Fig. 6 B), dark spots can clearly be seen in the image. The diameter of the spots is ~10 nm and there is, on average, one spot per area of 50 nm $\times$ 50 nm. The thickness of the sample is 50–100 nm leading to an estimate of 10 $\mu M$ LH2. The size and concentration match very well what would be expected for the well-separated LH2 complexes and support the conclusions drawn from ultrafast spectroscopy (compare to Fig. 2, □). For LDAO concentrations below the CMC, small cluster-like aggregates with varying shape and sizes of up to 35 nm are obtained (Fig. 6 E), but also very few rather huge assemblies (Fig. 6 F). In the special region of LH2 and LDAO concentrations where annihilation is slow (see above), the formation of sheet-like aggregates is observed. For example, at $c_{\text{LH2}} = 1.5 \mu M$ and $c_{\text{LDAO}} = 5$ mM, one can see several structured areas (Fig. 6 C). Fourier transformation of the marked square (Fig. 6 D) reveals that in this area the LH2 aggregates form a hexagonal lattice in a two-dimensional layer. The formation of two-dimensional layers is indicated by the edge ( Fig. 6 C, lower area) producing a line of intense contrast. These extended, sheet-like aggregates are different from the smaller, cluster-like ones obtained at LDAO concentrations below the CMC. To quantify these results in terms of different packing densities of the aggregates, the TEM resolution has not been sufficient. In particular for the tiny aggregates shown in Fig. 6 E, Fourier analysis is not possible.

Simulations

To establish the initial conditions of the simulations, we first analyzed the fast intra-ring annihilation at the beginning of
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Each kinetic trace. This enabled us to determine the fraction of initially excited B850-rings (Trinkunas et al., 2001). The initial signal intensity before intra-ring annihilation is proportional to the fraction $f$ of excited Bchl molecules. According to the binominal distribution, for 18 Bchls per B850-ring the fraction of rings which contains no excitation is $p_0 = (1-f)^{18}$. Consequently, the fraction of rings which carry initially one or more excitations is given by $p_{\geq 1} = 1 - p_0$. After completion of the initial intra-ring annihilation, all these rings carry only one excitation. Correspondingly the fraction of excited Bchls is now $p_{\geq 1}/18$. The signal intensity after intra-ring annihilation is proportional to that number. Comparing the amplitude of the transient absorption signal after completion of the intra-ring annihilation with the initial amplitude we can obtain $p_{\geq 1}/(18 f)$ directly from the experimental curves. For example, from the uppermost curve in Fig. 2 (C), we estimate that the remaining signal after the intra-ring annihilation is $\sim 80\%$, giving

\[
p_{\geq 1} = \frac{1 - (1 - f)^{18}}{18 f} = (80 \pm 5)\%, \tag{1}
\]

which results in $f = (2.7 \pm 0.8)\%$ and subsequently in $p_{\geq 1} = (40 \pm 10)\%$. The latter is the initial occupation for the simulations of inter-ring annihilation after completion of the initial intra-ring annihilation. We have also estimated $f$ using the absorption cross section of the Bchl, the energy of the laser pulse, and the diameter of the beam. The results are similar but the error of such an estimation is significantly larger. Hence, in what follows we will only use values of the initial population as obtained from the intra-ring annihilation analysis for each set of curves separately (see Figs. 1–5).

The population kinetics of the inter-ring annihilation process are modeled by random walks of the hopping excitations on a two-dimensional hexagonal lattice of $N$ nodes, each representing one B850-ring. The hexagonal coordination of the lattice is strongly suggested by the TEM images (see Fig. 6, C and D). It is also the most favorable structure with respect to the surface polarity distribution. For the same reason the $N$ nodes are arranged for a minimum perimeter of the aggregate. At the beginning of each simulation track, some of the $N$ lattice-nodes are randomly occupied by single excitations with probability $p_{\geq 1}$ as obtained from the previous analysis of the intra-ring annihilation. Thus the initial state of the simulation describes the situation immediately after the fast intra-ring annihilation has been completed. The subsequent random-walk simulation by means of the Monte Carlo method has been performed in short time-steps $\Delta t$ (here 0.1 ps) as follows:

1. During a time-step each excitation has a probability $\Delta t/\tau$ to decay due to the single-excitation decay $\tau = 750$ ps. The decision to remove the excitation is taken from a uniform random distribution via the Monte Carlo method.

2. For the excitations that remain after step 1 we need to decide whether they make a jump or stay where they are during the time-step. The probability to jump is given as $P = N k \Delta t$, where $N$ is the number of nearest neighbors ($N = 6$ for the rings inside the aggregate but $N < 6$ for the rings on the edges) and $k$ is the ring-to-ring hopping rate for the inter-ring excitation transfer. The decision to jump is taken using the same Monte Carlo method as in step 1.

3. If the excitation is to jump, the acceptor node is chosen from a uniform distribution of the $n$ nearest-neighbors. This condition means that $k$ does not depend on the acceptor state but is the same for the acceptors with and without excitation. This assumption is justified by the fact that the B850 ring contains 18 Bchl molecules and even if the excitation is delocalized over 2–4 Bchl molecules (Pullerits et al., 1996; Trinkunas et al., 2001) the accepting Bchls remain most of the time unaffected.

4. If the jump is made the source node occupation is set to 0 and that of the target node is set to 1, independent of
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whether or not the latter is already occupied. This means that if the acceptor already had an excitation, one of the two initial excitations is annihilated.

5. The procedure is carried out for all remaining excitations.

6. The time $t$ is increased by one time-step $\Delta t$ and the algorithm is repeated until $t = 300$ ps.

7. At $t = 300$ ps, a new track is started for a new random initial occupation of the same lattice.

For good statistics, 1000 simulations are accumulated for each combination of fitting parameters $k$ and $N$. In the case of no aggregation—i.e., $N = 1$—the only kinetic component after intra-ring annihilation has occurred (see Fig. 1, solid lines) is the single-exponential quenching with $\tau = 750$ ps. In LH2 aggregates where the ring-to-ring hopping rate $k$ is much higher than the single-excitation decay rate $\tau^{-1}$, the calculated kinetics depend on the two fitting parameters in qualitatively different ways. The parameter $k$ mainly determines the initial time-profile of the annihilation part of the decay, e.g., for $k = 20$ and $40$ ns$^{-1}$ in Fig. 1 (dotted lines), whereas the relative amplitude of the asymptotic exponential decay at long times determines the aggregate size $N$, e.g., for $N = 10$ and 12 in Fig. 1 (dashed lines). The latter can be understood as follows. From the $p_{\geq 1} \times N$ nodes, which are excited immediately after intra-ring annihilation, only one carries an excitation after inter-ring annihilation. Hence, the signal amplitude after completing the intra-ring annihilation is $p_{\geq 1} \times N$ times larger than the signal corresponding to the last excitation when interpolated to $t = 0$ for the single excitation decay. Thus, the parameters $k$ and $N$ are independently determinable.

If the ring-to-ring distance is so large that the excitation hopping transfer is much slower than the single-excitation decay rate $\tau^{-1}$, the calculated kinetics depend on the two fitting parameters in qualitatively different ways. The parameter $k$ mainly determines the initial time-profile of the annihilation part of the decay, e.g., for $k = 20$ and $40$ ns$^{-1}$ in Fig. 1 (dotted lines), whereas the relative amplitude of the asymptotic exponential decay at long times determines the aggregate size $N$, e.g., for $N = 10$ and 12 in Fig. 1 (dashed lines). The latter can be understood as follows. From the $p_{\geq 1} \times N$ nodes, which are excited immediately after intra-ring annihilation, only one carries an excitation after inter-ring annihilation. Hence, the signal amplitude after completing the intra-ring annihilation is $p_{\geq 1} \times N$ times larger than the signal corresponding to the last excitation when interpolated to $t = 0$ for the single excitation decay. Thus, the parameters $k$ and $N$ are independently determinable.

If the ring-to-ring distance is so large that the excitation hopping transfer is much slower than the single-excitation decay, the aggregate size $N$ cannot be determined from the kinetics. Nevertheless, this case can be distinguished from the nonaggregated case $N = 1$ as well as from small aggregates (e.g., $N = 2$) with ring-to-ring hopping rates $k \geq \tau^{-1}$ (compare solid, thick, and thin dotted lines in Fig. 2). Hence, ring-to-ring hopping rates $k$ much lower than the single-excitation decay rate can be determined, and for $N > 10$, as suggested by the TEM image (Fig. 6 C), the $k$-values are independent of the aggregate size.

So far we have assumed that all the LH2 complexes are oriented in the same way in the aggregate. The fact that for two purple bacteria good quality crystals of LH2 have been made supports such an assumption. However, LH2 of Rb. spheroides has not yet been crystallized. Furthermore, the LDAO present in vitro may form a layer around the waists of the cylindrical LH2 complexes (Prince et al., 2003). Consequently, we need to consider the possibility that within an aggregate some LH2 complexes may be oriented upside-down. We have simulated random walks on a hexagonal lattice where two types of nodes are randomly distributed, representing the two orientations of LH2 complexes. Between oppositely oriented rings we use the ring-to-ring hopping rate $k'$ instead of $k$, which is used between LH2 complexes with the same orientation. Because the B850 ring, which carries the excitation, is not located in the center of the LH2 cylinder, the effective distance for the hopping transfer is increased for the differently oriented LH2 complexes. We have estimated (by using Eq. 2) that this will slow down the transfer rate for oppositely oriented LH2 by a factor of 5—i.e., $k'/k \approx 20\%$. To resemble the same kinetics, the model of arbitrarily oriented LH2 complexes needs almost two-times higher hopping rates $k$ compared to the values used for aggregates with uniformly oriented LH2 complexes. The aggregate size parameter $N$, however, is nearly independent of the choice of the model. In what follows, a uniform orientation of the LH2 complexes in respect of the two-dimensional aggregates is assumed. The results, however, can be easily transferred to the case of arbitrarily oriented LH2 complexes (i.e., 50% upside-down) by rescaling the value of the ring-to-ring hopping rates $k$ by a factor of 2. A similar rescaling, but in the opposite direction, would be necessary for double layers of stacked LH2 complexes with the B850 rings facing each other (compare to Prince et al., 2003). Note that, in the present context, $N$ has the meaning of the number of effectively coupled rings, rather than that of the full three-dimensional size of a loosely packed aggregate.

By varying the parameters $N$ and $k$ we have fitted our simulations to the measured kinetics (Figs. 1–5). In Fig. 7 the results of these fits for all measured combinations of LH2 and LDAO concentrations are summarized. Three different regions are found:

1. For LDAO concentrations below the CMC ($c_{LDAO} < 1.2$ mM), the aggregate size is $N = 14 \pm 4$ and ring-to-ring hopping rate is $k = 30 \pm 15$ ns$^{-1}$ (Figs. 1–5, dashed and dash-dotted lines). These aggregate sizes fit remarkably well to the sizes of the spots observed in the TEM images.
(Fig. 6E). For $c_{\text{LH2}} = 6 \mu$M and $c_{\text{LDAO}} = 1.5$ mM, which is above the CMC, one obtains similar ring-to-ring hopping rates but with much smaller aggregate sizes ($N = 4$).

2. Isolated LH2 complexes are indicated by the fitting parameters $N = 1$ and $k = 0$. For LH2 concentrations $<0.3 \mu$M these conditions are obtained for LDAO concentration just above the CMC. For increased LH2 concentrations higher LDAO concentrations are needed to solubilize the LH2 complexes completely. Note that LDAO concentrations $>15$ mM disintegrates the LH2 complexes.

3. For concentrations between the regions I and II, the best fit is obtained for ring-to-ring hopping rates $k$ between 0.1 and 0.9 ns$^{-1}$, which are significantly lower than the single-excitation decay rate $\tau^{-1}$ of 1.3 ns$^{-1}$. As mentioned above, in these cases a determination of the aggregate size from the ultrafast spectroscopy is not possible. However, the TEM images for corresponding concentrations show extended layers of hexagonally arranged aggregates (Fig. 6C). Hence, we assumed aggregate sizes of $N \gg 10$, and determined $k$ more precisely to values of 0.3 $\pm$ 0.1 ns$^{-1}$ (Figs. 2 and 3, thin dotted lines) for the combinations of concentration $c_{\text{LH2}}/c_{\text{LDAO}} = 6 \mu$/M/5 mM and 1.5 $\mu$/M/1.5 mM (Fig. 2, $\odot$, and Fig. 3, $\triangle$, respectively). By comparison of the data with the simulations for $N = 2$ (Figs. 2 and 3, thick dotted lines), it can be clearly excluded that the respective kinetics result from small aggregates with similar ring-to-ring hopping rates $k$ as found for LDAO concentrations below the CMC (region I). The kinetics for the concentration combinations 0.3 $\mu$/M/1.5 mM and 0.3 $\mu$/M/1.5 mM (Fig. 3, $\odot$, and Fig. 4, $\triangle$, respectively) fit best to extended aggregates with hopping rates $k = 0.1 \pm 0.1$ ns$^{-1}$ (compare to Fig. 4), but can be also interpreted as a result of isolated LH2 ($N = 1$, Figs. 3 and 4, solid lines).

**DISCUSSION**

The most common method to determine the size of aggregates is perhaps dynamic light scattering (Brown, 1993). In the presented work we have demonstrated how self-assembly processes in a protein-surfactant system can be monitored by excitation annihilation using ultrafast spectroscopy. The very different values of the ring-to-ring hopping rate for different compositions (Fig. 7) have clearly indicated the formation of two well-distinguishable types of aggregates in the LH2-LDAO-water system. Before this will be discussed in the framework of a typical phase diagram for ternary protein-surfactant-water systems, we further explain the relevance of the parameter $k$ for the packing of the LH2 complexes in the different types of aggregates. Note that this kind of information cannot be obtained by dynamic light scattering.

**Hopping rate and ring-to-ring distance**

In principle, the value of $k$ can be related to the ring-to-ring distance of Förster’s equation (Förster, 1948), based on the dipole-dipole interaction given for the hopping rate,

$$k = \frac{1}{\tau_0} \left( \frac{R_0}{R} \right)^6,$$

where $\tau_0$ is the radiative lifetime of the B850 exciton (not to be mixed up with the single-excitation lifetime $\tau$ mentioned above) and $R_0$ is the so-called Förster radius which contains the spectral overlap between donor and acceptor of the excitation. In the present case, however, the relation between hopping rate $k$ and ring-to-ring distance $R$ is not so simple. The reason lies in the properties of B850 excited state and the *intra*-ring excitation dynamics. Detailed studies of the *intra*-ring annihilation have revealed that the excitation is delocalized over 2–4 Bchl of the B850-ring (Trinkunas et al., 2001), forming a molecular exciton. Numerous other studies have yielded similar results (Pullerits et al., 1996; Chachisvilis et al., 1997; Monshouwer et al., 1997; Dahlbom et al., 2001). As mentioned above, the exciton dynamics inside the B850 ring are much faster than the *inter*-ring dynamics. Hence, to determine the ring-to-ring hopping rate one must evaluate the hopping rates for all possible positions of the exciton and average over them. In this procedure the use of Eq. 2 may involve very large errors. In fact for an extended excitation the point-dipole approximation may fail (Scholes, 1999) and Eq. 2 is not applicable. Consequently we will use it only for qualitative discussions.

A more rigorous calculation of the distance $R$ from the ring-to-ring hopping rate $k$ goes beyond the scope of the current study and will be the subject for future work.

The ring-to-ring hopping rate $k = 30 \pm 15$ ns$^{-1}$ (corresponding time is $\sim 30$ ps) found for the cluster-like aggregates at LDAO concentrations below the CMC (Fig. 7, region I) means that for a B850-ring surrounded by six neighboring rings the excitation residence time is $\sim 5$ ps. This number is remarkably close to the low-temperature dephasing time of 6.6 ps measured by spectral hole-burning at the red edge of the B850-band in native LH2 membranes (Reddy et al., 1992). On the other hand, measurements of the excitation transfer from the peripheral antenna LH2 to the core antenna LH1 in native membranes have given a range of transfer times, e.g., 3.3 ps (Hess et al., 1995), 4.5 ps (Nagarajan and Parson, 1997), and 8 ps (Freiberg et al., 1989). Notably, Nagarajan and Parson as well as Freiberg and co-workers also found a slower transfer component of $\sim 25$ ps. Nevertheless, our results cannot exclude that in the small, cluster-like LH2 aggregates formed below the CMC of LDAO (compare to Fig. 6E), the LH2 complexes are still separated by a thin layer of surfactant molecules or residual membrane lipids. However, for the sheet-like type of aggregates (compare to Fig. 6C) formed at LH2/LDAO
concentrations in region II above the CMC, the ring-to-ring distances are significantly larger. From Eq. 2 one can estimate that the distance $R$ relevant for the Förster transfer is approximately twice as large as in the first type of aggregates. Note that $R$ does not mean the ring-to-ring distance but the distance from the effective donor to the effective acceptor situated on the neighboring rings. The additional space between the hydrophobic waists of the cylindrical LH2 complexes is apparently filled by surfactant molecules, which in this case do not solubilize the LH2 complexes completely, but rather organize them in a two-dimensional hexagonal lattice as shown in Fig. 6 C.

**Ternary LH2-LDAO-water system**

The combination of ultrafast spectroscopy results (fitted by random-walk simulations) and cryo-TEM have identified three different types of aggregates. In the preceding text they were characterized as isolated LH2 complexes ($N = 1$), cluster-like aggregates of nonsolubilized LH2 ($N \approx 14$) and sheet-like aggregates ($N \gg 10$). The occurrence of these structures depends on the concentrations of LH2 and LDAO as has been illustrated in Fig. 7. However, to understand the specific aggregation behavior a thermodynamic phase diagram should be considered—as presented in Fig. 8. This phase diagram is a generalized qualitative description of the behavior of the ternary protein-surfactant-water system. The basis is given by the binary LDAO-water system, with the micellar $L_1$ and the lamellar liquid crystalline phase $L_{\alpha}$ (Lutton, 1966). When a third amphiphilic component like the LH2 complex with hydrophobic and hydrophilic regions is subjected to this binary system, the balance between hydrophobic and electrostatic interactions that dominate the structural behavior is strongly affected (Jönsson and Wennnerström, 1987; Landgren et al., 1992). Jönsson and Wennnerström (1987) developed a thermodynamical model for this mechanism, which predicts that the lamellar phase $L_{\alpha}$ swells to dilute conditions for increased LH2 concentrations. The qualitative phase diagram (Fig. 8) is based on this approach. A similar phase diagram has been presented for another membrane-spanning protein, gramicidin, in aqueous LDAO (Orädd et al., 1995).

Due to the swelling of the lamellar phase $L_{\alpha}$ even at the low concentration of LDAO used in our samples, we have to consider three phases, which are related to the three different aggregation states of the LH2 complexes. Isolated LH2 complexes ($N = 1$) occur in the micellar phase $L_1$ above the CMC. Note that in the premicellar $L_1$-phase, i.e., below the CMC of LDAO, the LH2 complexes do not solubilize as well as in the micellar $L_1$-phase (compare to Jönsson and Wennnerström, 1987). Therefore at LDAO concentrations lower than the CMC the LH2 complexes form small but densely aggregated clusters with size $N = 14 \pm 4$, as detected by ultrafast spectroscopy as well as the TEM images (Fig. 6 E). In the phase diagram these are represented by the top corner. The extended hexagonal but less densely packed aggregates ($N \gg 10$) are assigned to the liquid crystalline lamellar phase $L_{\alpha}$. The edge that appears in the TEM image (Fig. 6 C) clearly shows the lamellar sheet-like structure of these aggregates. Similar self-assembly has been shown for several membrane proteins since the pioneering study of the bacteriorhodopsin-surfactant-water system by Unwin and co-worker (Henderson and Unwin, 1975; Unwin and Henderson, 1975).

For the quite-low concentrations of LH2 but also of LDAO, our samples are located in the water-rich corner of the phase diagram (Fig. 8 b). At the lowest concentrations of LDAO used in the present work ($c_{LDAO} < 1.5$ mM), the LH2-poor micellar $L_1$-phase—i.e., the region between the critical association concentration and the CMC—coexists with undissolved LH2 as represented by the cluster-like aggregates. Increasing LDAO concentration leads to two possible phase transitions: For low LH2 concentration one will pass the CMC and reach directly the micellar region of the $L_1$-phase, where the whole LH2 content is completely solubilized ($N = 1$). For higher LH2 concentrations ($c_{LH2} = 0.5 - 5$ $\mu$M), however, one will reach a region in the phase diagram where the $L_1$-phase coexists with the lamellar $L_{\alpha}$-phase. The ultrafast spectroscopy results suggest that in this case the majority of the LH2 content is incorporated into

---

**FIGURE 8 Qualitative phase diagram of the ternary system LH2-LDAO-water.** (a) LH2, densely aggregated protein complexes; $L_1$, micellar phase; $L_{\alpha}$, lamellar phase; $H_1$, hexagonal phase; and $I$, cubic phase. Water-rich corner of the phase diagram. (b) The $L_1$ phase and three regions of coexistence are assigned. The critical association concentration (CAC) as well as the critical micellar concentration (CMC) are given on the LDAO coordinate. Furthermore, the estimated positions for the TEM images are marked A–C and E and F, as in Fig. 6.
the lamellar $L_\alpha$-phase. Otherwise the lamellar aggregates would not have been detected, because the contribution of the inter-ring annihilation to the overall signal decay would have been smaller than the signal/noise of the experiment. A similar accumulation in the lamellar $L_\alpha$-phase has been reported for gramicidin (Orädd et al., 1995). In the lamellar $L_\alpha$-phase the cylindrical LH2 complexes are embedded in a double layer of surfactant molecules with their hydrophobic waists surrounded by the nonpolar tails of the surfactant molecules, while the polar caps protrude the polar surfaces of the lamella (Prince et al., 2003).

The relatively well-ordered arrangement of the LH2 complexes in the lamellar $L_\alpha$-phase may result from a mismatch between the thickness of the hydrophobic regions of the LH2 complexes and the LDAO bilayer (Orädd et al., 1995; Fattal and Ben-Shaul, 1993). However, in the present case the mismatch is not very big. We estimate that the vertical extension of the hydrophobic waist of the LH2 complex is $\sim 3.5$ nm (compare to Prince et al., 2003), whereas the LDAO bilayer has a thickness of $\sim 3$ nm (Evans and Wennerström, 1999). This small hydrophobic mismatch may contribute to the effective interaction between LH2 complexes, which forces them into the observed hexagonal lattice. (Note that for a given amount of surfactant to fill the interstitial areas, the hexagonal lattice results in maximum distances between the LH2 complexes, compared to other lattices, such as quadratic.) As a further consequence of this interaction the packing density of the LH2 depends on the ratio between LDAO and LH2 in the lamellar phase. An indication of such an effect is the decrease of the ring-to-ring hopping rate $k$ from 0.3 ns$^{-1}$ down to 0.1 ns$^{-1}$, if the LDAO concentration is increased, strongly suggesting that the distance between the LH2 complexes expands (compare to Fig. 3. c, and Fig. 4. a). Naturally if the ring-to-ring distance becomes too large (corresponding $k < 0.1$ ns$^{-1}$), one can no longer distinguish between aggregated and isolated LH2 complexes. The situation is further complicated by the fact that for increasing LDAO concentration the coexistence equilibrium between the lamellar $L_\alpha$-phase and the micellar $L_\nu$-phase is shifted to the latter, where the LH2-complexes are isolated. Hence, for approaching the $L_\nu$-phase, the averaged kinetics obtain more and more the character of the single-excitation decay ($N = 1$)—i.e., the curves flatten, as for decreasing $k$-values.

CONCLUSIONS

In this study of the ternary system LH-LDAO-water, three types of LH2-aggregates could be identified and characterized by using a combination of ultrafast spectroscopy and cryo-TEM. In addition to small cluster-like aggregates of densely packed nonsolubilized LH2 obtained for LDAO concentrations below the CMC and isolated LH2 complexes completely solubilized in the micellar phase of LDAO, for higher LH2 concentrations and LDAO concentrations just above the CMC we have observed large hexagonal arrays of LH2 complexes. From the relatively slow excitation energy transfer on the hexagonal lattice we conclude that the LH2 complexes are not in direct contact but separated by a laminar spacer of LDAO molecules. The possible control of LH2 aggregation by the surfactant and the LH2 concentration may open a wide field of applications, but also calls for careful sample preparation in experiments intended to be conducted for single LH2 complexes.

Experimental assistance by G. Karlsson (Biomicroscopy unit, Lund University) is gratefully acknowledged. We thank H. Wennerström and V. Alfredsson (Physical Chemistry 1, Lund University) for valuable discussions.

This work was financially supported by the Wenner-Gren Foundation (A.S., W.J.D.), the Swedish Foundation for Strategic Research, Colloid and Interface Technology (A. Stenstam), the Swedish Science Research Council (J.LH., T.P.), and the Biotechnology and Biological Sciences Research Council (R.C.).

REFERENCES


Schubert et al.


