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We discuss extensions of the Virasoro algebra obtained by generalizing the Sugawara construction to the higher order Casimir invariants of a Lie algebra \( \mathfrak{g} \). We generalize the GKO coset construction to the dimension-3 operator for \( \mathfrak{g} = \mathfrak{A}_N \) and recover results of Fateev and Zamolodchikov if \( N = 3 \). Branching rules and generalizations to all simple, simply-laced \( \mathfrak{g} \) are discussed.

1. Introduction

In a previous paper [1], henceforth referred to as I, we discussed extensions of the Virasoro algebra which we constructed from Kac–Moody algebras \( \mathfrak{g} \) by generalizing the Sugawara construction to higher order Casimir invariants of the underlying finite dimensional Lie algebra \( \bar{\mathfrak{g}} \). This was done in an attempt to understand the occurrence of larger symmetries in \( d = 2 \) conformal field theories and their implications for the physical spectra.

The starting point in I was a conformal field \( \mathcal{J}(z) \) taking values in a Lie algebra \( \bar{\mathfrak{g}} \). Its components \( \mathcal{J}^a(z) \), defined with respect to an antihermitian basis \( \{ T^a, a = 1, 2, \ldots, \dim(\bar{\mathfrak{g}}), \text{Tr}(T^a T^b) = -\delta^{ab} \} \), satisfy the operator product expansion (OPE)

\[
\mathcal{J}^a(z) \mathcal{J}^b(w) = \frac{-k \delta^{ab}}{(z-w)^2} + f^{abc} \mathcal{J}^c(w) + \cdots .
\]

The Fourier modes \( \mathcal{J}^a_n \) satisfy the commutation relations of an untwisted affine
Kac–Moody algebra \( g \). We proposed to consider the operators

\[
T^{(\lambda_i)}(z) = \mathcal{N}^{(\lambda_i)}(g, k) \, d^{abc} \cdots \left( J^a J^b J^c \cdots \right)(z),
\]

where \( \mathcal{N}^{(\lambda_i)}(g, k) \) is some normalization constant and \( d^{abc} \cdots \) is the completely symmetric invariant tensor of order \( \lambda_i \) \( (i = 1, 2, \ldots, l = \text{rank}(\bar{g})) \) of \( \bar{g} \), so that \( T^{(\lambda_i)} = d^{abc} \cdots T^a T^b T^c \cdots \) is the \( \lambda_i \)th order Casimir of the underlying Lie algebra \( \bar{g} \).

In particular, the operator \( T(z) = T^{(2)}(z) \) is the usual Sugawara stress–energy tensor satisfying the OPE

\[
T(z)T(w) = \frac{\frac{1}{2}c(g, k)}{(z-w)^4} + \frac{2T(w)}{(z-w)^2} + \frac{\partial T(w)}{(z-w)} + \cdots
\]

with central charge

\[
c(g, k) = \frac{k \dim(\bar{g})}{k + g},
\]

when the normalization is chosen as

\[
\mathcal{N}^{(2)}(g, k) = \frac{-1}{2(k + g)}.
\]

In these formulas \( g \) is the dual Coxeter number of \( g \) [2]. It is not very hard to show that the other fields \( T^{(\lambda_i)} \), \( i = 2, 3, \ldots, l \), are primary fields w.r.t. \( T(z) \) if the \( d \)-symbols are chosen to be traceless (the \( d \)-symbols can be chosen such that they are mutually orthogonal).

The currents \( T^{(\lambda_i)}(z) \) generate a set of local currents through OPE’s: two currents \( A(z) \) and \( B(z) \) generate \( (AB)_r(z) \), \( r \in \mathbb{Z}_{>0} \), where

\[
A(z)B(w) = \sum_{r>0} \frac{(AB)_r}{(z-w)^r} + O(z-w).
\]

Let us denote by \( S \) the set of currents generated this way. The following is obvious

1. \( T^{(\lambda_i)}(z) \in S \),
2. \( 1 \in S \),
3. \( A(z) \in S \Rightarrow \partial A(z) \in S \),
4. \( A(z), B(z) \in S \Rightarrow (AB)(z) \in S \).

A case of special interest is when \( S \) is the minimal set of currents obeying these requirements, i.e. when all the fields generated in the singular part of OPE’s can be written as normal ordered products of the \( T^{(\lambda_i)}(z) \), \( i = 1, 2, \ldots, l \), and their derivatives.
The set $S$ together with the products $\{\} : (A, B) \rightarrow \{AB\}_r, r \in \mathbb{Z}_{\geq 0}$, can be viewed as an abstract operator algebra, which we will denote as $\text{Vir}[g, k]$. The operator algebra $\text{Vir}[g, k]$ is equivalent to the commutator algebra of the Fourier modes $A_n = \hat{\phi}(dz/2\pi i) A(z) z^{n+\Delta_{-1}}$. However, due to the presence of composite expressions this commutator algebra is not a Lie algebra in general (an exception is the case $\text{Vir}[A_{i(1)}(1), k]$). It is therefore not very natural to pass to a formulation in terms of components $A_n$ in this situation; we will instead do the analysis directly on the level of currents $A(z)$ and products $\{\}_r, r \in \mathbb{Z}_{\geq 0}$. In this context we define a representation of $\text{Vir}[g, k]$ to be a linear map $\rho$ from $\text{Vir}[g, k]$ to a set $S'$ of currents acting on some Hilbert space $V$ such that

(i) $\rho(1) = 1_V$,

(ii) $\rho(\partial A)(z) = \partial (\rho(A))(z), \ A \in \text{Vir}[g, k]$,

(iii) $\rho(\{AB\}_r)(z) = \{\rho(A)\rho(B)\}_r, \ r \geq 0, \ A, B \in \text{Vir}[g, k]$.

In I we explicitly investigated the operator product algebra of the Sugawara stress–energy tensor

$$T(z) = \frac{-1}{2(k+g)} \delta^{ab} (J^a J^b)(z), \quad (1.7)$$

and the third-order Casimir operator

$$T^{(3)}(z) = \mathcal{N}^{(3)}(A_{N-1}^{(2)}, k) d^{abc} (J^a J^b J^c)(z),$$

$$\mathcal{N}^{(3)}(A_{N-1}^{(2)}, k) = \frac{i}{3(N+k)} \sqrt{\frac{N}{2(N+2k)(N^2-4)}}, \quad (1.8)$$

for $\bar{g} = A_{N-1}$ (for conventions and method of calculation we refer to I). Apart from the result that $T(z)$ satisfies the Virasoro OPE and that $T^{(3)}(z)$ is a primary field of dimension 3 we found that the OPE of $T^{(3)}(z)$ and $T^{(3)}(w)$ is given by

$$T^{(3)}(z)T^{(3)}(w) = \frac{c/3}{(z-w)^6} + \frac{2T(w)}{(z-w)^4} + \frac{\partial T(w)}{(z-w)^3} + \frac{1}{(z-w)^2} \left[ 2b^2 \Lambda(w) + \frac{1}{10} \partial^2 T(w) + R^{(4)}(w) \right]$$

$$+ \frac{1}{(z-w)} \left[ b^2 \partial \Lambda(w) + \frac{1}{15} \partial^3 T(w) + \frac{1}{2} \partial R^{(4)}(w) \right] + \cdots,$$  \quad (1.9)
where

\[ \Lambda(w) = (TT)(w) - \frac{3}{10} \partial^2 T(w), \]

\[ c = c(A_{N-1}^{(1)}, k) = \frac{(N^2 - 1)k}{N + k}, \quad b^2 = \frac{16}{22 + 5c}. \quad (1.10) \]

In the expansion (1.9), apart from the identity operator and its descendants, an extra primary field \( R^{(4)}(z) \) and a corresponding descendant field \( \partial R^{(4)}(z) \) are present in the singular terms. For general \( N \) the field \( R^{(4)}(z) \) contains a term proportional to the 4th order Casimir of \( A_{N-1} \). For \( N = 3 \), however, no independent 4th order Casimir exists and one therefore expects some simplifications. In I we have shown that in the vertex operator realization of the level 1 representation of \( A_2^{(1)} \) the field \( R^{(4)}(z) \) vanishes identically. This shows that for \( k = 1 \) the field \( R^{(4)}(z) \) plus the fields generated in OPE's with \( R^{(4)}(z) \) form an ideal in the complete operator algebra and can consistently be put equal to zero. Thus the operator algebra \( \text{Vir}[A_2^{(1)}, 1] \) is minimal in the sense described above; we read off from (1.9) that it is actually equivalent to the algebra given by Zamolodchikov in [3] with \( c = 2 \). It was shown in I that in the vertex operator realization for \( A_2^{(1)} \), \( k = 1 \), the expression for \( T^{(3)}(z) \) reduces to the free field realization of this operator as given by Fateev and Zamolodchikov [4].

Our main goal in this paper is to present an extension of the Goddard, Kent, Olive (GKO) coset construction of a so-called coset Virasoro algebra to the dimension-3 field \( T^{(3)}(z) \). This will allow us to make contact with the results for \( c < 2 \) in [4].

In fact we expect that a similar extended coset construction can be given more generally whenever we have a Kac–Moody subalgebra \( g' \subset g \). The operators resulting from this construction constitute a representation of an extended Virasoro algebra which we will denote by \( \text{Vir}[g, g', k] \). In this paper we focus on \( \text{Vir}[g \oplus g, g, (k, 1)] \) where \( g \subset g \oplus g \) is the diagonal embedding.

This paper is organized as follows. In sect. 2 we explicitly give the construction of the coset dimension-3 operator \( \tilde{T}^{(3)}(z) \) of \( \text{Vir}[A_{N-1}^{(1)} \oplus A_{N-1}^{(1)} \oplus A_{N-1}^{(1)}(k_1, k_2)] \). For \( N = 3 \), \( k_2 = 1 \), the operator product algebra is shown to reduce to Zamolodchikov's spin-3 algebra. In section 3 we present some results on the representation theory of \( \text{Vir}[g \oplus g, g, (k, 1)] \) for simple, simply-laced \( \bar{g} \). We do not have a complete proof of these results but we give a number of non-trivial consistency checks which strongly support our formulas. In particular we will point out the relation of \( \text{Vir}[A_{N-1}^{(1)} \oplus A_{N-1}^{(1)} \oplus A_{N-1}^{(1)}(1, 1)] \) with the parafermion algebras [7]. Sect. 4 deals with the branching rules for irreducible HWM's of \( g \oplus g \) into HWM's of \( g_{\text{diag}} \oplus \text{Vir}[g \oplus g, g, (k, 1)] \). Also here we give no complete proof but we go through a number of convincing consistency checks, one of which is the construction of some
modular invariants. In sect. 5 we end with some conclusions and remarks. An appendix is added to explain some of our notations.

2. Coset construction

In this section we discuss how to extend the GKO coset construction [5,6] to the Casimir operators of higher conformal dimension. We make this explicit for the dimension-3 operator associated to $A^{(1)}_{N-1}$ ($N \geq 3$). For $N = 3$ we compare the resulting operator product algebra with Zamolodchikov's spin-3 algebra.

Before we address the construction of the extended coset Virasoro algebras let us first review the ordinary GKO coset construction.

The construction starts from a set of currents (with central charge $k$) corresponding to an untwisted affine Kac–Moody algebra $g$. The Sugawara construction (1.2) gives a field $T(z)$ satisfying a Virasoro algebra with central charge $c(g, k)$ as in (1.4). Let $g' \subset g$ be a Kac–Moody subalgebra of $g$. Restricting the Sugawara construction to the currents corresponding to $g'$ we obtain the Virasoro current $T'(z)$ with central charge $c(g', k')$. The value $k'$ is determined by the embedding $g' \subset g$ through $k' = jk$ where $j$ is the Dynkin index of this embedding [9]. Now it is easily shown that the difference

$$\tilde{T}(z) = T(z) - T'(z)$$

(2.1)

also generates a Virasoro algebra $\overline{\text{Vir}}$ with central charge $c(g, g', k)$ given by

$$c(g, g', k) = c(g, k) - c(g', k').$$

(2.2)

An important property of the coset Virasoro algebra $\overline{\text{Vir}}$ is that in the commutator algebra it commutes with the subalgebra $g'$. This allows us to write every HWM $L(A)$ of $g$ as a sum over irreducible HWM's of the direct sum $g' \oplus \overline{\text{Vir}}$. It can be shown that an irreducible integrable HWM $L(A)$ is finitely reducible into irreducible HWM's of $g' \oplus \overline{\text{Vir}}$ if and only if $c(g, g', k) < 1$ [10–16]. This property is very powerful. For the diagonal embedding $A_i^{(1)} \subset A_i^{(1)} \oplus A_1^{(1)}$ at level $(k, 1)$ it has been shown that most (if not all) properties of the Virasoro algebra can be derived from those of $A_i^{(1)}$ by exploiting this embedding.

For $c(g, g', k) \geq 1$ we have no finite reducibility in terms of $g' \oplus \overline{\text{Vir}}$ alone. This indicates that for those cases we should look for an extension of the coset Virasoro algebra which includes more generators than $\tilde{T}(z)$ alone. It is the aim of this section to provide such an extension which will allow us to extend the finite reducibility theorem beyond $c(g, g', k) < 1$.

The following is a tentative definition of what we mean by an extended coset Virasoro operator algebra.

For a given untwisted affine Kac–Moody algebra \( g \) let \( \text{Vir}\[g, k\] \) be the operator algebra generated by the Casimir operators \( T^{(\lambda)}(z) \) at level \( k \). Let \( g' \) be a Kac–Moody subalgebra of \( g \). The extended coset Virasoro operator algebra \( \text{Vir}\[g, g', k\] \) should have the following properties

(i) the generators of \( \text{Vir}\[g, g', k\] \) are local currents constructed by taking normal ordered products of the currents for \( g \) at level \( k \) and their derivatives.

(ii) \( \text{Vir}\[g, g', k\] \) contains the Virasoro generators \( \tilde{T}(z) \) as in (2.1) and coset analogues \( \tilde{T}^{(\lambda_i)}(z), i = 2, 3, \ldots, l, \) of \( T^{(\lambda)}(z) \) which transform under \( T(z) \) as primary fields of dimension \( \lambda_i \).

(iii) Mutual operator products of \( \text{Vir}\[g, g', k\] \) with the currents of \( g' \) are regular, i.e. in the commutator algebra \( \text{Vir}\[g, g', k\] and \( g' \) commute.

Here we construct explicitly the dimension-3 operator contained in \( \text{Vir}\[A^{(1)}_{N-1} \oplus A^{(1)}_{N-1}, (k_1, k_2)\] \) where \( A^{(1)}_{N-1} \oplus A^{(1)}_{N-1} \) is the diagonal embedding. Denoting the generators of \( A^{(1)}_{N-1} \oplus A^{(1)}_{N-1} \) as \( J^{(1)}(z) \) and \( J^{(2)}(z) \) and those of the diagonal \( A^{(1)}_{N-1} \) as \( J'(z) \) we have the relation

\[
J'(z) - J^{(1)}(z) = J^{(2)}(z), \quad k' = k_1 + k_2.
\]

The Virasoro generator for \( \text{Vir}\[A^{(1)}_{N-1} \oplus A^{(1)}_{N-1}, (k_1, k_2)\] \) is given by

\[
\tilde{T}(z) = T^{(1)}(z) + T^{(2)}(z) - T'(z),
\]

with \( T^{(1)}(z) \) and \( T^{(2)}(z) \) as in (1.6). The coset central charge is

\[
\tilde{c} = c\left(A^{(1)}_{N-1} \oplus A^{(1)}_{N-1}, (k_1, k_2)\right)
= (N^2 - 1) \left[ \frac{k_1}{k_1 + N} + \frac{k_2}{k_2 + N} - \frac{k_1 + k_2}{k_1 + k_2 + N} \right].
\]

In order to write down the coset analogue \( \tilde{T}^{(3)}(z) \) of (1.7) we inspect the requirements (i), (ii) and (iii). From (i) and (ii) we learn that \( \tilde{T}^{(3)}(z) \) is a normal ordered product cubic in the Kac–Moody currents \( J^{(1)}(z) \) and \( J^{(2)}(z) \) (it is easily seen that bilinear terms involving a derivative are no good). The requirement (iii) implies that \( \tilde{T}^{(3)}(z) \) is a singlet under the underlying \( A_{N-1} \) subalgebra of \( g' \). This restricts us further to the terms

\[
(J^{(1)}_a Q^{(1)}(z)), \quad (J^{(2)}_a Q^{(2)}(z)), \quad (J^{(2)}_a Q^{(1)}(z)), \quad (J^{(2)}_a Q^{(2)}(z))
\]

where

\[
Q^{a}(z) = d^{abc}(J^b J^c)(z).
\]

Notice that the combination \( T^{(3)}(z) + T^{(2)}(z) - T^{(3)}(z) \), which is the natural
analogue of $\mathcal{T}(z)$ in (2.4), does not satisfy the requirement (ii). We therefore allow a
general linear combination of the terms appearing in (2.6) and proceed by imposing
the requirements (ii) and (iii). Extensively using the results of I (in particular (2.11),
(2.12) and the techniques of appendix A) we have found that the requirement that
$\mathcal{T}^{(3)}(z)$ is a primary field of dimension 3 under $\mathcal{T}(z)$ uniquely fixes $\mathcal{T}^{(3)}(z)$ up to a
normalization factor $B_N(k_1, k_2)$:

$$
\mathcal{T}^{(3)}(z) = B_N(k_1, k_2) \left\{ k_2(N + k_2)(N + 2k_2)(J_{(i)}^a Q_{(i)}^a)(z)
- 3(N + k_1)(N + k_2)(N + 2k_2)(J_{(j)}^a Q_{(j)}^a)(z)
+ 3(N + k_1)(N + k_2)(N + 2k_1)(J_{(i)}^a Q_{(j)}^a)(z)
- k_1(N + k_1)(N + 2k_1)(J_{(i)}^a Q_{(i)}^a)(z) \right\}.
$$

(2.8)

It turns out that the remaining requirement (iii), expressed as

$$
\mathcal{T}^{(3)}(z) J^a(w) = \text{regular},
$$

(2.9)

is now already satisfied.

The next step in our construction is to determine the structure of the operator
algebra $\text{Vir}[A_{N-1}^{(1)} \oplus A_{N-1}^{(1)}, A_{N-1}^{(1)}, (k_1, k_2)]$, i.e. to calculate the OPE $\mathcal{T}^{(3)}(z) \mathcal{T}^{(3)}(w)$. After much arithmetic one finds

$$
\mathcal{T}^{(3)}(z) \mathcal{T}^{(3)}(w) = \frac{\bar{\mathcal{E}}/3}{(z - w)^6} + \frac{2\mathcal{T}(w)}{(z - w)^4} + \frac{\partial \mathcal{T}(w)}{(z - w)^3}
+ \frac{1}{(z - w)^2} \left[ 2b^2 \tilde{\Lambda}(w) + \frac{3}{16} \partial^2 \mathcal{T}(w) + \tilde{R}^{(4)}(w) \right]
+ \frac{1}{(z - w)} \left[ b^2 \partial \tilde{\Lambda}(w) + \frac{1}{15} \partial^3 \mathcal{T}(w) + \frac{1}{2} \partial \tilde{R}^{(4)}(w) \right]
+ \cdots,
$$

(2.10)

where

$$
\tilde{\Lambda}(w) = (\tilde{T} \tilde{T})(w) - \frac{3}{10} \partial^2 \mathcal{T}(w), \quad b^2 = \frac{16}{22 + 5\bar{\mathcal{E}}}.
$$

(2.11)
provided the normalization is fixed as

\[ B_N(k_1, k_2) = \frac{i}{3(N + k_1)(N + k_2)(N + k_1 + k_2)} \times \sqrt{\frac{N}{2(N + 2k_1)(N + 2k_2)(3N + 2k_1 + 2k_2)(N^2 - 4)}}. \quad (2.12) \]

The field \( \tilde{R}^{(4)}(z) \) is a primary field of dimension 4 under \( \tilde{T}(z) \). Notice that the structure of the OPE (2.10) in \( \text{Vir}[A^{(1)}_{N-1} \oplus A^{(1)}_{N-1}, A^{(1)}_{N-1}, (k_1, k_2)] \) is similar to that of the dimension-3 operator in \( \text{Vir}[A^{(1)}_{N-1}, k] \), eq. (1.9).

For general \( N \) the field \( \tilde{R}^{(4)}(z) \) will contain the coset version of the 4th order Casimir of \( A_{N-1} \). One therefore expects that for \( N = 3 \) the expression for \( \tilde{R}^{(4)}(z) \) simplifies. For general \( (k_1, k_2) \) this is not the case but we found that the field \( \tilde{R}^{(4)}(z) \) decouples from the theory if one of the levels \( (k_1, k_2) \) is equal to one!

We derived this remarkable result by showing that if we put \( k_2 = 1 \) and we explicitly insert the vertex operator realization for the level 1 currents \( J_2(z) \) then the field \( \tilde{R}^{(4)}(z) \) vanishes identically. Let us briefly discuss some of the details of this calculation. First of all, for \( k_2 = 1 \) many of the terms in \( \tilde{R}^{(4)}(z) \) vanish simply because they contain a multiplicative factor \( (k_2 - 1) \). The remaining terms can be written as

\[ \tilde{R}^{(4)}(z) = C_1(k_1) \left( R^{(2)ab}_1 R^{(2)ab}_2 \right)(z) + C_2(k_1) \left( J^{a}_1 R^{(3)a}_2 \right)(z) \]

\[ + C_3(k_1) \left( J^{a}_2 R^{(3)a}_2 \right)(z), \]

where

\[ R^{(3)a}(z) = 3(J^aT)(z) + f^{abc}(J^b \partial J^c)(z) - 2 \partial^2 J^a(z), \]

\[ R^{(2)ab}(z) = (3 \delta^{ab} \delta^{cd} + 24 \delta^{ac} \delta^{bd} - 8 f^{acmfbdm})(J^c J^d)(z), \]

and \( C_i(k_1) \) are some constants with the property \( C_i(k_1 = 1) = 0 \) whose precise form is irrelevant for the following discussion. The fields \( R^{(2)ab}(z) \) and \( R^{(3)a}(z) \) are primary fields of dimension 2 and 3 respectively (we remark that \( J^a R^{(3)a}(z) \) is proportional to the field \( R^{(4)}(z) \) occurring in the expansion (1.9)). Furthermore, by inspecting the OPE’s of \( J^a(z) \) with \( R^{(2)ab}(w) \) and \( R^{(3)a}(w) \) one finds that \( R^{(2)ab} \) and \( R^{(3)a} \) transform respectively as the 27 and the 8 representations of the SU(3) algebra generated by the \( J_0^a \). By inserting the vertex operator realization of the currents \( J^{a}_2(z) \) (remember \( k_2 = 1 \)) and using the techniques described in I one easily shows that both \( R^{(2)ab}(z) \) and \( R^{(3)a}(z) \) vanish.
We do not fully understand why the terms occurring in (2.13) turn out to have nice transformation properties under both $\tilde{T}(z)$ and $J^a_0$ but we believe that this observation is essential if one tries to generalize the present construction to the higher order Casimirs.

The operator product algebra $\text{Vir} [A_2^{(1)} \oplus A_2^{(1)}]$, $(m = 3, 1)]$, $(m = 4, 5, \ldots)$ has thus been proven to be equal to Zamolodchikov's spin-3 algebra $\mathcal{W}$ with central charge given by (2.5)

$$ c(m) = 2 \left( 1 - \frac{12}{m(m+1)} \right), \quad m = 4, 5, \ldots. \quad (2.15) $$

In the remainder of this section we summarize some results on the representation theory of this algebra [4], which form a starting point for the generalizations we present in sect. 3-5. These results were obtained by Fateev and Zamolodchikov, who constructed a free field representation in the spirit of Feign and Fuks [17], and Dotsenko and Fateev [18]. They considered highest weight modules $L(h^{(i)})$ of $\mathcal{W}$ which contain a highest weight vector $|h^{(i)}\rangle$ obeying

$$ L_0^{(i)} |h^{(i)}\rangle = h^{(i)} |h^{(i)}\rangle, $$

$$ L_n^{(i)} |h^{(i)}\rangle = 0, \quad n > 0, \ i = 2, 3 \quad (2.16) $$

where $L_n^{(i)} = \phi(z/2\pi i) z^{n+i-1} T^{(i)}(z)$. The main result of [4] is that precisely for the $c$-values given in (2.15) there exist (completely) degenerate representations $L\left[\begin{array}{cc} r_1 & s_1 \\ r_2 & s_2 \end{array}\right]$ of $\mathcal{W}$ with

$$ h^{(2)} \left[\begin{array}{cc} r_1 & s_1 \\ r_2 & s_2 \end{array}\right] = \frac{[(m+1)r - ms] \left[\begin{array}{cc} 2 & 1 \\ 1 & 2 \end{array}\right] [(m+1)r - ms]}{6m(m+1)}, \quad (2.17) $$

$$ h^{(3)} \left[\begin{array}{cc} r_1 & s_1 \\ r_2 & s_2 \end{array}\right] = \sqrt{\frac{2}{3}} \left[(m+1)(r_2 - r_1) - m(s_2 - s_1)\right] $$

$$ \times \frac{[(m+1)(2r_1 + r_2) - m(2s_1 + s_2)][(m+1)(2r_2 + r_1) - m(2s_2 + s_1)]}{9m(m+1)\sqrt{(2m+5)(2m-3)}}, \quad (2.18) $$

such that the finite set of primary fields

$$ \bigoplus_{\Sigma r_1 \leq m-1} \bigoplus_{\Sigma s_1 \leq m} \Phi \left[\begin{array}{cc} r_1 & s_1 \\ r_2 & s_2 \end{array}\right] \quad (2.19) $$
generate a closed operator algebra, with OPE coefficients that resemble the \( A_2 \) Clebsch–Gordan coefficients. The construction we have given above clearly demonstrates why it is that properties of \( A_2 \) come into the game.

In sect. 3 we will discuss how these representation theoretical results can be extended to \( \text{Vir}[g \oplus g, g, (k, 1)] \) for all simple simply-laced Lie algebras \( g \). In particular we will give the analogues of the expressions above.

### 3. Generalizations

It is rather cumbersome to find explicit expressions for the other extended Virasoro algebras \( \text{Vir}[g, k] \) and the coset algebras \( \text{Vir}[g, g', k] \) by the methods we have explored for \( A_2^{(1)} \).

In I we showed that the expression for \( T^{(3)}(z) \) in the algebra \( \text{Vir}[A_2^{(1)}, k = 1] \) can be reduced to an expression depending only on the Cartan subalgebra generators, thus giving a free field representation which is determined by the \( d \)-symbols in the Cartan subalgebra only. Assuming that a similar reduction can also be done in more general cases we can try to obtain information on the extended Virasoro algebras by generalizing the free field construction as given by Fateev and Zamolodchikov [4].

Though we have not yet completed our analysis, the structure given below is seen to emerge. Independent arguments for this generalization were presented in sect. 5 of I. The main result is an expression for the conformal dimensions of primary fields \( \Phi(p, q) \) which generate highest weight states for irreducible representations of the extended coset Virasoro algebras \( \text{Vir}[g \oplus g, g, (k, 1)] \). This information is then used in the following section to postulate branching rules for certain products of Kac–Moody representations.

In the following we make frequent use of the notation of Kac and Peterson [2,19] concerning Kac–Moody algebra theory. The appendix contains a summary of notation and definitions.

Let \( \tilde{g} \) be a finite dimensional, simple, simply-laced Lie algebra. Consider \( l = \text{rank}(\tilde{g}) \) free scalar fields \( \varphi^a(z) \) with two-point function

\[
\langle \varphi^a(z) \varphi^b(w) \rangle = -2 \delta^{ab} \log(z - w) \tag{3.1}
\]

coupled to a background charge \( \gamma^a \). The stress–energy tensor \( T(z) = T^{(2)}(z) \) reads

\[
T(z) = -\frac{1}{4} \delta^{ab} (\partial \varphi^a \partial \varphi^b)(z) + i \gamma^a \partial^2 \varphi^a(z) . \tag{3.2}
\]

The central charge for its corresponding Virasoro algebra is given by

\[
c = l - 24|\gamma|^2 . \tag{3.3}
\]
Let $T^{(\lambda_j)}(z)$, $i = 2, \ldots, l$, be the expression for a higher order Casimir in the free field realization.

A set of highest weight states in the spectrum is provided by the vertex operators $V_\beta(z) = \exp(i\beta \varphi)(z)$ which are primary fields of conformal dimension

$$h^{(2)}(\beta) = h^{(2)}(2\gamma - \beta) = (\beta, \beta - 2\gamma). \quad (3.4)$$

It is easy to see that the state $V_\beta(0)|0\rangle$ is also a highest weight state w.r.t. $L^{(\lambda_j)}(z)$ of $L_0^{(\lambda_j)}$ eigenvalue, say, $h^{(\lambda_j)}(\beta)$.

In order to construct null-states following Fateev and Zamolodchikov [4] we have to find solutions to

$$h^{(2)}(\beta) = 1. \quad (3.5)$$

In principle we could take any background charge $\gamma$, but the most natural generalization of the construction in [4] seems to be to take $\gamma = \alpha_0 \bar{\rho}$, where $\bar{\rho}$ is the defining vector of the principal $A_l$ embedding in $\bar{g}$ defined in the appendix. In this case (3.5) allows for $2l$ solutions

$$\beta = \alpha_\pm \bar{\alpha}_i, \quad i = 1, 2, \ldots, l, \quad (3.6)$$

where

$$\alpha_\pm = \frac{1}{2} \left( \alpha_0 \pm \sqrt{\alpha_0^2 + 2} \right),$$

$$\alpha_+ + \alpha_- = \alpha_0, \quad \alpha_+ \alpha_- = -\frac{1}{2}, \quad (3.7)$$

and $\bar{\alpha}_i$, $i = 1, 2, \ldots, l$, are the simple roots of $\bar{g}$.

The fact that the vertex operators

$$V_i^{(\pm)}(z) = \exp(i\alpha_\pm \bar{\alpha}_i)(z) \quad (3.8)$$

have conformal dimension 1 assures that

$$T(z)V_i^{(\pm)}(w) = \partial_w \left( \frac{1}{z-w} V_i^{(\pm)}(w) \right) + \cdots. \quad (3.9)$$

Certainly (3.6) does not give all solutions to (3.5), but there is reason to expect that they are precisely the solutions such that

$$T^{(\lambda_j)}(z)V_i^{(\pm)}(w) = \partial_w \left[ \frac{h^{(\lambda_j)}(\alpha_\pm \bar{\alpha}_i)}{\lambda_j - 1} \frac{1}{(z-w)^{\lambda_j - 1}} V_i^{(\pm)}(w) + \cdots \right] + \cdots. \quad (3.10)$$
This implies that the states
\[ \oint \frac{dz_i}{2\pi i} V_i^{(+)}(z_i) \cdots \oint \frac{dz_n}{2\pi i} V_n^{(+)}(z_n) V_{2\gamma - \beta - n\alpha_+ \bar{\alpha}}(0) |0\rangle \] (3.11)

occurring in the Verma module with highest weight vector \( V_\rho(0) |0\rangle \) will be null states. The condition for these states to be non-vanishing is
\[ 2\alpha_+^2 (n - 1) + 2\alpha_+ (\bar{\alpha}_i, 2\gamma - \beta - n\alpha_+ \bar{\alpha}) = -m - 1, \quad m, n = 1, 2, \ldots \] (3.12)

This equation can be reduced to
\[ (\bar{\alpha}_i, \beta) = \alpha_+(1 - n) + \alpha_-(1 - m). \] (3.13)

In terms of the fundamental weights \( \Lambda_i, \quad i = 1, 2, \ldots, l, \) of \( \bar{g} \) the solution of (3.13) reads
\[ \beta(p_i, q_i) = -(p_i\alpha_+ + q_i\alpha_-)\Lambda_i, \quad i = 1, 2, \ldots, l, \quad p_i, q_i = 0, 1, 2, \ldots \] (3.14)

Writing \( \bar{\rho} = \sum_{i=0}^{l} p_i \Lambda_i \), we can interpret the \( p_i, \quad i = 1, 2, \ldots, l, \) as the Dynkin labelling of a finite dimensional representation of \( \bar{g} \). It is convenient to add one more positive integer \( p_0 \) to the set \( \{ p_i \} \) and associate to it a dominant integral Kac–Moody weight \( p = \sum_{i=0}^{l} p_i \Lambda_i \in \mathcal{P}_+ \) of level \( k = \sum_{i=0}^{l} a_i p_i \).

If one substitutes (3.14) into (3.4) the result is that degenerate representations \( L(p, q) \) of the free field algebra \( \{ T^{(\Lambda)}(z) \} \) exist for
\[ h^{(3)}(p, q) = (\bar{p}\alpha_+ + \bar{q}\alpha_- + \alpha_0 \bar{p}, \bar{p}\alpha_+ + \bar{q}\alpha_- + \alpha_0 \bar{p}) - \frac{l - c}{24}. \] (3.15)

where
\[ c = l - 24\alpha_0^2 |\bar{\rho}|^2 = l - 2g\alpha_0^2 (\dim \bar{g}), \] (3.16)
\[ \alpha_\pm = \sqrt{\frac{l - c}{8g (\dim \bar{g})}} \left[ 1 \pm \sqrt{1 + \frac{4g (\dim \bar{g})}{l - c}} \right]. \] (3.17)

In general the operator product algebra of the fields \( \Phi(p, q) \) corresponding to degenerate representations \( L(p, q) \) will involve infinitely many of the fields \( \Phi(p, q) \). Taking however \( 2\alpha_+^2 = (m + 1)/m \) (or equivalently \( \alpha_0^2 = 1/2m(m + 1) \)) where \( m = g + 1, g + 2, \ldots \) we find the so-called main sequence of minimal models \([20]\) with
\[ c(m) = l \left( 1 - \frac{g(g + 1)}{m(m + 1)} \right), \quad m = g + 1, g + 2, \ldots. \] (3.18)
Since the coset charge \( c(g \oplus g, g, (m - g, 1)) \) of the diagonal embedding \( g \subset g \oplus g \) equals \( c(m) \) (use (A.10)) we see that this main sequence is the one relevant for the coset algebra \( \text{Vir}[g \oplus g, g, (m - g, 1)] \). It should be possible to prove positivity by using this correspondence.

Comparing the above with the results for \( g = A_1^{(1)} \) leads us to the following claim. Let \( \bar{g} \) be a finite dimensional, simple, simply-laced Lie algebra, \( g = \bar{g}^{(1)} \). The operator algebra \( \text{Vir}[g, k = 1] \) is minimal in the sense described in sect. 1. The Cartan subalgebra reduction of the vertex operator representation of \( \text{Vir}[g, 1] \), which has \( c = l \), results in a free field representation of this algebra; It corresponds to the above construction with background charge 0, i.e. \( m \to \infty \). The coset operators \( \tilde{T}^{(\lambda, \rho)}(z) \), defined for the diagonal embedding \( g \subset g \oplus g \) at level \( (m - g, 1) \), \( m = g + 1, \ldots, \), generate the operator algebra \( \text{Vir}[g, g \oplus g, (m - g, 1)] \) which differs from \( \text{Vir}[g, 1] \) only through the value of the central charge which is now \( c = c(m) < l \) as in (3.18). These \( c \)-values, which correspond to the free field construction in the presence of a background charge with strength \( \alpha_0^2 = 1/2m(m + 1) \), are precisely such that unitary HWM's \( L(p, q) \) of the algebra exist. The unitary HWM's for \( c = c(m) \) are parametrized by dominant integral \( g \)-weights \( p \) and \( q \) of level \( m - g \) and \( m - g + 1 \) respectively. The fields

\[
\bigoplus_{p \in P_{m-g}^+} \bigoplus_{q \in P_{m-g+1}^+} [\Phi(p, q)]
\]

form a closed operator algebra. The conformal dimensions of the fields \( \Phi(p, q) \), found by combining (3.15), (3.17) and (3.18), read

\[
h_{p, q}^{(2)(m)} = \left( (m + 1)\bar{p} - m\bar{q}, (m + 1)\bar{p} - m\bar{q} + 2\bar{p} \right) / 2m(m + 1),
\]

\[p \in P_{m-g}^+, q \in P_{m-g+1}^+. \tag{3.20}\]

Precise information on how the HWM’s \( L(p, q) \) are contained in level \( (m - g, 1) \) tensor product representations of \( g \oplus g \) is provided by a branching rule which we present in sect. 4.

If we write (3.20) in terms of the labels \( r_i = p_i + 1 \) and \( s_i = q_i + 1, \ i = 1, 2, \ldots, l, \) and the inverse Cartan matrix \( G \) of \( \bar{g} \) the expression becomes

\[
h_{r, s}^{(2)(m)} = \left( (m + 1)r_i - ms_i \right) G_{ij} \left( (m + 1)r_i - ms_i \right) - (g/12) \dim \bar{g} / 2m(m + 1),
\]

\[r_i, s_i = 1, 2, \ldots, \sum_{i=1}^l a_i^r r_i \leq m - 1, \sum_{i=1}^l a_i^s s_i \leq m. \tag{3.21}\]
In this form it can more easily be recognized as a generalization of the dimension formula for the Virasoro algebra [21] and of (2.17) for \( g = A_{2}^{(1)} \).

We stress that the validity of (3.20) and (3.21) in particular hinges on the assumptions that \( \text{Vir}[(g \oplus g, g, (k, 1)) \] exists and that eq. (3.10) holds. There is little doubt that the proposed formula is correct because it passes the following tests.

(i) For all the \( c \)-values (3.18) in the region \( c < 1 \) [15] one can check that eq. (3.21) produces \( h^{(2)} \) eigenvalues which are allowed by unitarity. Especially interesting is the case \( c(E_{8}^{(1)} \oplus E_{8}^{(1)}, (2, 1)) = 21/22 \) where the \( h^{(2)} \) values given by (3.21) give the subset of all Virasoro \( h \)-values at \( c = 21/22 \) contained in the non-standard modular invariant combination \( (A_{10}, E_{6}) \) [22].

(ii) For \( \text{Vir}[A_{N-1}^{(1)} \oplus A_{N-1}^{(1)}, A_{N-1}^{(1)}, (1, 1)] \) the values

\[
 c \left( A_{N-1}^{(1)} \oplus A_{N-1}^{(1)}, A_{N-1}^{(1)}, (1, 1) \right) = \frac{2(N - 1)}{N + 2}, \quad N = 2, 3, \ldots \tag{3.22}
\]

exactly reproduce the set of \( c \)-values of the \( \mathbb{Z}_{N} \) parafermion algebras [7]. Moreover, in this case the \( h^{(2)} \) values (3.20) agree precisely with the set given by [7, 8]. By (3.20) we have

\[
 h_{k, l, m}^{(2;N+1)} = \frac{1}{2N(N + 1)(N + 2)} \left\{ (N + 1)(\xi(l, l) + \xi(m, m)) + 2(N + 1)^2 \xi(l, m) \right\}, \\
k, l, m = 0, 1, \ldots, N - 1, \tag{3.23}
\]

where

\[
 \xi(a, b) = \begin{cases} 
(N - a)b & a \geq b \\
(N - b)a & a \leq b.
\end{cases}
\]

So for instance in the region \( k \geq l \geq m \)

\[
 h_{k, l, m}^{(2;N+1)} = h_{l} + \frac{(N - \hat{k})(\hat{k} - \hat{l})}{N}, \tag{3.24}
\]

where

\[
 h_{l} = \frac{\hat{l}(N - \hat{l})}{2N(N + 2)}, \quad \hat{l} = l - m, \quad \hat{k} = k - m.
\]

\[
 \hat{l} = 0, 1, \ldots, \hat{k}, \quad \hat{k} = 0, 1, \ldots, N - m - 1.
\]
Formula (3.24) is precisely the result of ref. [8]. The other regions can be identified similarly.

Let us conclude this section by making a remark about Vir[(g ⊗ g, g, (1, k)] = Vir[(g ⊗ g, g, (1, k)]. From the expression (3.20) for \( h^{(2)}(p, q) \) it is clear that \( h^{(2)} \) is at least invariant under the action of the automorphism group of the weight lattice of \( \tilde{g} \) which in particular contains the Weyl group \( W(\tilde{g}) \) of \( \tilde{g} \). In general, however, the eigenvalues \( h^{(2)}(p, q) \) of the higher order Casimir operators will break this symmetry. Consider for example the case of \( g = A_2^{(1)} \). By explicitly working out the action of the Weyl group one finds that \( h^{(2)} \) is invariant under the order-6 group \( S_3 \sim W(A_2) \) generated by two elements \( R \) and \( S \) with \( R^2 = S^3 = 1 \) which act on the labels \( [p_1, q_1] \)

\[
R: \begin{bmatrix} p_1 \\ p_2 \\ q_1 \\ q_2 \end{bmatrix} \rightarrow \begin{bmatrix} p_2 \\ q_2 \\ p_1 \\ q_1 \end{bmatrix},
\]

\[
S: \begin{bmatrix} p_1 \\ p_2 \\ q_1 \\ q_2 \end{bmatrix} \rightarrow \begin{bmatrix} m - 3 - (p_1 + p_2) \\ m - 2 - (q_1 + q_2) \\ p_1 \\ q_1 \end{bmatrix}.
\]

(3.25)

It is however easy to check from (2.18) that \( h^{(3)} \) is in general only invariant under \( S \). This breaks the symmetry to \( \mathbb{Z}_3 \) [4]. This breaking also shows up if one computes the table of \( h^{(2)} \) values for all \( p \in P^{m-3}, q \in P^m \). One finds that the \( h^{(2)} \) values are either 3- or 6-fold degenerate. Those which are 3-fold degenerate have \( h^{(3)} \) eigenvalue 0 whereas the 6-fold degenerates split into two sets of 3 with opposite \( h^{(3)} \) eigenvalue.

We expect that in the case \( g = A^{(1)}_{N-1} \) one should be able to prove in the same way that the symmetry of the coset model is \( \mathbb{Z}_N \), which we know to be the case for the first term, i.e. \( \text{Vir}[A^{(1)}_{N-1} \oplus A^{(1)}_{N-1}, A^{(1)}_{N-1}, (1, 1)] \) where we have shown the correspondence with the \( \mathbb{Z}_N \)-parafermion models.

### 4. Branching rules

Let us from now on assume that for \( \tilde{g} \) simple and simply-laced the coset algebra \( \mathcal{W} = \text{Vir}[g \oplus g, g, (m - g, 1)] \) can be constructed and that our formula (3.21) for the conformal dimensions of the fields is correct. As pointed out in sect. 2, one expects \( \mathcal{W} \) to provide the additional structure necessary to extend the finite reducibility theorem for the diagonal embedding \( g \subset g \oplus g \) with certain \( c \)-values larger than unity. In other words, we claim that the irreducible HWM's of \( g \oplus g \) at level \( (m - g, 1) \) \( (m = g + 1, g + 2, \ldots) \) are finitely reducible into irreducible HWM's of \( g_{\text{diag}} \oplus \mathcal{W} \) at level \( m - g + 1 \) for \( g_{\text{diag}} \) and coset charge \( c(m) \) given by (3.18).

Let \( \chi_{L(p, q)}^{\mathcal{W}} \) be the character of the irreducible HWM \( L(p, q) \) of \( \mathcal{W} \), i.e.

\[
\chi_{L(p, q)}^{\mathcal{W}} = q^{-c(m)/24} \text{Tr}_{L(p, q)} q^{\hat{L}_0}, \quad q = e^{2\pi i\tau},
\]

(4.1)
where \( \tilde{L}_0 \) is the zero component of the coset stress-energy tensor \( \tilde{T}(z) \). The full character also contains information on the \( \tilde{L}_0^{(3)} \) eigenvalue of the states, but the specialization (4.1) is sufficient for our purposes.

We propose the following branching rule

\[
\chi_{L(r)} \chi_{L(p)} = \sum_{q \in P^{m-g+1}_{++}} \chi_{L(q)} \chi_{L(p,q)}, \quad (4.2)
\]

for \( r \in P^1_+, p \in P^{m-g} \), where the sum runs over all irreducible integrable HWM's \( L(q) \) at level \( m-g+1 \) such that \( r+\bar{p}-\bar{q} \) is an element of the root lattice \( \Lambda_R(\bar{g}) \) of \( \bar{g} \). \( \chi_{L(A)} \) denotes the character of the HWM \( L(A) \) of \( g \) in its homogeneous specialization \([2,19]\) (i.e. only \( L_0 \) eigenvalues).

For \( g = A_1^{(1)} \) this branching rule is well-known \([6]\). Though the generalization (4.2) is presumably hard to prove we make four independent checks which provide strong evidence for its validity.

(i) In order to prove that both sides of the branching rule (4.2) have the same transformation property under \( \tau \to \tau + 1 \) we have to check that the conformal dimensions on both sides of (4.2) match modulo positive integers. Let \( L(\Lambda) \) be an integrable HWM of \( g \) at level \( k = \sum_{i=0}^{\infty} a_i m_i \), then

\[
h_{L(\Lambda)}^{(2)g} = \frac{\langle \bar{\Lambda}, \bar{\Lambda} + 2\bar{p} \rangle}{2(k + g)}. \quad (4.3)
\]

Therefore

\[
\begin{align*}
h_{L(\bar{r})}^{(2)g} + h_{L(\bar{p})}^{(2)g} - h_{L(\bar{q})}^{(2)g} - h_{L(p,q)}^{\bar{\omega}} \\
= \frac{(m+1)(\bar{p}, \bar{p} + 2\bar{p}) - m(\bar{q}, \bar{q} + 2\bar{p})}{2m(m+1)} \\
- \frac{((m+1)\bar{p} - m\bar{q}, (m+1)\bar{p} - m\bar{q} + 2\bar{p})}{2m(m+1)} + \frac{(\bar{r}, \bar{r} + 2\bar{p})}{2(g+1)} \\
= -\frac{1}{2}(\bar{p} - \bar{q}, \bar{p} - \bar{q}) + \frac{1}{2(g+1)}(\bar{r}, \bar{r} + 2\bar{p}). \quad (4.4)
\end{align*}
\]

Now use that \( \bar{p} - \bar{q} = -\bar{r} + \alpha \) where \( \alpha \in \Lambda_R(\bar{g}) \), and that \( n = \frac{1}{2}(\alpha, \alpha) + (\bar{r}, \alpha) \in \mathbb{Z}_{\geq 0} \) for simply-laced \( \bar{g} \). The expression (4.4) reduces to

\[
n = \frac{1}{2(g+1)}(g(\bar{r}, \bar{r}) - 2(\bar{r}, \bar{p})).
\]
It is not very hard to show explicitly that \( g(\vec{r}, \vec{r}) - 2(\vec{r}, \vec{p}) \) vanishes identically for all level 1 integrable HWM’s \( L(r) \) of simply-laced \( g \). This proves our assertion.

(ii) In all the cases we checked (4.2) reproduces the well-known branching rules for tensor products of the finite dimensional representations of \( \tilde{g} \) occurring at the highest grade of the Kac–Moody HWM. It should be remarked that if one succeeds in proving (4.2) one actually has a generating formula for branching rules of tensor products of representations.

(iii) One can use the branching rule (4.2) to construct modular invariant sesquilinear combinations of characters (string partition function). For details of this procedure of constructing modular invariants we refer to ref. [16]. For \( \mathcal{W} = \text{Vir} \{ A_2^{(1)} \oplus A_2^{(1)}, A_2^{(1)}, (m - 3, 1) \} \) the result is the following. First of all, the set \( \{ X_{L(p,q)} | p \in P_{m-3}, q \in P_{m-2} \} \) is stable under the modular group. Secondly, there exist modular invariants of \( \mathcal{W} \) labelled by three modular invariants \( H^{(k)}_{\Lambda \Lambda'} \) of \( A_2^{(1)} \) at level \( k = 1, m - 3 \) and \( m - 2 \). If we use the explicit form of the two \( A_2^{(1)} \) invariants at level 1 [23]

\[
\text{I: } (1,1) + (3,3) + (\bar{3}, \bar{3}), \quad \text{i.e. } H^{(1)}_{\Lambda \Lambda'} = \delta_{\Lambda \Lambda'},
\]

\[
\text{II: } (1,1) + (3,\bar{3}) + (\bar{3},3),
\]

 corresponding to the level 1 WZW models on the group manifolds of \( \text{SU}(3) \) and \( \text{SU}(3)/\mathbb{Z}_3 \) respectively, the results are

\[
\text{I: } H_{p,q,p',q'}^{\mathcal{W},c(m)} = H_{pp',q'q'}^{(m-3)} H_{qq'}^{(m-2)} \delta \left( (\bar{p} - \bar{p'}) - (\bar{q} - \bar{q'}) \right),
\]

\[
\text{II: } H_{p,q,p',q'}^{\mathcal{W},c(m)} = H_{pp',q'q'}^{(m-3)} H_{qq'}^{(m-2)} \delta \left( (\bar{p} + \bar{p'}) - (\bar{q} + \bar{q'}) \right),
\]

where \( \delta(\lambda) \) is defined by

\[
\delta(\lambda) = \begin{cases} 1 & \lambda \in \Lambda_{\mathcal{W}}(A_2) \\ 0 & \text{otherwise} \end{cases}
\]

If we use in particular \( H^{(k)}_{\Lambda \Lambda'} = \delta_{\Lambda \Lambda'} \) for both \( k = m - 3 \) and \( m - 2 \) we obtain from I

\[
H_{p,q,p',q'}^{\mathcal{W},c(m)} = \delta_{pp'} \delta_{qq'}.
\]

Taking into account the redundancy in the labelling with \( p \) and \( q \) we can rewrite this as

\[
H_{p,q,p',q'}^{\mathcal{W},c(m)} \sim 3 \delta_{h^{(2)}, h^{(3)}} H_{h^{(2)}, h^{(3)}}
\]

which is precisely the "unitary" combination we would have expected to occur anyhow. As a second example, if one takes \( m = 4 \) (\( c = 4/5 \)) and uses the known
SU(3) and SU(3)/Z₃ invariants at level 1 and 2, the eqs. (4.7) and (4.8) give a total of 8 possibilities which can all be identified as either (4.10) or

\[ H_{pq',p'q'}^{\tau, c(m)} \sim \delta_{h^{(2)}, h'} \delta_{h^{(3)}, -h^{(3)}} \]  \quad (4.11)

However, if we take into account only the τ-dependence of the characters (as in (4.1)) both (4.10) and (4.11) reduce to the partition function of the 3-states Potts model (eq. (1.7) in I).

From the analogy with the A⁽¹⁾ case one might expect that (4.7) and (4.8) give all modular invariants for \( \mathcal{W} \).

On the other hand, by using the result (4.10) one can for instance inductively construct the modular invariant partition function at level \( k \) for the SU(3)/Z₃ WZW model by starting with the level-1 invariant (4.6). One finds successively

\[
\begin{align*}
  k = 2: & \quad (1,1) + (8,8) + (3,3) + (\overline{3},\overline{3}) + (6,\overline{6}) + (\overline{6},6), \\
  k = 3: & \quad (1 + 10 + \overline{1}0,1 + 10 + \overline{1}0) + 3(8,8), \\
  k = 4: & \quad (1,1) + (8,8) + (27,27) + (10,10) + (\overline{1}0,\overline{1}0) \\
  & \quad + (6,\overline{6}) + (\overline{6},6) + (3,24) + (\overline{3},\overline{2}4) + (24,3) + (\overline{2}4,\overline{3}) \\
  & \quad + (151,\overline{1}51) + (1\overline{5}1,151) + (152,\overline{1}52) + (\overline{1}52,152).
\end{align*}
\]

The \( k = 2 \) and \( k = 3 \) results were already given by Gepner and Witten [23].

It is clear that the above construction can be extended to all simply laced \( g \) [24]. It may even be possible to achieve a complete classification of all modular invariants this way.

(iv) For the special case of \( g = A⁽¹⁾₂ \) we have been able to show, by explicitly acting with the operator \( \tilde{L}^{(3)}₀ \) on the highest weight vector occurring on the l.h.s. of (4.2), that the \( h^{(3)} \) eigenvalues given in (2.18) are also in agreement with the branching rule (4.2)*.

5. Discussion

In this paper we have shown that a coset construction for the 3rd order Casimir operator \( T^{(3)}(z) \) of \( \text{Vir}[A⁽¹⁾ₙ, k] \) exists and we determined the corresponding operator algebra. In particular this determines the complete coset algebra \( \text{Vir}[A⁽¹⁾₂] \oplus \text{Vir}[A⁽¹⁾ₙ, k] \)

* In this way we discovered that eq. (5.6) in ref. [4] is wrong by a factor of 2.
$A^{(1)}_2, A^{(1)}_2, (k_1, k_2))$. For $k_2 = 1$ this algebra has been shown to reduce miraculously to Zamolodchikov's spin-3 algebra.

We conjectured the existence of coset algebras $\text{Vir}[g, g', k]$ for every Kac–Moody subalgebra $g'$ of $g$ and gave expressions for the conformal dimensions $h^{(2)}(p, q)$ of a main sequence $c = c(m)$ of minimal models corresponding to the diagonal coset algebras $\text{Vir}[g \oplus g, g, (m - g, 1)]$ for simple, simply-laced $\tilde{g}$. We also postulated branching rules for HWM's of $g \oplus g$ in terms of HWM's of $g_{\text{diag}} \oplus \text{Vir}[g \oplus g, g, (m - g, 1)]$.

It is clear that a lot of work remains to be done in proving these conjectures (though a number of consistency checks have made them more than plausible) and extending them to all coset algebras $\text{Vir}[g, g', k]$ or even to super Kac–Moody algebras. We believe that a complete understanding of $\text{Vir}[g, g', k]$ might very well lead to a classification of all (rational) 2D conformal field theories, which would be of great interest in string theory and statistical mechanics.

In all the work on 2D conformal field theory which has been done so far there seems to be an intriguing relationship among a triplet

(i) a (rational) 2D conformal field theory,

(ii) a coset pair $(g, g')$,

(iii) an integrable lattice model.

In this paper we have tried to work out the relationship between (i) and (ii). Concerning (iii) we can remark that recently Jimbo et al. [25, 26] constructed a family of exactly solvable two-dimensional lattice models by extending the construction of "restricted solid on solid" (RSOS) models by Andrews et al. [27]. These models are based on the weight space of $A^{(1)}_{N-1}$. It is conjectured that the local state probabilities of these models in the continuum limit are related to the irreducible decomposition of characters for the coset pair $(A^{(1)}_{N-1} \oplus A^{(1)}_{N-1}, A^{(1)}_{N-1})$ as is known for $N = 2$ [28]. It therefore seems likely that the coset Casimir models we have constructed are the continuum limits of the RSOS models of Jimbo et al. It would be very interesting to unravel this correspondence and, in particular, to make explicit the higher symmetries in these lattice models.

**Note added**

After completion of this paper we received a preprint by Fateev and Lykyanov [29] containing results for $A^{(1)}_{N-1}$ agreeing with ours in sect. 3. We also received a thesis by Hayashi [30] who studied higher order Casimir operators.

We would like to thank M. Jimbo for providing refs. [29, 30] and O. Foda for interesting comments. P.B. and K.S. are financially supported by the "Stichting voor Fundamenteel Onderzoek der Materie" (FOM) and M.S. is supported by a SERC/NATO postdoctoral fellowship.
Appendix

In this appendix we give some conventions for our notation. We will follow mostly the conventions of Kac and Peterson [2, 19].

An untwisted affine Kac–Moody algebra will be denoted by $g$, its underlying finite dimensional Lie algebra by $\tilde{g}$. A bar on a root or weight of $g$ will always denote the corresponding root or weight in $\tilde{g}$.

$h$ and $h^*$ are respectively the Cartan subalgebra of $g$ and its dual. The simple roots of $g$ are $\{\alpha_i, i = 0, 1, \ldots, l = \text{rank } \tilde{g}\} \subset h^*$. Their duals $\{\alpha_i^\vee, i = 0, 1, \ldots, l\} \subset h$ are such that the Cartan matrix $a_{ij}$ is given by

$$a_{ij} = \langle \alpha_j, \alpha_i^\vee \rangle.$$  \hspace{1cm} (A.1)

The element $\rho \in h^*$ is defined by

$$\langle \rho, \alpha_i^\vee \rangle = 1, \quad i = 0, 1, \ldots, l,$$  \hspace{1cm} (A.2)

and the central element $c$ of $g$ is given by

$$c = \sum_{i=0}^{l} a_i^\vee \alpha_i^\vee,$$  \hspace{1cm} (A.3)

where the dual coxeter labels $a_i^\vee$ constitute a left zero eigenvector of the Cartan matrix $a_{ij}$. The dual Coxeter number $g$ is defined by

$$g = \langle \rho, c \rangle = \sum_{i=0}^{l} a_i^\vee.$$  \hspace{1cm} (A.4)

The irreducible integrable highest weight modules (HWM's) $L(\Lambda)$ are labelled by the integral dominant weights $\Lambda$:

$$\Lambda \in P_+ = \{ \lambda \in h^* | \langle \lambda, \alpha_i^\vee \rangle \in \mathbb{Z}_{\geq 0}, \quad i = 0, 1, \ldots, l \}.$$  \hspace{1cm} (A.5)

Every $\Lambda \in P_+$ can be expressed as a sum $\Lambda = \sum_{i=0}^{l} m_i \Lambda_i$, where $\{\Lambda_i\}$ is a set of fundamental weights

$$\langle \Lambda_i, \alpha_j^\vee \rangle = \delta_{ij}, \quad i, j = 0, 1, \ldots, l,$$  \hspace{1cm} (A.6)

and the positive integers $m_i = \langle \Lambda, \alpha_i^\vee \rangle$ are the so-called Dynkin labels of the HWM. The level $k$ of a $\Lambda \in P_+$ is the positive integer

$$k = \langle \Lambda, c \rangle = \sum_{i=0}^{l} a_i^\vee m_i.$$  \hspace{1cm} (A.7)
we denote
\[ P_k^+ = \{ A \in P_+, \langle A, c \rangle = k \} . \tag{A.8} \]

Finally, we often used the Freudenthal strange formula
\[ \frac{|\bar{\rho}|^2}{2g} = \frac{\dim \bar{g}}{24} \tag{A.9} \]

and a formula only valid for simple, simply-laced algebras \( \bar{g} \)
\[ \dim \bar{g} = l(g + 1) . \tag{A.10} \]
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