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ABSTRACT

Glitches are sudden spin-up events that punctuate the steady spin-down of pulsars and are thought to be due to the presence of a superfluid component within neutron stars. The precise glitch mechanism and its trigger, however, remain unknown. The size of glitches is a key diagnostic for models of the underlying physics. While the largest glitches have long been taken into account by theoretical models, it has always been assumed that the minimum size lay below the detectability limit of the measurements. In this paper we define general glitch detectability limits and use them on 29 yr of daily observations of the Crab pulsar, carried out at Jodrell Bank Observatory. We find that all glitches lie well above the detectability limits and by using an automated method to search for small events we are able to uncover the full glitch size distribution, with no biases. Contrary to the prediction of most models, the distribution presents a rapid decrease of the number of glitches below ∼0.05 μHz. This substantial minimum size indicates that a glitch must involve the motion of at least several billion superfluid vortices and provides an extra observable which can greatly help the identification of the trigger mechanism. Our study also shows that glitches are clearly separated from all the other rotation irregularities. This supports the idea that the origin of glitches is different to that of timing noise, which comprises the unmodelled random fluctuations in the rotation rates of pulsars.
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1 INTRODUCTION

Neutron stars are the highly magnetized and rapidly rotating remnants of the collapse of the cores of once more-massive stars. Having masses of approximately 1.4 M⊙ and radii of about 12 km, the high densities of neutron stars indicate a structure of a crystalline-like crust and a superfluid interior (Baym, Pethick & Pines 1969; Haensel, Potekhin & Yakovlev 2007). Their large and steady moments of inertia mean that they have extremely stable rotational frequencies, which slowly decrease as energy is lost through electromagnetic radiation and acceleration of particles in their magnetospheres. However, this regular spin-down is occasionally interrupted by sudden spin-up events, known as glitches (Radhakrishnan & Manchester 1969; Espinoza et al. 2011b).

The exact mechanism responsible for glitches is not fully understood but it is thought to involve a sudden transfer of angular momentum from a more rapidly rotating superfluid component to the rest of the star (Anderson & Itoh 1975). This component resides in regions of the interior where neutron vortices, which carry the angular momentum of the superfluid, are impeded in moving by pinning on crustal nuclei or on superconducting vortices in the core (or on both). Since a superfluid in such conditions cannot slow down by outwards motion and expulsion of vortices, the superfluid component will retain a higher rotational frequency as the rest of the star slows down. A glitch occurs when vortices are suddenly unpinned and free to move outwards, allowing for a rapid exchange of angular momentum and the observed spin-up of the crust.

Catastrophic unpinning of vortices is expected once the velocity lag between the two components exceeds a maximum threshold, above which the pinning force can no longer sustain the hydrodynamic lift force exerted on the pinned vortices by the ambient superfluid. It has also been shown (Glampedakis & Andersson 2009; Andersson, Glampedakis & Hogg 2013) that, beyond some critical lag, a two-stream instability might develop and trigger the unpinning. If in such events the lag is completely relaxed (or partially relaxed by a fixed amount) then the interglitch time interval corresponds to the time it takes for the system to reach the critical threshold again, driven by the nearly constant external torque. Models relying on such a build-up and depletion of the superfluid angular momentum reservoir have been successfully used to explain the regular, similar glitches of some young pulsars (Alpar et al. 1993; Pizzochero 2011; Haskell, Pizzochero & Sidery 2012). However this simple picture cannot account for the wide range of glitch sizes and waiting times between glitches seen in most pulsars.
Glitch sizes in rotational frequency can range over four orders of magnitude in individual pulsars and appear to follow a power-law distribution (Melatos, Peralta & Wyithe 2008). This favours scale-invariant models of the dynamics of individual vortices in the presence of a pinning potential, such as the vortex avalanche model (Warszawski & Melatos 2008) and the coherent noise model (Melatos & Warszawski 2009). Alternative models involve non-superfluid mechanisms that can act as unpinning triggers before the critical lag is reached, such as crustquakes (Ruderman 1969; Baym & Pines 1971) or heating episodes (Link & Epstein 1996). The crustquake-induced glitch model has been particularly favoured for the Crab pulsar as it may explain the persistent changes in slow-down rate observed after some of its glitches (Gullahorn et al. 1977; Alpar et al. 1994) and could possibly lead to a power-law distribution of event sizes, similar to earthquakes.

A second type of irregularity is often seen in the rotational behaviour of pulsars, namely timing noise. Thought to be partially caused by torque variations driven by two or more magnetospheric states (Lyne et al. 2010), it manifests as a continuous and erratic wandering of the rotation rate around the predictions of a simple slow-down model. While glitches are rapid and sporadic events in rotation rate, timing noise appears as a slow and continuous process.

Owing to observational limitations such as infrequent and irregular sampling and the presence of timing noise, the detection of glitches is an uncertain process. Moreover, the signature of timing noise in the data can be confused with glitches, so that the lower end of a glitch-size distribution is possibly contaminated by spurious detections. Knowledge of this distribution is essential for any glitch theory. The largest glitches are easily detected and can be used to constrain the minimum superfluid moment of inertia that can act as an angular momentum reservoir (Andersson et al. 2012; Chamel 2013). The biases involved and the question of whether there is a minimum glitch size have not been addressed; so far, the smallest possible glitch has been assumed to lie below our detection limits.

In this paper we study the glitch detection capabilities of the current detection methods and define limits depending upon the intrinsic pulsar rotational stability, observing cadence and sensitivity. We apply these definitions to an extensive set of observations of the Crab pulsar and, by using an automated glitch detector, uncover the full glitch size distribution and show that there is a minimum glitch size.

2 LIMITS ON GLITCH DETECTION

To assess the level of completeness of the existing glitch samples, we quantify simple observational limits on glitch detection, applicable for a given pulsar and observing set-up. The first step towards this is establishing a working definition of what constitutes a glitch. Traditionally, glitches are identified by visual inspection of the pulsar’s timing residuals, which are defined as the phase differences between measurements and the predictions of a model for the rotation. To put this on a more formal footing, we define a glitch as an event characterized by a sudden, discrete positive change in rotational frequency (Δν) and a discrete negative or null change in frequency spin-down rate (Δν̇). These two sudden changes together make glitches distinguishable from timing noise (Lyne et al. 2010; Espinoza et al. 2011b).

The timing residuals will be flat if the model describes the rotation of the pulsar well. For such a model, the timing residuals after a glitch at t = t̄ will follow a quadratic signature given by

\[ \phi_g = -\Delta \nu (t - t\bar{g}) - \Delta \nu \frac{(t - t\bar{g})^2}{2}; \quad (t > t\bar{g}). \]

(1)

The frequency change Δν > 0 produces a linear drift of the post-glitch residuals towards negative values, with the slope being the magnitude of the frequency step. The effect of a change Δν < 0 is a parabolic signature which lifts the residuals towards positive values. Therefore a glitch with a large, negative change in spin-down rate will produce positive residuals rising quadratically soon after the glitch (Fig. 1).

Based upon these facts, we can define simple limits that describe our ability to detect glitches in the timing residuals. If the observing cadence is not very frequent, it is possible that no observations occur before the post-glitch residuals rise above the extrapolation of the line defined by the pre-glitch ones (Fig. 1). This effect will primarily mask glitches with small Δν and large |Δν̇|. Requiring at least one observation before the rise of the residuals defines a minimum Δν that can be detected (equation 2). If Δν became smaller, the dip would become shallower and in the case that it is undetectably small, the event is unlikely to be recognized as a glitch and might appear as timing noise. To ensure detection, the maximum negative departure of the residuals ought to be larger than both the root mean square (rms) of the timing residuals prior to the glitch and the typical error of the times of arrival (TOAs). Therefore, a detectable glitch is a rapid event in which the effects of Δν are recognizable over the effects of Δν̇ and the limiting detectable value of Δν depends on the observation cadence (one observation every ΔT days) and the largest of either the sensitivity of the observations or the typical dispersion of the timing residuals in rotational phase, σφ, as

\[ \Delta \nu_{lim} = \max \left\{ \frac{\Delta T |\Delta \nu|}{2 \sigma_{\phi}} \right\}; \quad (\text{for } \Delta \nu < 0). \]

(2)

For simplicity and because of our particular focus on small events, any exponential recovery of the frequency, often observed after glitches, is not considered here. Nonetheless, we constructed several detectability curves, with decaying components and time-scales

![Figure 1. Example of a glitch signature in the timing residuals. The residuals are with respect to a model which describes well the rotation before the glitch (t < 0 on the plot). This is a simulated glitch in the Crab pulsar’s rotation, with Δν = 0.01 μHz and Δν = −3.0 × 10^{-15} Hz s^{-1}.](http://mnras.oxfordjournals.org/ at Universiteit van Amsterdam on February 20, 2015)
similar to those observed in the Crab pulsar, and verified that our conclusions are not altered if exponential recoveries are present.

These limits are consistent with the glitch samples of several pulsars, hence we believe they offer a realistic way to assess glitch detectability as it is commonly carried out.

3 THE CRAB PULSAR GLITCHES

The Crab pulsar (PSR B0531+21; PSR J0534+2200) is the central source of the Crab nebula and a young neutron star widely studied since it was first observed in 1968. The rotation of the Crab pulsar has been monitored almost every day for the last 29 yr with the 42-feet radio telescope operating at 610 MHz at the Jodrell Bank Observatory (JBO) in the UK (Lyne, Pritchard & Smith 1988, 1993). This offers an ideal data set to test the completeness of the glitch sample because of its rapid cadence, good sensitivity and low dispersion of the timing residuals.

3.1 Observations

The product of each observation was the TOA of one pulse at the observatory, corrected to the Solar system barycentre. The data set comprises 8862 TOAs starting in 1984 January. There is one TOA per day in general and two TOAs per day during some periods of time. In addition, towards the beginning of the data set, there are some isolated cases in which groups of TOAs are separated by up to 5 d. Finally, there are also a few gaps with no observations, generally no larger than $\sim$20 d, when the telescope or observing hardware was unavailable due to maintenance.

The TOAs generally have errors of less than 0.001 rotation, with more than 75 per cent having uncertainties less than 0.0004 rotation. For groups of 20 TOAs, which cover 20 d on average, the timing residuals with respect to a simple slow-down model with two frequency derivatives typically give a dispersion similar to the TOA uncertainties (hence $\sigma_\phi \sim 0.0004$ rotations).

3.2 Detection limits and the sample of detected glitches

To study the glitch size distribution of the Crab pulsar we need a complete list of glitches for the time interval defined by the 42-feet data set, and their main parameters ($\Delta \nu$, $\Delta \dot{\nu}$). As described above, we classify events as glitches based on the assumption that a glitch is a sudden, unresolved change in spin frequency, implying clearly defined features in the timing residuals.

We use the events included in the JBO online glitch catalogue, which correspond to all the events published by Espinoza et al. (2011a,b) plus one new glitch that occurred on MJD 55875.5 (Espinoza et al. 2011a). The event on MJD $\sim$50489, originally reported by Wong, Backer & Lyne (2001), was rejected because of its anomalous characteristics, already described by them. No other glitches have been reported for this time-span by other authors (e.g. Wong et al. 2001; Wang et al. 2012) and we confirmed this by visually inspecting the timing residuals for all our data set. Our final list contains 20 glitches, with parameters covering the ranges $0.05 \leq (\Delta \nu/\mu\text{Hz}) \leq 0.37$ and $45 \leq (|\Delta \dot{\nu}|/10^{-15}\text{ Hz s}^{-1}) \leq 2302$. Here we use the glitch sizes reported by Espinoza et al. (2011a,b).

We note the clear presence of four other glitches prior to the start of the 42-feet observations. However, the available data for that period are highly inhomogeneous and contain large gaps with no observations, making it difficult to define single detectability limits and complicating the use of the glitch detector (see below). Hence, in order to work with a set of glitches that we know is statistically complete, we have not included them in our sample.

Using $\Delta T = 1$ d and $\sigma_\phi = 0.0004$ in equation (2) we find that all glitches (including the four early ones) show a clear separation from the detectability limits (Fig. 2). Thus, at least for intermediate and large glitches, we are uncovering the true $\Delta \nu$–$\Delta \dot{\nu}$ distribution, with no biases.

4 THE GLITCH DETECTOR

To confirm that we have identified every glitch in the data, especially small ones which may be missed by standard techniques, we developed an automated glitch detector to find and measure every timing signature that might be regarded as a glitch. The detector
assumes that a glitch occurred after every observation and attempts to measure its size, producing an output of glitch candidates (GCs) whenever $\Delta \nu > 0$ and $\Delta \dot{\nu} \leq 0$ are detected.

4.1 Method

The detector’s technique is based on the fact that timing residuals, in the presence of timing noise or glitches, quickly depart from the best-fitting model of previous data, resulting in deviations from a mean of zero as newer observations are included and the model is not updated. Below we describe the method step by step, optimized for the JBO data set for the Crab pulsar, described above. Different parameters should be used for different data sets.

A fit for $\nu$, $\dot{\nu}$ and $\ddot{\nu}$ is performed over a set of 20 TOAs using the timing software PSRTIME and TEMPO2 (Hobbs, Edwards & Manchester 2006), following standard techniques. To test for a glitch occurring after the last TOA in a set, the timing residuals of the following 10 TOAs, relative to that model, are fitted with a quadratic function of the form of equation (1) and separately with just the linear term in that equation. The latter is to test the case $\Delta \nu = 0$. The fit with the smallest reduced $\chi^2$ is selected. When the quadratic fit is selected, an event is characterized as a GC only if the reduced $\chi^2$ is less than 15, the quadratic part of the fit is negative ($\Delta \dot{\nu} < 0$) and if the minimum of the fitted curve is at least 2.5 times the dispersion of the timing residuals of the 20 TOAs below zero. This last condition ensures a positive $\Delta \nu$ and a solid detection of its magnitude. If the linear fit is selected, a new GC is created only if the reduced $\chi^2$ is less than 15 and the slope of the fit is negative, indicating $\Delta \dot{\nu} > 0$. In this case the GC has a null or undetectable $\Delta \dot{\nu}$. The conclusions of our analysis are not dependent on the choice of the maximum allowed reduced $\chi^2$ threshold. The chosen value of 15 is high enough to avoid missing signatures that one might regard as a glitch.

The next step is to move the analysis forward by one TOA to define a new set of 20 TOAs and test for a glitch occurring after this new TOA. By doing this over the whole data set, the data set is explored for glitches after every single observation (with the exception of the first 19 TOAs and the last 10 TOAs).

This method, however, causes some events to be detected multiple times. This happens because the effects of $\Delta \nu$ and $\Delta \dot{\nu}$ may be detectable not only in the set of TOAs starting immediately after the event but also in some of the neighbouring trials. Close inspection of the results shows that detections typically cluster in groups of 2–5 trials, separated by no more than 2 d, and that clusters are typically 20–30 d apart. To remove the repeated detections and produce a final list of GCs we select from each cluster of candidates the detection with the largest $\Delta \nu$ value. This is a conservative choice which makes the final list of GCs a representation of the maximum possible activity present in the data. Also, this choice follows the experience gained from the detection of previously known glitches (Section 5.1).

5 RESULTS

We ran the detector over the 42-feet data set, using the data from 1984 January to 2013 February. The detector found all but one of the known glitches in this time-span as well as a large number of GCs.

5.1 The output of the glitch detector

The only previously known glitch that was not found by the detector occurred on MJD $\sim$ 52146.8, only 63 d after the previous glitch. It was not labelled as a possible glitch because none of the fits, neither the quadratic nor the linear, gave a reduced $\chi^2$ less than 15, one of the conditions to create a GC. The smallest reduced $\chi^2$ among the fits around this glitch was 18. We attribute these poor fits to the influence of the recovery from the previous glitch.

The sizes $\Delta \nu$ and $\Delta \dot{\nu}$ that the detector measured for the known glitches are in good agreement with the values published by Espinoza et al. (2011b). Nevertheless, some differences can be found among the $\Delta \nu$ measurements. As discussed above, because of the way the detector works, the effects of every glitch were detected in more than one set of TOAs. The $\Delta \nu$ value coming from the set of TOAs offering the best fit (smallest reduced $\chi^2$) is always smaller than the published value, which is obtained by standard timing techniques. In addition, this set of TOAs is normally the one starting one to three TOAs after the glitch epoch. On the other hand, the glitch sizes obtained when testing at the correct glitch epoch are typically the largest and the most similar to the published values, though the fits have larger reduced $\chi^2$ values. These effects are likely caused by unmodelled rapid exponential recoveries and were taken into account when selecting one candidate from a group of several candidates in the overall search. The uncertainties of the GC sizes are the square root of the variances of the parameters, given by the Levenberg–Marquardt algorithm used to fit the data, multiplied by the square root of the reduced $\chi^2$ of the fit.

We reviewed the output of the glitch detector with the aim of producing a clean list of GCs. First, we removed from the original list all those GCs related to known glitches. Then we kept only one candidate (the one having the largest $\Delta \nu$) per event, as mentioned in the description of the method (Section 4.1). Next, we visually inspected the timing residuals for all GCs having $\Delta \nu \geq 0.02 \mu$Hz and eliminated three which involved large data gaps or with timing residuals clearly contaminated by glitch recoveries. We also examined the possibility that some GCs in this $\Delta \nu$ range could be caused by rapid changes in the electron density towards the Crab pulsar (Lyne et al. 1993), which strongly affects the travel time of the pulsar emission at these low frequencies, introducing signatures in the data which can mimic a glitch. To do so, we used observations taken at higher frequencies (mostly at 1400 MHz, with the Lovell telescope) and removed a further three GCs that were clearly caused by this effect. However, the cadence of the Lovell observations is not as rapid as that of the 42-feet observations and we were unable to confirm some other possible cases of such non-achromatic events. We inspected the timing residuals of the largest remaining GCs ($|\Delta \nu| \geq 0.02 \mu$Hz) and found their signatures to be indistinguishable from timing noise, though we acknowledge that discrimination between small glitches and timing noise is difficult. Nonetheless, in many cases no sharp transitions, typical of the known glitches, are observed at the GC epochs and the residuals are consistent with a smooth connection with the pre-GC-epoch residuals.

Our final list contains 381 GCs. They are homogeneously distributed over the entire time-span and are clustered as a population in $\Delta \nu$–$|\Delta \nu|$ space (Figs 2 and 3). The vast majority of them exhibit $\Delta \nu$ steps that are smaller than all previously detected glitches, leaving a gap between the $\Delta \nu$ distributions of real glitches and GCs which would be hard to populate with undetected events.

---

2 Changing this threshold to 20, for example, gave 12 new GCs, homogeneously distributed across the frequency steps range of GCs. There are no effects on the statistical results described in later sections.
5.2 Search for antiglitches

Given the distinct properties of the GC population, it is possible that the glitch-like signatures found by the detector are a component of the Crab pulsar’s timing noise. To test this idea and explore the noise nature of these irregularities, we performed a search for events with the opposite signature to a glitch, i.e. antiglitch candidates (AGCs) with $\Delta v < 0$ and $\Delta \dot{v} \geq 0$, which are subject to the equivalent detection constraints as the normal glitches. After removing repeated detections and 10 events caused by glitch recoveries, gaps with no detections and non-achromatic events (see above), we obtain 383 AGCs. They are also separate from the glitch population and show very similar characteristics to the GCs (Figs 2 and 3).

6 DISCUSSION

6.1 GCs and AGCs: glitches or timing noise?

Using the Kolmogorov–Smirnov (K–S) test we can compare the $|\Delta v|$ distributions for GCs and AGCs, which are found to be statistically consistent with coming from the same parental distribution [with a K–S statistic of $D = 0.037$ and $p_{KS}(D) = 0.96$, thus a probability of only $\sim$4 per cent for a false null hypothesis]. The $|\Delta v|$ distributions for GCs and AGCs can be well described by lognormal distributions, with probability density function (PDF) of the form

$$p(|\Delta v|) = \frac{1}{\sqrt{2\pi \sigma (|\Delta v| - \theta)}} \exp \left[ - \frac{\ln(|\Delta v| - \theta) - \mu}{4\sigma} \right]$$

for $|\Delta v| > \theta$, which gives $p_{KS} = 0.85$ and 0.92, respectively. However, this result is only indicative since the lower ends of these distributions are not well probed by the observations (Figs 2 and 3).

We also compared the $|\Delta v| - |\Delta \dot{v}|$ distributions of GCs and AGCs using a two-dimensional K–S test (Press et al. 1992). The test gives $D_{2D} = 0.084$, implying a probability of $\sim$40 per cent that they come from the same distribution. This relatively low probability is likely to be produced by differences in the $|\Delta v|$ distributions between GCs and AGCs, since a K–S test over these two gives $p_{KS} = 0.55$, considerably smaller than the one for $|\Delta v|$.

Neither a power law nor a lognormal distribution can describe well the joint $|\Delta \dot{v}|$ distribution of the 20 glitches plus all the GCs, with $p_{KS} < 10^{-4}$. A power law with a lower cut-off at $|\Delta v| \sim 0.01$ Hz, to account for the incompleteness of the sample at small sizes, gave a similarly poor fit.

Although it is possible that some of the GCs correspond to real glitches, we interpret all the above results as confirmation that the GCs and AGCs are generated by a symmetric noise process and that no new glitches have been found. This timing noise component produces a continuous departure from a simple slow-down trend with variations that can be characterized by changes of $|\Delta v| \leq 0.03$ Hz and $|\Delta \dot{v}| \leq 200 \times 10^{-15}$ Hz s$^{-1}$.

6.2 The glitch size distribution

Having established that the 20 glitches form the complete sample of glitches the Crab pulsar has had in the last 29 yr, we can address their statistical properties.

To determine the best-fitting exponent $\alpha$ for a power-law PDF of the form

$$p(\Delta v) = C|\Delta v|^{-\alpha},$$

with $\Delta v_{\text{min}} \leq \Delta v \leq \Delta v_{\text{max}}$ and $C = (1 - \alpha)(\Delta v_{\text{max}}^{1-\alpha} - \Delta v_{\text{min}}^{1-\alpha})^{-1}$, we use the maximum likelihood estimator method. Setting $\Delta v_{\text{min}} = 0.05$ Hz and $\Delta v_{\text{max}} = 6.37$ Hz, the values for the smallest and largest glitches observed, respectively, we obtain $\alpha = 1.36 (\pm 0.15, -0.14)$ (Fig. 4). The value of the exponent does not depend strongly on the choice of limits, as long as these are a few times smaller or larger than the observed ones. To assess the goodness of the fit,
we calculate the K–S statistic, \( D = 0.1 \), and its probability value \( p_{KS}(D) = 0.9 \), which corresponds to a 10 per cent probability that our null hypothesis (that the data follow the PDF described by equation (4)) is false. Thus our results confirm that the Crab glitch \( \Delta \nu \) distribution is consistent with a power law, a description motivated by theoretical models.

If this power law continued below \( \Delta \nu_{\text{min}} \), we would expect to have detected more than 10 glitches with 0.02 \( \mu \)Hz \(< \Delta \nu < \Delta \nu_{\text{min}} \) in the searched data, and the gap between glitches and GCs (in Figs 2 and 3) should have been populated. Thus we observe a rapid fall-off of the power law for \( \Delta \nu < \Delta \nu_{\text{min}} \).

However, the small sample size makes it impossible to exclude other distributions. For example, the same K–S probability is obtained for a lognormal distribution (equation (3)) with \( \mu = -1.79 \), \( \sigma = 1.9 \) and \( \theta = 0.049 \mu \)Hz. The dashed line corresponds to a lognormal fit (equation 3) with \( \mu \)= -1.79, \( \sigma \) = 1.9 and \( \theta = 0.049 \mu \)Hz.

Further confirmation of the rare occurrence of small glitches comes from the study of the \(|\Delta \nu| - |\Delta \nu|\) distribution. Having shown that the latter is not affected by observational biases, the correlation between \(|\Delta \nu|\) and \( |\Delta \nu|\) (apparent in Fig. 2) is confirmed to be a robust feature. While \( \Delta \nu \) measurements are very accurate, the acquired values of \( \Delta \nu \) are less certain and depend upon the method used to determine them, leading sometimes to large discrepancies. For this work we consistently calculated the glitch parameters for all 20 glitches, using the technique described in Espinoza et al. (2011b). Using those measurements, the Spearman’s rank correlation coefficient between \( \Delta \nu \) and \( |\Delta \nu|\) is \( rs = 0.776 \) with \( p(rs) = 6 \times 10^{-5} \), which indicates a strong correlation. We note that the correlation becomes stronger if the four early glitches are included.

Given this relationship, any additional glitches would occupy a region of the \(|\Delta \nu| - |\Delta \nu|\) space well probed by the observations. Therefore, we observe a rapid decrease of the probability for glitch sizes below \( \Delta \nu_{\text{min}} \), which cannot be ascribed to incompleteness of the sample and hence indicates the existence of a minimum glitch size for the Crab pulsar.

7 IMPLICATIONS FOR THEORETICAL MODELS

Such a limit for the smallest glitch size is challenging to our current understanding of glitches and has the potential to constrain the proposed mechanisms.

Some simple considerations can be used to get a rough order of magnitude estimate for the number of neutron superfluid vortices that need to unpin to produce the smallest Crab glitch. Each superfluid vortex carries a quantum of circulation \( \kappa = h/2m_{\alpha} \sim 2 \times 10^{-10} \) cm\(^2\)/s. Neglecting differential rotation of the superfluid (and entrainment), its total circulation at distance \( r \) from the rotational axis will be \( \Gamma = \int \nu dl = \kappa S(r) A \), where \( S(r) \) is the number of vortices in the enclosed area \( A \) and \( \Omega \) is the superfluid angular velocity. Using \( r = 10^6 \) cm, the total number of vortices for the Crab pulsar is of the order \( N \sim 6 \times 10^{17} \). Conservation of the total angular momentum implies that the angular velocity change of the superfluid, \( \delta \Omega \), relates to the observed glitch size \( \Delta \nu \) by \( \delta \Omega = 2 \pi \Omega \Delta \nu I_{\text{star}}/I \), where \( I_{\text{star}} \) is the moment of inertia of the coupled component and \( I \) is the superfluid moment of inertia that participates in the glitch. Using a typical value of \( I/I_{\text{star}} \sim 10^2 \) and \( \Delta \nu = \Delta \nu_{\text{min}} = 0.05 \mu \)Hz, the total number of vortices must be reduced by \( \delta N \sim 10^{11} \).

The actual change in the superfluid angular momentum \( I_s \) depends on the number of vortices that unpinned, the location and size of the region where this happened and the distance travelled by those vortices before they repin. For a more rigorous estimate, the change in \( I_s \) can be approximated by \( \Delta L_s \sim \rho \delta \xi R^2 \delta N \), where \( \rho \) is the average density of the region involved, \( R \) is the stellar radius and \( \xi \) is the fraction of \( R \) that unpinned vortices travel (Warszawski & Melatos 2013). For a typical value of \( I_s \sim 10^{35} \) g cm\(^2\) for the moment of inertia of the coupled component, the smallest glitch observed translates to an angular momentum change of \( \Delta L_s = 2 \pi \epsilon \Omega \delta \nu_{\text{min}} = 3 \times 10^{10} \) g cm\(^2\)/s. Conservation of angular momentum leads to \( \delta \xi \delta N \sim 1.5 \times 10^7 \) if one assumes typical values for the base of the crust, like \( R = 10 \) km and \( \rho = 10^{14} \) g cm\(^{-3}\). Vortices are expected to repin after encountering a few available pinning sites, however, as a conservative order of magnitude estimate we assume they cover a distance comparable to the thickness of the crust (1.5 km) and take \( \xi \leq 0.15 \), which means that at least \( 10^{10} \) vortices must unpin in a glitch with \( \Delta \nu = \Delta \nu_{\text{min}} \). Therefore the observed minimum glitch size, which is well above that expected for single-vortex unpinning events, implies the existence of a smaller characteristic length-scale which sets the lower cut-off for the range of the scale-invariant behaviour.

The vortex avalanche model is based on the notion of self-organized criticality (SOC; Bak, Tang & Wiesenfeld 1987), applications of which can be found for example in earthquake dynamics (Heragarten 2002) or superconducting flux-tube avalanches (Wijnjaarden et al. 2006). SOC occurs without the need of fine tuning of parameters, in several dynamical systems consisting of many interacting elements (the superfluid vortices in the case of a neutron star) which, under the act of an external slow driving force (the spin-down of the star), self-organize in a critical stationary state with no characteristic spatiotemporal scale. A small perturbation in such systems can trigger an avalanche of any size. Thus in the glitch avalanche model of Warszawski & Melatos (2008) vortex density is assumed to be greatly inhomogeneous and many metastable reservoirs of pinned vortices are formed, which relax independently giving rise
to the observed spin-ups. Since such a system has no preferred scale the resulting glitch magnitudes follow a power-law distribution. This behaviour should however continue down to events involving the unpinning of only a few vortices, which is orders of magnitude below the observed cut-off.

The coherent noise model (Newman & Snellen 1996) is a different, non-critical mechanism which produces scale-free dynamics, even in the absence of interaction between the system’s elements. In such systems a global stress is imposed to all elements coherently, to which they respond if it exceeds their individual unpinning threshold, giving rise to avalanches of various sizes. Both threshold levels (for each element) and stress strength are randomly chosen from respective probability distribution functions. The elements with thresholds smaller than the applied stress will participate in an avalanche and then be re-assigned new threshold values. New thresholds must always be assigned to a few elements, even when no avalanche is triggered, otherwise such a system will stagnate. A possible mechanism for this process in superfluids is the thermally activated unpinning of vortices (Melatos & Warszawski 2009), while the global Magnus force acts as the coherent stress. The model predicts a minimum for the glitch magnitude, which represents the thermal creep only events, present even if all thresholds lie above the applied stress strength. But it also predicts an excess (with respect to the resulting power law) of such small glitches, in contradiction to what we observe for the Crab pulsar. The lack of this overabundance of small events requires a broad distribution for the pinning potentials. Melatos & Warszawski (2009) studied the top-hat distribution and applied their model to the Crab pulsar. They found that the half-width of the distribution should be comparable to the mean pinning strength. Even when such a broad distribution of pinning energies is introduced, independent unpinning of vortices as a random Poisson process of variable rate proves insufficient to produce scale-invariant glitches (Warszawski & Melatos 2013), indicating that the interaction between vortices and collective unpinning (a domino-like process) must be taken into account. The most prominent mechanism for collective unpinning is the proximity effect, in which a moving vortex triggers the unpinning of its neighbours. However such a mechanism requires extreme fine tuning, since power-law size distributions occur only if this effect is neither too weak (where thermal creep dominates) nor too strong (which always leads to large, system-spanning, avalanches; Warszawski & Melatos 2013).

Another process which could lead to scale-invariant glitches is crustquakes (Morley & Schmidt 1996). Stresses develop in the solid crust of a neutron star not only because of the change in its equilibrium oblateness as the spin decreases, but also due to the interaction of the crustal lattice with the magnetic field and superfluid vortices in the interior. If the crust cannot readjust plastically it will do so abruptly when the breaking stress \(\sigma_{cr} = \sigma_{el}/\mu\) is exceeded (where \(\sigma_{cr}\) is the critical stress and \(\mu\) the mean modulus). This will result in both a spin-up (due to the moment of inertia decrease) and in a reorganization of the superfluid (Alpar et al. 1996; Ruderman, Zhu & Chen 1998), which is evident in the post-glitch relaxation. The maximum fractional moment of inertia change associated with the \(\Delta v_{\text{max}}\) glitch is \(|\Delta I|/I \lesssim 10^{-9}\); we note here that the glitch size can be significantly boosted by the crustquake induced unpinning of vortices (Larson & Link 1999; Eichler & Shaisultanov 2010). Elastic stress on the crust due to change of the equilibrium oblateness builds up because of the almost-constant secular \(v\). Therefore the critical stress \(\sigma_{cr}\) will be reached in regular time intervals if all stress is relieved in each crustquake, and the total energy released will be \(\Delta E_{\text{el}} \propto \varepsilon_{\text{cr}}^2\). If the stress is only partially relaxed then the energy released will depend on the stress drop \(\Delta \sigma\), and the time interval to the next crustquake will depend on the size of the preceding one. The latter correlation is observed for the glitches in PSR J0537–6910, which have been interpreted as crustquakes (Middlelitch et al. 2006). For the Crab pulsar however, the lack of any such trends in our glitch sample indicates a more complicated picture.

8 CONCLUSIONS

We have quantified our current glitch detection capabilities and, after a meticulous search for small glitches, we have shown that in the case of the Crab pulsar all glitches in this data set have already been detected. The full glitch size distribution exhibits an underabundance of small glitches and implies a lower cut-off at \(\Delta v \sim 0.05\) Hz. The existence of such a minimum glitch size implies a threshold-dominated process as their trigger, which still needs to be identified.

Besides the occasional glitches, we have detected a continuous presence of timing noise having a well defined maximum amplitude, which can be described by step changes \(\Delta v |\leq 0.03\) \(\mu\)Hz and \(\Delta v \leq 200 \times 10^{-15}\) \(\text{Hz s}^{-1}\). The distinct properties of this noise component compared to the glitches imply that timing noise cannot be attributed solely to unresolved small glitches produced by the exact same mechanism.
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