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Abstract

The Iwahori-Hecke algebra has a canonical trace $\tau$. The trace is the evaluation at the identity element in the usual interpretation of the Iwahori-Hecke algebra as a sub-algebra of the convolution algebra of a p-adic semi-simple group. The Iwahori-Hecke algebra contains an important commutative sub-algebra $C[\theta_x]$, that was described and studied by Bernstein, Zelevinski and Lusztig. In this note we compute the generating function for the value of $\tau$ on the basis $\theta_x$.

1 Notations and main result

The goal of this paper is to derive a disintegration formula which could serve as a starting point for the spectral analysis of the Iwahori-Hecke algebra. However, I have decided to postpone the treatment the more spectral analytic aspects of this formula to another paper. The formula has a certain interest in its own right, and as a first application we will give an explicit formula for the value of the trace on the maximal Abelian subalgebra of the Hecke-algebra.

I hope to help the reader (and myself) by reviewing the setup and definition of the Hecke-algebra, and the elementary theory of its minimal principal series representations. This is mainly to fix the notations, but also to give the reader an impression of the logical order of the basic facts that are involved in the proof of the main formula of this paper. At the same time, this hopefully provides a convenient basis for further papers in this direction. As a drawback, the material in the first section, and parts of the second section is (very) classical and well known to specialists.

In the first section we review the definition of the Iwahori-Hecke algebra. We basically follow Lusztig’s paper [3] in this discussion.
1.1 The root datum

Let $\mathcal{R} = (X, Y, R_0, R_0^\vee, F_0)$ be a reduced root datum (I apologize for the subscripts, but I have decided to reserve the notation $R$ for the affine root system which has to be introduced later). This means that

(a) $X$ and $Y$ are lattices, with a given perfect pairing

$$(\cdot, \cdot) : X \times Y \to \mathbb{Z},$$

(b) $R_0 \subset X, R_0^\vee \subset Y$ are finite subsets with a given bijection $R_0 \to R_0^\vee$, denoted by $\alpha \mapsto \alpha^\vee$. (The elements of $R_0$ are called “roots”, those of $R_0^\vee$ are called “coroots”.)

(c) $F_0 \subset R_0$ (called the set of fundamental roots).

(d) $(\alpha, \alpha^\vee) = 2$ for all $\alpha \in R_0$.

(e) For any $\alpha \in R_0$, the reflection $s_\alpha \in GL(X)$ given by $s_\alpha(x) = x - (x, \alpha^\vee)\alpha$ maps $R_0$ to itself. Similarly, $s_\alpha \in GL(Y)$ given by $s_\alpha(y) = y - (\alpha, y)\alpha^\vee$ maps $R_0^\vee$ to itself.

(f) $F$ is linearly independent, and $R_0 \subset \mathbb{Z}_{\geq 0}F_0 \cup \mathbb{Z}_{<0}F_0$. (The set $R_{0+} = R_0 \cap \mathbb{Z}_{\geq 0}F_0$ is called the set of positive roots.)

(g) For all $\alpha \in R_0, 2\alpha \notin R_0$.

Put $Q = \mathbb{Z}R_0$ and $Q^\vee = \mathbb{Z}R_0^\vee$ for the root lattice and the coroot lattice respectively. The weight lattice $P$ of $R$ is by definition the dual $P = \text{Hom}(Q^\vee, \mathbb{Z})$. It follows from the definitions that there is a natural map $X \to P$ whose restriction to $Q \subset X$ is the natural inclusion $Q \subset P$.

The group generated by the reflections $s_\alpha$ is called the Weyl group of $\mathcal{R}$, denoted $W_0$. The set $S_0 = \{s_\alpha \mid \alpha \in F\}$ is called the set of simple reflections. It is well known that $S_0$ generates $W_0$, and that $(W_0, S_0)$ is a finite Coxeter group.

We define the so called dominance (partial) ordering on $Y$ by:

$y \geq y' \iff y - y' \in \mathbb{Z}_{\geq 0}R_0^\vee.$

1.2 The affine Weyl group

The affine Weyl group $W$ is the semi-direct product

$$W = W_0 \ltimes X.$$
The elements of $W$ are denoted $w_x$, with the multiplication rule $w_x \cdot w'_x = w w' t_{w^{-1} x + x'}$. Clearly $W$ acts on the set $X$. When we think of $Y \times Z$ as a set of affine linear functions on $X$, we get the natural dual action of $W$ on $Y \times Z$, defined by $(w f)(x) := f(w^{-1} x)$. Explicitly, this amounts to:

$$w t_x(y, k) := (w(y), k - (x, y)).$$

The affine root system $R$ is by definition the set $R_0^\vee \times Z \subseteq Y \times Z$. It is the minimal $W$-invariant set in $Y \times Z$ containing the set of coroots $R_0^\vee$. It is easy to see that $R = R_+ \cup R_- = R_+ \cup -R_+$ where:

$$R_+ = \{ (\alpha^\vee, k) \mid k > 0 \text{ and } \alpha \in R_0 \} \cup \{ (\alpha^\vee, 0) \mid \alpha^\vee \in R_0^\vee^+ \}.$$ 

Let $S^m \subseteq R_0$ be the set of roots so that $\{S^m\}^\vee$ is the set of minimal coroots (with respect to the dominance ordering). It is clear that $R_+$ is a simplicial cone, generated over $\mathbb{Z}_{\geq 0}$ by the set

$$F = \{ (\alpha^\vee, 1) \mid \alpha \in S^m \} \cup \{ (\alpha^\vee, 0) \mid \alpha \in R_0 \}.$$ 

This is called the set of fundamental affine roots. For every affine root $a = (\alpha^\vee, k)$ we define a corresponding affine reflection $s_a : X \to X$ by the formula

$$s_a(x) = x - a(x)\alpha,$$

where $a(x) = (x, \alpha^\vee) + k$. This is an element of $W$ since $s_a = s_k t_{a\alpha}$. We put

$$S = \{ s_a \mid a \in F \},$$

the set of affine simple reflections.

It follows easily that the subgroup of $W$ generated by $S$ equals $W_0Q$. This is a normal subgroup in $W$, which is an affine Coxeter group with $S$ as set of simple reflections. We shall sometimes think of $S$ as the set of vertices of the affine Coxeter diagram of $(W_0Q, S)$.

### 1.3 The length function

The length function $l$, defined on elements $w$ of $W_0Q$ as the minimal length of a word in the alphabet $S$ representing $w$, has a natural extension to $W$. The extension is defined as follows:

$$l(w_t) = \# \{ a \in R_+ \mid w_t(a) \in R_- \} = \sum_{\alpha \in R_0, \alpha \in w^{-1}(R_0,-)} |(x, \alpha^\vee) + 1| + \sum_{\alpha \in R_0, \alpha \in w^{-1}(R_0,+)} |(x, \alpha^\vee)|.$$ 

$$\quad(1.1)$$
Indeed, the length of an element \( s_a \in S \) corresponding to \( a \in F \) is equal to 1, since \( R_+ \cap s_a(R_-) = \{a\} \). It follows that for all \( w \in W \),

\[
\ell(s_aw) = \begin{cases} \\
\ell(w) + 1 & \text{if } w^{-1}(a) \in R_+; \\
\ell(w) - 1 & \text{if } w^{-1}(a) \in R_-.
\end{cases} \tag{1.2}
\]

From 1.2 it is standard to derive that the restriction of \( \ell \) to \( W_0Q \) indeed coincides with the length function of this Coxeter group with respect to the set of generators \( S \).

Put \( X^+ = \{x \in X \mid (x, \alpha^\vee) \geq 0, \forall \alpha \in F_0\} \), the set of dominant elements of \( X \). Observe that 1.1 implies that for all \( x \in X^+, w \in W_0 \):

\[
l(wt_x) = \ell(w) + \ell(t_x) = \ell(w) + 2(x, \rho^\vee) \tag{1.3}
\]

where \( \rho^\vee \in P^\vee \) is defined by

\[
\rho^\vee = \frac{1}{2} \sum_{\alpha \in R_0^+} \alpha^\vee.
\]

Similarly, when \( x \in X^{++} \) is strongly dominant and \( w \in W_0 \) we have the formula

\[
l(t_xw) = -\ell(w) + \ell(t_x).
\]

**Corollary 1.1.** The length is an additive function on the Abelian half-group consisting of \( t_x, x \in X^+ \).

**Proof.** Clear from 1.3. \( \square \)

It is easy to see from the above description of the length function that an element \( w \in W \) has length 0 if and only if it maps \( F \) to itself. Thus the set of elements in \( W \) having length 0 is a subgroup \( \Omega \) of \( W \). Using 1.2 it is clear that this is a complement for the normal Coxeter subgroup \( W_0Q \). Hence \( \Omega \) is Abelian, and isomorphic to the quotient \( X/Q \).

### 1.4 Root labels

In order to define the Iwahori-Hecke algebra we need to fix a length-multiplicative function \( q \) on \( W \). In principle \( q \) may take its values in any Abelian half-group, but for our purposes it is appropriate to assume that \( q \) takes its values in \( \mathbb{R}_{\geq 1} \). In other words, we consider a function

\[
q : W \to \mathbb{R}_{\geq 1}
\]
such that \( q(w w') = q(w) q(w') \) whenever \( l(w w') = l(w) + l(w') \).

Note that \( q \) is identically equal to 1 on the group \( \mathcal{O} \) of elements of length 0. The function \( q \) is therefore completely determined by its values on the set \( S \) of elements of length 1. On the other hand, any function \( q \) on \( S \) can be extended length-multiplicatively provided that \( q_s = q_{s'} \) whenever \( s, s' \in S \) are conjugate in \( W \).

We associate to such a function \( q \) on \( W \) a \( W \)-invariant set of root labels on the affine root system \( R \) by the following rules. First observe that a translation \( t_x \) with \( x \in X \) maps \( a = \alpha^\vee + k \in R \) to \( a - (x, \alpha^\vee) \). Hence \( a \) is in the orbit of \( \alpha^\vee \), except when \( \alpha^\vee \in 2Y \) and \( k \) is odd. Let \( a = \alpha^\vee + k \in F \). If \( \alpha^\vee \not\in 2Y \), we simply put
\[
q_a := q(s_\alpha).
\]
When \( \alpha^\vee \in 2Y \), let \( S(a) \subset S \) denote the connected component of the Coxeter graph of the affine Coxeter group \( (W_0, Q, S) \). As Lusztig ([3], Lemma 1.7) remarks, \( S(a) \) is of affine type \( C_n^\infty \), and the corresponding root datum \( R(a) \) of type \( (Q(B_\alpha) = Z^n, \mathcal{P}(C_n) = Z^n, e_1, e_2, \ldots, e_{n-1} - e_n, e_n \) is a direct summand of \( R \). Let \( \omega_a \) be the unique nontrivial diagram automorphism of \( S \) which is trivial on the complement of \( S(a) \). We now define
\[
q_a := q(s_{\omega_a(a)}).
\]
Explicitly, we define for these fundamental roots in \( S(a) \): \( q_{1-2e_1} = q(s_{2e_n}) \) and \( q_{2e_n} = q(s_{1-2e_1}) \). We extend the affine root labels \( W \)-invariantly to all of \( R \). It is clear that the affine root labels determine \( q \).

Finally, we can also describe \( q \) by means of a \( W_0 \)-invariant set of root labels \( q_{\alpha^\vee} \), where \( \alpha \) runs over the roots of the possibly non-reduced root system \( R_{nr} \) defined by
\[
R_{nr} := R_0 \cup \{ 2\alpha \mid \alpha^\vee \in R_0^\vee \cap 2Y \}.
\]
We do this by restricting the affine root labels to \( R_0^\vee \), and when \( \alpha^\vee \in 2Y \) we define:
\[
q_{\alpha^\vee/2} := \frac{q_{1+\alpha^\vee}}{q_{\alpha^\vee}}.
\]
It is clear that this set of root labels on \( R_{nr}^\vee \) also contains the same information as the function \( q \). These definitions of root labels are in compliance with Macdonald [4], except for the fact that we call roots what he calls coroots!

We list some direct consequences of our notations:

**Corollary 1.2.** For all \( w \in W \),
\[
q(w) = \prod_{\alpha \in R_+ \cap w^{-1} R_-} q_{\alpha + 1}.
\]
Corollary 1.3. For all $w \in W_0$, 
\[ q(w) = \prod_{\alpha \in R_{\text{irr}}^+ \cap w^{-1} R_{\text{irr}}^+} q_{\alpha^w}. \]

Definition 1.4. The Haar modulus $\delta = \delta_q$ is the character on on $X$ given by 
\[ \delta(x) = \delta_q(x) := \prod_{\alpha \in R_{\text{irr}}^+} q_{\alpha^w(x)}. \]

Corollary 1.5. When $x \in X^+$, 
\[ q(t_x) = \delta(x). \]

1.5 The Iwahori-Hecke algebra

Now we are ready to define the Iwahori-Hecke algebra $\mathcal{H}$ associated to a root datum $\mathcal{R}$ and a set of root labels $q_{\alpha^w}$ with $\alpha \in R_{\text{irr}}$.

Definition 1.6. The Iwahori-Hecke algebra $\mathcal{H} = \mathcal{H}(\mathcal{R}, q)$ is the complex associative algebra with basis $T_w$, $w \in W$, and relations induced by the following rules:

(a) If $l(ww') = l(w) + l(w')$ then $T_w T_{w'} = T_{ww'}$.

(b) If $s \in S$ then $(T_s + 1)(T_s - q(s)) = 0$.

Remark 1.7. It is well known that such an object exists.

This algebra can be equipped with a $\ast$ operator, which is the anti-linear anti-involution defined by 
\[ T_w^\ast = T_{w^{-1}}. \]

It is straightforward to check that this indeed extends to an anti-involution on $\mathcal{H}$.

The object of study in this note is the canonical trace function $\tau$, which is by definition the linear functional on $\mathcal{H}$ that has the following values on the basis elements $T_w$:
\[ \tau(T_w) = \begin{cases} 
1 & \text{if } w = e, \\
0 & \text{else.} 
\end{cases} \]

This functional corresponds to the evaluation at the identity element when the Hecke algebra is interpreted as a subalgebra of the convolution algebra of a semi-simple group of $p$-adic type. Therefore the following lemma is natural:

Proposition 1.8. The trace $\tau$ is central and positive.
Proof. Both statements are clear from the following obvious formula:
\[
\tau(T_w^* T_{w'}) = \delta_{w,w'} q(w). \tag{1.4}
\]

The associated Hermitian inner product on \( \mathcal{H} \) is given by the formula
\[
(h,h') := \tau(h^* h').
\]
Observe that the basis \( T_w \) is orthogonal with respect to this inner product because of 1.4.

1.6 The Bernstein-Zelevinski basis

The Hecke algebra \( \mathcal{H} \) contains a large commutative subalgebra. For \( x \in X^+ \) we define
\[
\theta_x = \delta(-x)^{1/2} T_x.
\]
These elements form an Abelian half-group isomorphic to \( X^+ \) because of Corollary 1.1. By 1.5 they are orthonormal. For general \( x \in X \) we define:
\[
\theta_x = \theta_y \theta_z^{-1}
\]
where \( y, z \in X^+ \) are such that \( x = y - z \).

The following result is very important, and due to Bernstein and Zelevinski (unpublished work).

**Theorem 1.9.** (a) The elements \( T_w \theta_x, \ w \in W_0, \ x \in X \) form a basis of \( \mathcal{H} \).

(b) The elements \( \theta_x T_w, \ w \in W_0, \ x \in X \) also form a basis of \( \mathcal{H} \).

(c) In particular, the subalgebra \( \mathbb{A} = \mathbb{C}[\theta_x] \subset \mathcal{H} \) is isomorphic to the group algebra of \( X \) via \( x \rightarrow \theta_x \).

The next result is due to Bernstein and Zelevinski in a special case, and to Lusztig in the general case. It tells us how the multiplication works in terms of the basis just described in the above theorem.

**Theorem 1.10.** Let \( x \in X \) and \( \alpha \in F_0 \). Let \( s = s_\alpha \). Then
\[
\theta_x T_s - T_s \theta_{s(x)} =
\]
\[
= \begin{cases} 
(q_\alpha^v - 1) \frac{\theta_x - \theta_{s(x)}}{1 - \theta_{-\alpha}} & \text{if } 2\alpha \not\in R_w, \\
(q_\alpha^{\gamma/2} q_\alpha^v - 1) + q_\alpha^{1/2} (q_\alpha^v - 1) \theta_{-\alpha} \frac{\theta_x - \theta_{s(x)}}{1 - \theta_{-2\alpha}} & \text{if } 2\alpha \in R_w.
\end{cases}
\tag{1.5}
\]
One important consequence of this theorem is the precise description of the center $\mathcal{Z}$ of $\mathcal{H}$. This result is also due to Bernstein and Zelevinski.

**Theorem 1.11.** The subalgebra $\mathcal{A} \subset \mathcal{H}$ is a $W_0$ module via the action of $W_0$ on $X$. In this sense, the center $\mathcal{Z}$ equals $\mathcal{Z} = \mathcal{A}^{W_0}$.

The behavior of the elements $\theta_x$ with respect to the $*$ operator is not very complicated:

**Proposition 1.12.** Let $w_0 \in W_0$ denote the longest element.

$$
\theta_x^* = T_{w_0} \theta_{-w_0(x)} T_{w_0}^{-1}.
$$

**Proof.** We may assume that $x \in X^+$. We need to show that $T_{t_x} T_{w_0} = T_{w_0} T_{t_{-w_0(x)}}$. This is obvious since $l(w_0 t_{-w_0(x)}) = l(w_0) + l(t_x)$ (see 1.3) and $w_0 t_{-w_0(x)} = t_{-x} w_0$.

---

1.7 The main result

Let $T = \text{Hom}(X, \mathbb{C}^\times)$ be the complex torus of characters of $X$. Let us introduce the $c$-function, following Macdonald [4]. For $\alpha \in R_{nr}$ and $t \in T$ define

$$
c(\alpha, t) := \frac{1 - q_{\alpha/2}^{-1/2} q_{\alpha}^{-1} t(-\alpha)}{1 - q_{\alpha/2}^{-1/2} t(-\alpha)}.
$$

(In this notation it is understood that $q_{\beta}^{-1/2} = 1$ whenever $\beta \not\in R_{nr}$, and that we take the positive root of $q_{\alpha/2}$). When $\alpha \in R_0$ we put

$$
c_0(\alpha, t) = c(\alpha, t)c(2\alpha, t).
$$

It is convenient to introduce the reduced root system $R_1 = \{ \alpha \in R_{nr} \mid 2\alpha \not\in R_{nr} \}$. We define for $\alpha \in R_1$:

$$
c_1(\alpha, t) = c(\alpha, t)c(\alpha/2, t).
$$

Clearly, when $\alpha \in R_0 \cap R_1$ we have $c_0(\alpha, t) = c_1(\alpha, t)$. On the other hand, when $\alpha \in R_0 - R_1$, then $2\alpha \in R_1$, and $c_0(\alpha, t) = c_1(2\alpha, t)$. We have for $\alpha \in R_0$:

$$
c_0(\alpha, t) = \begin{cases} 
\frac{1 - q_{\alpha}^{-1} l(-\alpha)}{1 - l(-\alpha)} & \text{if } 2\alpha \not\in R_{nr}; \\
(1 + q_{\alpha}^{-1/2} l(-\alpha))(1 - q_{2\alpha}^{-1/2} q_{\alpha}^{-1} l(-\alpha)) & \text{if } 2\alpha \in R_{nr}.
\end{cases}
$$
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With these notations we define:

**Definition 1.13.**

\[ c(t) := \prod_{\alpha \in R_{\text{ar},+}} c(\alpha, t) = \prod_{\alpha \in R_{0,+}} c_0(\alpha, t) = \prod_{\beta \in R_{1,+}} c_1(\beta, t). \]

We introduce a partial ordering \( < \) on the real split part \( T_r = \text{Hom}(X, \mathbb{R}_+) \) of \( T \) by

\[ t_1 < t_2 \iff \forall \alpha \in R_{0,+}: t_1(\alpha) < t_2(\alpha). \]

Here is the main result of this paper, a generating function for the values of \( \tau \) on \( \mathcal{A} \):

**Theorem 1.14.** We have the following identity of formal Laurent series (\( t \in T \)):

\[ \sum_{x \in X} \tau(\theta_x) t(-x) = \left( q(w_0)c(t)c(t^{-1}) \right)^{-1}_{\exp, +}. \]

The right hand side of the equality means the expansion of the rational function \( 1/(q(w_0)c(t)c(t^{-1})) \) as a power series in \( t_i = t(\alpha_i) \), where \( F_0 = \{ \alpha_1, \ldots, \alpha_n \} \). Notice that this expansion is convergent on \( \{ t \in T \mid \text{Re}(t) < \delta^{-1/2} \} \).

**Remark 1.15.** In particular, this implies that \( \tau(\theta_x) = 0 \) unless \( x \in Q_- \).

**Example 1.16.** The simplest possible case is when the root datum is of type \( A_1 \), i.e. \( R = (\mathbb{Z}, \mathbb{Z}, \{ \pm 2 \}, \{ \pm 1 \}, \{ 2 \}) \). Put \( S_0 = \{ s \} \), \( q = q(s) \), and \( \omega = t_1 s \). Notice that \( \omega \in \Omega \), the group of elements of length 0 in \( W \). Now consider \( \theta = q^{-1/2}T_1 = q^{-1/2}T_{\omega}T_s \). The above theorem states that \( \tau(\theta^n) = 0 \) unless \( n = -2k \) with \( k \in \mathbb{Z}_{\geq 0} \), and when \( k > 0 \) we have

\[ \tau(\theta^{-2k}) = \frac{(q - 1)(q^k - q^{-k})}{q + 1} = (q + q^{-1} - 2)(q^{k-1} + q^{k-3} + \cdots + q^{1-k}). \]

The reader is invited to verify this formula directly.

**Lemma 1.17.** Let \( \alpha \in R_{\text{ar}} \) and \( k \in \mathbb{Z}_{\geq 0} \). We define a rational function \( d(\alpha; k) \) in \( q_{\alpha^\vee/2} \) and \( q_{\alpha^\vee} \) by

\[ \sum_{k=0}^{\infty} d(\alpha; k) t^k = \left( q_{\alpha^\vee} c(\alpha, t)c(\alpha, t^{-1}) \right)^{-1}_{\exp, +}. \]

Then \( d(\alpha; 0) = 1 \), and for \( k > 0 \) we have:

\[ d(\alpha; k) = \frac{(q_{\alpha^\vee} - 1)(q_{\alpha^\vee/2}q_{\alpha^\vee} - 1) \left( (q_{\alpha^\vee/2}^1q_{\alpha^\vee})^k - (q_{\alpha^\vee/2}^1q_{\alpha^\vee})^{-k} \right)}{(q_{\alpha^\vee}^2q_{\alpha^\vee}^2 - 1)}. \]
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Corollary 1.18. We can reformulate the main result as follows. Let \( x \in X \). We call \( \pi = (\pi_\alpha)_{\alpha \in R_{\text{ur}, +}} \) a partition of \( x \) if (1) \( \pi_\alpha \in \mathbb{Z}_{\geq 0} \) and (2) \( x = \sum_{\alpha \in R_{\text{ur}, +}} \pi_\alpha \alpha \). Then the trace of \( \theta_x \) can be written as a weighted partition function:

\[
\tau(\theta_x) = \sum_{\pi} \prod_{\alpha \in R_{\text{ur}, +}} d(\alpha; \pi_\alpha),
\]

where the sum is taken over all the partitions \( \pi \) of \(-x\).

Corollary 1.19. Suppose that \( q(s) > 1, \forall s \in S \). Then \( \tau(\theta_{-\kappa}) > 0 \), for all \( \kappa \in Q_+ \).

2 The minimal principal series and their Intertwining operators

2.1 Definition of the minimal principal series

The holomorphic minimal principal series are simply defined by induction from \( A \). Let \( t \in T \) denote a character of \( X \).

Definition 2.1. The (holomorphic) minimal principal series \( I_t \) is the induced module \( I_t = \text{Ind}_A^H(t) = \mathcal{H} \otimes A C_1 \) (where \( C_1 \) denotes the one dimensional module of \( A \) corresponding the character \( t \)).

As an \( \mathcal{H}_0 \) module, \( I_t \simeq \mathcal{H}_0 \) via \( T_w \otimes 1 \rightarrow T_w \) \((w \in W_0)\). (Here \( \mathcal{H}_0 \) is the subalgebra of \( \mathcal{H} \) generated by \( T_s \), \( s \in S_0 \).)

Definition 2.2. The image of an element \( h \in \mathcal{H} \) in \( \text{End}(I_t) \) is called its Laplace transform \( \hat{h}(t) \). By the natural identification of \( I_t \) with \( \mathcal{H}_0 \) we will always consider \( \hat{h}(t) \) as an element of \( \text{End}(\mathcal{H}_0) \).

We list some basic properties of \( I_t \):

Proposition 2.3. (a) The center \( Z \simeq A^{W_0} \) acts by scalars on \( I_t \), according to the character \( t \) of \( A \).

(b) Every irreducible module over \( \mathcal{H} \) is a quotient of some \( I_t \).

(c) If \( \hat{h}(t)(T_s) = 0 \) for all \( t \) in some Zariski-dense subset of \( T \), then \( h = 0 \).

Proof. (a) and (b) are trivial, and (c) follows directly from Theorem 1.9. \( \square \)

To study the modules \( I_t \) more seriously, we need to involve intertwining operators.
2.2 The intertwining operators

The action of $W_0$ on $A$ can “almost” be realized by inner automorphisms of $H$. Here the word “almost” means that one needs to pass to some formal completion of $H$ in order to make certain elements of $H$ invertible. The elements which realize this $W_0$-action by means of conjugation (in a completion of $H$) are called intertwining elements. We do not want to study the formal completions of $H$ here, since the non-invertibility of the intertwiners in $H$ is at the heart of the study of representations of $H$.

Let us first discuss the construction of the intertwining elements themselves. Their definition is closely related to Lusztig’s relation 1.10.

**Definition 2.4.** When $s = s_\alpha \in S_0$ (with $\alpha \in F_0$), we define the intertwining element $R_s$ as follows:

$$R_s = \begin{cases} (1 - \theta_{-\alpha})T_s + (1 - q_\alpha) & (2\alpha \not\in R_{nr}) \\ (1 - \theta_{-2\alpha})T_s + (1 - q_\alpha (1 - q_{\alpha^\vee}) \theta_{-\alpha}) & (2\alpha \in R_{nr}) \\ T_s(1 - \theta_{\alpha}) + (q_{\alpha^\vee} - 1) \theta_{\alpha} & (2\alpha \not\in R_{nr}) \\ T_s(1 - \theta_{2\alpha}) + (q_{\alpha^\vee} - 1) \theta_{2\alpha} + q_{\alpha^\vee} (1 - \theta_{\alpha}) & (2\alpha \in R_{nr}) \end{cases}$$

**Definition 2.5.** We introduce the following notation. Let $\pm W_0$ be the group $W_0 \cup -W_0$. Assume $R$ is a ring equipped with $\pm W_0$-action $w : f \rightarrow f^w$. Suppose we are given an equivariant set of elements $f_\beta$ of $R$ (i.e. $f^{w_0} = f_{\beta}$), indexed by the roots $\beta \in R_1$. When $w \in W_0$, we put

$$f_w := \prod_{\beta \in R_1, w^{-1} R_1, -} f_\beta.$$

We simply write $f$ instead of $f_{w_0}$, where $w_0$ denotes the longest element of $W_0$.

**Example 2.6.** When we define $\hat{q}_\beta = q_{\beta^\vee}q_{2\beta^\vee} \in R_+$ (with the trivial action of $\pm W_0$), then we get the usual $q(w) = \hat{q}_w$. We apply the notation of Definition 2.5 frequently to the following cases:

1. $\Delta_\beta := 1 - \theta_{-\beta} \in A$,
2. $c_\beta := c_1(\beta, \cdot) \in C(T)$,
3. $n_\beta := \hat{q}_\beta \Delta_{-\beta}(\cdot)c_{-\beta}(\cdot) \in C[T]$ (hence we may and will consider $n_\beta$ as an element of $A$, by sending the character $\chi$ of $T$ to $\theta_x \in A$).
(4) $D_\beta = n_\beta n_{-\beta}$.

**Lemma 2.7.** In the situation of Definition 2.5 we have the following simple rules:

1. When $l(uv) = l(u) + l(v)$, then $f_{uv} = f_u^{e-1} f_v$.
2. In particular, $f_{w_0 w} f_{w}^{-1} = f_{w_0} = f$.
3. $f_{w_0 w} f_{w}^{-1} = f_{w_0} = f$.
4. $f_{w} = f_{w}^{e-1}$.

**Theorem 2.8.** Let $s = s_\alpha \in S_0$ with $\alpha \in F_0$, and let $\beta \in R_1$ be the unique element of $R_1$ which is a positive multiple of $\alpha$. (For convenience, we shall write $s = s_\beta$ with $\beta \in F_1$ in the sequel). Then:

1. $R_s \theta_x = \theta_{s(x)} R_s$.
2. The $R_s$ ($s \in S_0$) satisfy the braid relations corresponding to the Coxeter graph $S_0$.
3. $R_s^2 \in A$, and in fact $R_s^2 = D_s$.

**Proof.** (1) is a direct reformulation of Theorem 1.10. (3) is proved by (tedious, but straightforward) direct computation, and is left to the reader. To prove (2) we need to show that if $w = s_1 \ldots s_m$ is a reduced word in $W_0$, then the element $R_w := R_{s_1} \ldots R_{s_m} \in H$ indeed only depends on $w$, and not on the chosen reduced word representing $w$. Let us suppose $R'_w$ is obtained in the same way as $R_w$, but using a different reduced word for $w$. Let $t \in T$ and define $r_w(t) = R_w(t)(t_c) \in H_0$, and similarly $r'_w(t)$. By Proposition 2.3(c), in order to show $R_w = R'_w$, it suffices to show that $r_w(t) = r'_w(t)$ for generic $t \in T$. Now observe that both $r_w(t)$ and $r'_w(t)$ are of the form

$$\Delta_w(t^{-1}) T_w + \sum_{u < w} c_{u,w} T_u.$$  \hfill (2.1)

On the other hand, both $r_w(t)$ and $r'_w(t)$ are in the $A$ weight space of $I_t$ with eigenvalue $w(t)$, by (1). Since the dimension of $I_t$ is $|W_0|$, it is clear that these weight spaces all have dimension equal to 1 when $t \in T^{\text{reg}}$. Therefore $r_w(t)$ and $r'_w(t)$ are scalar multiples of each other. But then they have to be equal by 2.1.

**Corollary 2.9.** From the above proof we conclude that for every $w \in W_0$, the weight space $I_t^{w}$ of weight $w$ in $I_t$ has dimension 1 when $t$ is regular.
Definition 2.10. Let $w \in W_0$, and let $w = s_1 \ldots s_m$ be a reduced word. Define $R_w = R_{s_1} \ldots R_{s_m} \in \mathcal{H}$, and $r_w(t) = R_w(t)(T_e) \in \mathcal{H}_0$. Notice that (see Example 2.6):

$$r_{w^{-1}}(wt)r_w(t) = n_w(t)n_w(t^{-1}) = D_w(t).$$

Corollary 2.11. We have the relation

$$R_w\theta xR_{w^{-1}} = D_{w^{-1}}\theta wx.$$  

Definition 2.12. Introduce normalized intertwining elements by

$$r_w^0(t) = (n_w(t))^{-1}r_w(t).$$  \hspace{1cm} (2.2)

Corollary 2.13. The normalized intertwining elements satisfy the $W_0$ cocycle relation ($u, v \in W_0$ arbitrary):

$$r_u^0(vt)r_v^0(t) = r_{uv}^0(t).$$  \hspace{1cm} (2.3)

Definition 2.14. Define, for $w \in W_0$, $t \in T$, and $x \in \mathcal{H}_0 \simeq I_t$,

$$R(w, t): I_t \to I_{wt}$$

$$x \to xr_{w^{-1}}(wt)$$

Corollary 2.15. This defines intertwining maps such that

1. $R(w^{-1}, wt)R(w, t) = D_w(t)\mathbf{1}_{\mathcal{H}_0}$. In particular, $R(w, t)$ is an isomorphism when $D_w(t) \neq 0$.

2. $R(u, vt)R(v, t) = R(uv, t)$ when $l(uv) = l(u) + l(v)$. (Equivalently, $r_u(vt)r_v(t) = r_{uv}(t)$ in this situation.)

3. By Corollary 2.13,

$$r_u(vt)r_v(t) = \frac{n_u(vt)n_v(t)}{n_{uv}(t)}r_{uv}(t).$$

Therefore we have:

$$R(u, vt)R(v, t) = \frac{n_u(vt)n_v(t)}{n_{uv}(t)}R(uv, t).$$

Corollary 2.16. When $t$ is regular and $D_{w_0}(t) \neq 0$, then $I_t$ is irreducible. (In fact the following stronger result due to S. Kato [2] holds: $\forall t \in T$, $I_t$ is irreducible if and only if $D_{w_0}(t) \neq 0$. This is much deeper, but we shall not need this fact.)
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2.3 A nondegenerate sesquilinear pairing

We identify the module $I_t$ with $\mathcal{H}_0$ by $T_w \otimes 1 \rightarrow T_w \ (w \in W_0)$, as we did before. We define a nondegenerate sesquilinear pairing between $I_t$ and $I_{t^{-1}}$ by

$$I_{t^{-1}} \times I_t \rightarrow \mathbb{C}$$
$$x \quad y \quad \rightarrow \quad (x, y) := \tau(x^* y)$$

where $x, y \in \mathcal{H}_0$.

**Corollary 2.17.** This pairing satisfies $(x, y z) = (x^*, y) = (y^* x, z)$ when $x, y$ and $z$ are in $\mathcal{H}_0$.

**Lemma 2.18.** The element $r_w (t) \in \mathcal{H}_0$ satisfies $r_w (t)^* = r_{w^{-1}} (wt^{-1})$. Hence the intertwining operator $R(w, t)$ satisfies: $R(w, t)^* = R(w^{-1}, wt^{-1})$.

**Proof.** It is sufficient to prove this for $w \in S_0$, and in this case it is an easy direct computation. Use Corollary 2.17.

**Theorem 2.19.** The pairing between $I_{t^{-1}}$ and $I_t$ respects the * operator: $\forall x \in \mathcal{H}, y, z \in \mathcal{H}_0$ we have

$$(x^*(t^{-1})y, z) = (y, z^*(t)z).$$

**Proof.** When $x \in \mathcal{H}_0$, this is just Corollary 2.17. Hence it is enough to verify the relation when $x \in \mathcal{A}$. It suffices to do so for $t$ in some Zariski-dense set, and thus we may and will assume that $t$ is regular. Notice that $r_w (t)$ is eigenvector of $\theta_x (t)$ with eigenvalue $wt (x)$. Likewise, using Proposition 1.12, we have that $T_{w_0 r_w (t^{-1})}$ is $\theta^{*}_{x} (t^{-1})$ eigenvector with eigenvalue $vt (x)$. Hence we just need to show that for $v \neq w$:

$$(T_{w_0 r_w (t^{-1})}, r_w (t)) = 0.$$

But, using Corollary 2.15 and Lemma 2.18, we have:

$$(T_{w_0 r_{w_0 v} (t^{-1})}, r_w (t)) = \tau (r_{v^{-1} w_0} (w_0 v t) T_{w_0} r_w (t))$$

$$= \tau (r_w (t) r_{v^{-1} w_0} (w_0 v t) T_{w_0})$$

$$= const. \tau (r_{v^{-1} w_0} (w_0 v t) T_{w_0}).$$

By equation 2.1 this last expression is 0 when $v \neq w$, as was claimed.

**Proposition 2.20.** In addition to the proof of the previous theorem we see that, since $l(w) + l(w^{-1} w_0) = l(w_0)$,

$$(T_{w_0 r_{w_0 v} (t^{-1})}, r_w (t)) = \delta_{v, w_0} (w_0) \Delta (wt).$$

(2.6)
2.4 Matrix elements of the minimal principal series

We denote by $\mathcal{H}^*$ the linear dual of $\mathcal{H}$, the space of all complex linear functionals on $\mathcal{H}$. Given an endomorphism $\psi \in \text{End}(\mathcal{H}_0)$ we define the corresponding matrix element $E(\psi, t) \in \mathcal{H}^*$ of the minimal principal series module $I_t$ by

$$ E(\psi, t)(h) := \text{tr}_{\mathcal{H}_0} (\psi \hat{h}(t)). \quad (2.7) $$

The character $\chi(I_t)$ of $I_t$ is by definition the matrix element $E(\text{Id}, t)$. The intertwiners and the pairing discussed above give rise to two functional equations for the matrix elements:

**Proposition 2.21.** (1) $\overline{E(\psi^*, t^{-1})(h^*)} = E(\psi, t)(h)$.

(2) $E(R(u, t)\psi R(u^{-1}, wt), wt) = D_u(t) E(\psi, t)$.

With the pairing of the previous subsection at our disposal, we define an important collection of matrix elements of the minimal principal series modules.

**Definition 2.22.** For $u, v \in W_0$ we define the linear functional $E_{u,v}$ on $\mathcal{H}$ by $(h \in \mathcal{H})$:

$$ E_{u,v}^u(h) = (T_{u_0}^r w_u(t^{-1}), \hat{h}(t)r_v(t)). \quad (2.8) $$

In other words, $E_{u,v} = E(\psi_{u,v}(t), t)$ where $\psi_{u,v}(t) \in \text{End}(\mathcal{H}_0)$ is defined by $\psi_{u,v}(t)(h) = (T_{u_0}^r w_u(t^{-1}), h)r_v(t)$.

**Proposition 2.23.** (1) The function $t \to E_{v}^u(t)(h)$ is a regular function on $T$, for all $u, v$ and $h$.

(2) $E_{u,v}^u(\theta_x h \theta_x z) = u(t)(x_1)v(t)(x_2)E_{u,v}^u(h)$.

(3) When $t$ is regular, $\{E_{u,v}^u\} \subset \mathcal{H}^*$ is a linearly independent collection of linear functionals on $\mathcal{H}$.

(4) The space of all matrix elements of $I_t$ is equal to the space $\mathcal{H}_t^* = \{\phi \in \mathcal{H}^* \mid \phi(\bar{h}) = z(t)\phi(h), \forall z \in \mathcal{Z}, h \in \mathcal{H}\}$. In particular, $\{E_{u,v}^u\} \subset \mathcal{H}_t^*$ is a basis for this space when $t$ is regular.

**Proof.** (1) is obvious, (2) is straightforward, and (3) follows from (2).

To prove (4) it suffices to show that the dimension of $\mathcal{H}_t^*$ equals $|W_0|^2$. Note that $\mathcal{H}_t^*$ can be identified with the dual of $\mathcal{H}/(\overline{I_t} \cap \mathcal{Z})$, where $\overline{I_t}$ denotes the ideal in $\mathcal{A}$ of elements vanishing in $t \in T$. But $\mathcal{H}/(\overline{I_t} \cap \mathcal{Z}) \cong \mathcal{H}_0 \otimes \mathcal{A}/(\overline{I_t} \cap \mathcal{Z})$,
thus it is sufficient to show that $\mathcal{A}/(\mathcal{I} \cap \mathcal{Z})$ has dimension $|W_0|$. This follows from the fact that $\mathcal{A}$ is free of rank $|W_0|$ over $\mathcal{Z} = \mathcal{A}^{W_0}$, see [5], Thm. 2.2. □

We now list some straightforward consequences of Proposition 2.20, Proposition 2.21 and Corollary 2.15.

**Proposition 2.24.**  
1. \( E_t^{u,v}(T_v) = \delta_{u,v} q(w_0) \Delta(ut) \).
2. \( \chi(I_t) = q(w_0)^{-1} \sum_{w \in W_0} \Delta(w t)^{-1} E_t^{w,w} \).
3. \( E_t^{u,v}(h) = E_{T_t^{-1} h T_t^{-1}}^{u,v}(T_{w_0}^{-1} h T_{w_0}) \).
4. \( E_t^{u,v} = \frac{n_u(t)n_v(w t)}{n_u(t)n_v^{-1}(w t)} E_{u v}^{-1, v w} \).

**Definition 2.25.** The element $E_t^{e,e} \in \mathcal{H}^e$ plays a predominant role, and will be denoted by $E_t$.

**Corollary 2.26.** The character $\chi(I_t)$ equals $q(w_0)^{-1} \sum_{w \in W_0} \Delta(w t)^{-1} E_{w t}$.

### 2.5 Macdonald’s spherical function

Let $T_0^+$ denotes the central idempotent of $\mathcal{H}_0$ corresponding to the trivial representation $T_w \to q(w)$. In other words,

\[ T_0^+ = P_0(q)^{-1} \sum_{w \in W_0} T_w , \]

where $P_0$ is the so called Poincaré polynomial

\[ P_0(q) = \sum_{w \in W_0} q(w) \]

of the Weyl-group $W_0$. Macdonald’s spherical function $\phi_t \in \mathcal{H}_t^e$ is the matrix coefficient $E(\psi^+, t)$ for the endomorphism

\[ \psi^+(h) = P_0(q)(T_0^+, h) T_0^+ . \]

Note that the chosen normalization is such that $\phi_t(T_v) = \mathrm{Tr}_{\mathcal{H}_0}(\psi^+) = 1$. It is not difficult to express $\phi_t$ in terms of the basis $E_t^{u,v}$ we introduced in the previous subsection.

**Lemma 2.27.**  
1. $\forall w \in W_0$, $T_0^+ \iota_w(0) = T_0^+$.
2. $T_0^+ = \frac{q(0)}{P_0(q)} \sum_{w \in W_0} c(w t) \iota_w^0(t)$.
Proof. (1) is a simple direct computation.
(2) Write
\[ T_0^+ = \sum_{w \in W_0} b_w(t)r_w^0(t). \]
Using (1) we find that \( b_w(t) = b_{w_0}(u_{0w}t) \). We compute \( b_{w_0} \) by the remark that the only summand on the right hand side of 2.9 that contributes to the coefficient of \( T_{w_0} \), is \( b_{w_0}(t)r_{w_0}^0(t) \). Now recall that, modulo the space spanned by \( T_w \) with \( w \neq w_0 \),
\[ r_{w_0}^0(t) = \frac{\Delta(t^{-1})}{n(t)}T_{w_0}. \]
Comparing coefficients leads to the required result. \qed

Clearly, \( \phi_t \) is completely determined by its values on the subalgebra \( \mathcal{H}^+ = T_0^+ \mathcal{H} T_0^+ \). This important \(*\)-subalgebra of \( \mathcal{H} \) is isomorphic to the center of \( \mathcal{H} \) by the so-called Satake-isomorphism, via the map
\[ \begin{align*}
\mathbf{Z} & \rightarrow \mathcal{H}^+ \\
z & \rightarrow T_0^+ z
\end{align*} \]
(2.10)
It is also clear that the elements \( \theta_x^+ = T_0^+ \theta_x T_0^+ \) with \( x \in X^+ \) form a linear basis of \( \mathcal{H}^+ \). Let us determine the spherical function by computing its values on this basis. The result is the well known formula of Macdonald for the spherical function.

**Theorem 2.28.** (Macdonald [4]) When \( x \in X^+ \),
\[ \phi_t(\theta_x^+) = \frac{q(u_{0w})}{P_0(q)} \sum_{w \in W_0} c(wt)wt(x). \]

Proof. Use the above lemma. \qed

It is now easy to relate \( \phi_t \) to the matrix element \( E_t \):

**Proposition 2.29.**
\[ E_t(T_0^+ h T_0^+) = \frac{q(u_{0w})n(t^{-1})}{P_0(q)} \phi_t(h). \]
Proof.

\[ E_{t}(T_{0}^{+} h T_{0}^{+}) = (T_{w_0} r_{w_0}(t^{-1}), T_{0}^{+} h(t) T_{0}^{+}) \]
\[ = (T_{0}^{+} T_{w_0} r_{w_0}(t^{-1}), h(t) T_{0}^{+}) \]
\[ = q(w_0) n(t^{-1})(T_{0}^{+} r_{w_0}(t^{-1}), h(t) T_{0}^{+}) \]
\[ = q(w_0) n(t^{-1})(T_{0}^{+}, h(t) T_{0}^{+}) \text{ by Lemma 2.27(1)} \]
\[ = \frac{q(w_0) n(t^{-1})}{P_0(q)} \phi_t(h). \]

\[ \square \]

The basis \( \theta_x^+ (x \in X^+) \) of \( \mathcal{H}^+ \) is orthogonal. We need the following (standard) notation to formulate the result. When \( x \in X^+ \), let \( W_x \) denote the stabilizer of \( x \) in \( W \). Let \( W^x \) be the set of shortest length representatives for the right cosets of \( W_x \) in \( W_0 \). It is well known that \( q(uv) = q(u)q(v) \) and that \( T_{uv} = T_u T_v \) when \( u \in W^x \) and \( v \in W_x \).

**Definition 2.30.** Let \( P_x(q) = \sum_{w \in W_x} q(w) \), and \( P^x(q) = \sum_{w \in W^x} q(w) \). Note that \( P_0 = P_x P_x \). Likewise, define \( T^+_x = P_x(q)^{-1} \sum_{w \in W_x} T_w \) and \( T^{x,+} = P^x(q)^{-1} \sum_{w \in W^x} T_w \). Then \( T^+_0 = T^{x,+} T^+_x \). Finally we write \( w_x \) for the longest element in \( W_x \), and \( w^x \in W^x \) for the element such that \( w_0 = w^x w_x \).

**Proposition 2.31.** When \( x, y \in X^+ \), we have:

\[ (\theta_x^+, \theta_y^+) = \frac{\delta_{x,y} q(w^x)}{P_0(q) P^x(q)}. \]

**Proof.** Notice that \( \theta_x^+ \) is a linear combination of elements of the form \( T_{ut} \), with \( u \in W_0 \) and \( v \in W^x \). In fact we have:

\[ \theta_x^+ = \delta(-x)^{1/2} T_z T_0^+ \]
\[ = \delta(-x)^{1/2} T^{x,+} T_z T_0^+ \]
\[ = \frac{\delta(-x)^{1/2} q(w^x)}{P_0(q) P^x(q)} \sum_{u \in W^x, v \in W_0} T_{ut} \tag{2.11} \]

To verify the last line, notice first that the sum on the right hand side is invariant for multiplication by \( T_0^+ \) on either side. So we only need to check the coefficient of one, suitably chosen element \( T_{ut} \). Choose \( T_{w^x t_x w_0} \). With the above expression for \( \theta_x^+ \) at our disposal, it is easy to compute \( (\theta_x^+, \theta_y^+) = \delta(-y)^{1/2}(\theta_x^+, T_y) \).

\[ \square \]
3 Eisenstein series for the Hecke algebra

Consider the vector space of formal sums $\sum_{w \in W} c_w T_w$. Notice that this vector space carries a natural structure of a left and right $H$ module, since multiplication (on the left or the right) with finite sums is always well defined. Also the trace $\tau$ has a natural extension to the vector space of formal sums. When $\phi = \sum_{w \in W} c_w T_w$, we shall thus define a linear functional $\phi$ on $H$ by $\phi(h) = \tau(\phi h)$. In other words, we define $\phi(T_w) = q(w) c_{w^{-1}}$. In this way we will identify the algebraic dual $H^*$ with the vector space of formal sums. We equip $H^*$ with the weak topology.

Now let us consider, for $t \in T$, the sum

$$E_t = \sum_{x \in X} t(-x) \theta_x.$$ 

If this sum is convergent in $H^*$, it will clearly satisfy:

$$E_t(\theta_x h) = E_t(h \theta_x) = t(x) E_t(h).$$

By Proposition 2.23 this implies that

$$E_t = f(t) E_t,$$ 

provided that the left hand side converges. We want to compute the function $f$, but let us first treat the question of convergence.

3.1 Convergence in $H^*$

**Lemma 3.1.** Let $u, v \in W_0$, and $x \in X$. Then

1. $\tau(T_u \theta_x T_v) = 0$ unless $x \in Q_-.$
2. $\forall \epsilon > 1$, $\exists C_\epsilon > 0$ such that $\forall x \in Q_-$,

$$|\tau(T_u \theta_x T_v)| \leq C_\epsilon \epsilon^{1/2}(-x). \quad (3.1)$$

**Proof.** (1) When $x \in X^+$ it is clear that $T_u \theta_x T_v$ will be a linear combination of $T_w$ with $w$ in the double coset $W_0 t_x W_0$. Hence this will not have a constant term, unless $x = 0$. For general $x \in X$, we denote by $C_+(x)$ the convex hull of the $W_0$ orbit of $x$, intersected with the cone $x + Q_+$. We claim that for every $x \in X$:

$$T_u \theta_x T_v \in \sum_{y \in X^+ \cap C_+(x)} H_0 \theta_y H_0. \quad (3.2)$$
Let us prove 3.2. When \( x \not\in X^+ \), we can choose a fundamental root \( \alpha \in F_0 \) such that \((x, \alpha^\vee) < 0\). Apply Lusztig’s formula (Theorem 1.10) with \( s = s_{\alpha^\vee} \), and we see that we can express \( \theta_x \) as follows:

\[
\theta_x \in \sum_{y \in C_+(x), \ y \neq x} H_0 \theta_y H_0.
\]

When there still are elements \( y \in X \setminus X^+ \) in this sum, we repeat this procedure for those \( y \). After \( k \) steps, we have expressed \( \theta_x \) as an element in the sum of double coset spaces \( H_0 \theta_y H_0 \), with \( y \) either in the set \( X^+ \cap C_+(x) \), or otherwise in \( \{ y \in C_+(x) | (y - x, \rho^\vee) \geq k \} \). By the finiteness of \( C_+(x) \), this last set will be empty if \( k \) is sufficiently large.

(2) We use induction on the height \(- (x, \rho^\vee)\) for \( x \in Q_- \). First we choose \( N \in \mathbb{N} \) such that \( \forall \alpha \in F_0 \):

\[
(2q_{\alpha^\vee}q_{\alpha^\vee}/2 - 1)(\epsilon q_{\alpha^\vee})^{-N} + \frac{\epsilon q_{\alpha^\vee}q_{\alpha^\vee}/2(q_{\alpha^\vee} - 1) + q_{\alpha^\vee}q_{\alpha^\vee}/2 - 1}{\epsilon^2 q_{\alpha^\vee}q_{\alpha^\vee}/2 - 1} \leq 1. \tag{3.3}
\]

We use the usual convention that \( q_{\alpha^\vee}/2 = 1 \) if \( \alpha^\vee \not\in 2Y \), in which case condition 3.3 reduces to

\[
(2q_{\alpha^\vee} - 1)(\epsilon q_{\alpha^\vee})^{-N} + \frac{q_{\alpha^\vee} - 1}{\epsilon q_{\alpha^\vee} - 1} \leq 1. \tag{3.4}
\]

Write \( \rho^\vee = \sum_{\alpha \in F_0} l_{\alpha} \alpha^\vee \). Choose \( M \in \mathbb{N} \) such that

\[
M > N|F_0|\max \{ l_{\alpha} \}_{\alpha \in F_0}.
\]

Consequently, if \(- (x, \rho^\vee) \geq M \) then \( \exists \alpha \in F_0 \) such that \(- (x, \alpha^\vee) \geq N \). In order to start the induction, choose \( C_\epsilon > 0 \) such that equation 3.1 holds \( \forall x \in Q_- \) for which \(- (x, \rho^\vee) < M \) (a finite subset of \( Q_- \)). Let \( x \in Q_- \) with \(- (x, \rho^\vee) \geq M \), and assume by induction that 3.1 holds \( \forall y \in Q_- \) such that \((y, \rho^\vee) > (x, \rho^\vee)\). Choose \( \alpha \in F_0 \) such that \(- (x, \alpha^\vee) \geq N \), which is possible by our choice of \( M \), and let \( s = s_{\alpha^\vee} \). We write (assuming \( \alpha^\vee \in 2Y \), the other case being similar and easier):

\[
T_u \theta_x T_v =
= T_u T_s(T_s^{-1} \theta_x T_s)T_s^{-1} T_v
= T_u T_s(\theta_s \theta_{x^{\alpha^\vee}})T_s^{-1} T_v +
+ T_u \left( q_{\alpha^\vee}/2(q_{\alpha^\vee} - 1) + q_{\alpha^\vee}/2(q_{\alpha^\vee} - 1) \theta_{x}\right) \frac{1 - \theta_{x}^{(x,\alpha^\vee)}}{1 - \theta_{x}^{-2\alpha}} T_s^{-1} T_v \tag{3.5}
\]
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Now we note that
\[
T_u T_s = \begin{cases} 
T_{us} & \text{if } l(us) = l(u) + 1 \\
(q_{\alpha^v}q_{\alpha^v/2} - 1)T_u + q_{\alpha^v}q_{\alpha^v/2}T_{us} & \text{if } l(us) = l(u) - 1
\end{cases} \quad (3.6)
\]
and that, similarly,
\[
T_{s}^{-1} T_v = \begin{cases} 
T_{sv} & \text{if } l(sv) = l(v) - 1 \\
(q_{\alpha^v}q_{\alpha^v/2} - 1)T_v + q_{\alpha^v}q_{\alpha^v/2}T_{sv} & \text{if } l(sv) = l(v) + 1
\end{cases} \quad (3.7)
\]
Now 3.5 leads directly to the desired result when we use the simple equations 3.6 and 3.7, together with the induction hypothesis, the fact that \( -\langle x, \alpha^v \rangle \geq N \), and the inequality 3.3. \( \square \)

**Corollary 3.2.** \( \mathcal{E}_t \) is weakly convergent if \( \text{Re}(t) < \delta^{-1/2} \). Here we use the ordering on the space \( T_{ra} = \text{Hom}(X, \mathbb{R}_+) \) of real characters of \( X \), given by \( t_1 < t_2 \iff t_1(\alpha) < t_2(\alpha) \forall \alpha \in R_{0,+} \).

**Proof.** On a basis element \( T_u \theta_y \) we have to show that
\[
\sum_{x \in X} |t(y-x)||\tau(T_u \theta_y)|
\]
is convergent. By Lemma 3.1 it is enough to check the convergence of
\[
\sum_{x \in Q_+} \text{Re}(t)(x)\delta_{eq}(x).
\]
This is clear when we choose \( \epsilon \) sufficiently small. \( \square \)

**Definition 3.3.** The series \( \mathcal{E}_t \in \mathcal{H}^r \) will be called "the Eisenstein series" for \( \mathcal{H} \).

### 3.2 Meromorphic continuation of \( \mathcal{E}_t \)

The formal series \( \mathcal{E}_t \) has meromorphic continuation to \( T \), and is in fact a rational function. This simple fact is proved in the next lemma.

**Lemma 3.4.** Recall the notations of Example 2.6. The functional \( D(t)\mathcal{E}_t \) (with \( \text{Re}(t) < \delta^{-1/2} \)) can be written as:
\[
D(t)\mathcal{E}_t = \sum_{w \in W_0} D_{w_0w}^w R_w \mathcal{E}_t^w R_{w^{-1}},
\]
where
\[
\mathcal{E}_t^w = \sum_{x \in X^+: w \in W^x} t(-w x) \theta_x.
\]
In particular, \( \forall h \in \mathcal{H}, t \to D(t)\mathcal{E}_t(h) \) extends to a regular function on \( T \).
Proof. This is clear from the relation given in Corollary 2.11, since
\[
D(t)E_t = DE_t
= \sum_{w \in W_0} D_{w_0}^w D_{w^{-1}} \sum_{x \in X^+; \omega \in W^x} t(-w_\omega x) \theta_{w_\omega x}
= \sum_{w \in W_0} D_{w_0}^w R_w \left( \sum_{x \in X^+; \omega \in W^x} t(-w_\omega x) \theta_x \right) R_{w^{-1}}.
\]
\hfill \Box

Theorem 3.5. Recall Definition 2.25 of the matrix element \( E_t \). We have:
\[
D(t)E_t = \Delta(t^{-1})E_t.
\]

Proof. As we already remarked in the beginning of this section, it is clear that \( E_t \) and \( E_t \) are proportional. In order to find the ratio of proportionality, we project both of them onto Macdonald’s spherical function \( \phi_t \). In the case of \( E_t \), this was done in Proposition 2.29.

Now let us concentrate on \( E_t \). We write
\[
D(t)E_t(\theta_x^+) = DE_t(\theta_x^+)
\]
\[
= \tau(T_0^+ D_{\theta_x} T_0^+ \theta_x)
\]
\[
= \sum_{w \in W_0} \tau(T_0^+ D_{w_0}^w R_w E_t^w R_{w^{-1}} T_0^+ \theta_x).
\]

Before we continue, it is convenient to introduce some more notation. Let \( f \) and \( g \) be elements in \( \mathcal{H}^* \). We say that \( f \) and \( g \) are asymptotically equal if there exists an \( N \in \mathbb{N} \) such that \( f(T_{w_0} x) = g(T_{w_0} x) \), \( \forall w_0 \in W_0 \) and \( \forall x \in X \) that satisfy the condition: \( \forall \alpha \in R, \| (x, \alpha^\vee) \| \geq N \). This is an equivalence relation on \( \mathcal{H}^* \), which we shall denote by \( f \sim g \). Note that \( \sim \) is respected by the left and right \( \mathcal{H} \) module structure of \( \mathcal{H}^* \), and that the equivalence class of \( 0 \in \mathcal{H}^* \) contains \( \mathcal{H} \subset \mathcal{H}^* \).

Given \( t \in T \), we introduce a right and a left evaluation map, denoted \( h \rightarrow h(t) \) and \( h \rightarrow (t)h \) respectively, from \( \mathcal{H} \) to \( \mathcal{H}_0 \). These maps are defined on basis elements by:
\[
(T_w \theta_x)(t) = t(x) T_w
\]
and
\[
(t)(\theta_x T_w) = t(x) T_w.
\]
Of course, the right (left) evaluation is the unique homomorphism of left (right) $\mathcal{H}_0$ modules extending the usual evaluation map $\theta_x \rightarrow t(x)T_0$ on $\mathcal{A}$.

With these notations it is clear that

$$D_{w_0w}w_0 \mathcal{E}_t^w \mathcal{E}_{t_0} R_{w_1} \sim D_{w_0w}(w^{-1}t)R_{w_1}(w^{-1}t)\mathcal{E}_t^w((w^{-1}t)R_{w_1})$$

Moreover, using the Definitions 2.4 and 2.10 we easily find:

$$R_w(w^{-1}t) = r_w(w^{-1}t)$$

and

$$(w^{-1}t)R_{w_1} = r_{w_1}(t^{-1}) \prod_{\beta \in R_1, + \cap wR_{1,-}} (-t(\beta)).$$

After this simplification we can deal with the left and right multiplication by $T_0^+$ that occurs in 3.8. We can use the fact that $T_0^+$ is central in $\mathcal{H}_0$, and that, by Lemma 2.7 and Lemma 2.27, we have:

$$T_0^+r_w(w^{-1}t) = n_{w_1}(t^{-1})T_0^+$$

and

$$r_{w_1}(t^{-1})T_0^+ = T_0^+n_{w_1}(t^{-1}).$$
Now continue equation 3.8, to obtain for \( x \in X^+ \) very far from walls:

\[
D(t)E(t^+ \theta_x) = \\
= \sum_{w \in W_0} \tau(T_0^+ D_{w\omega w} R_w E^w T_{w^{-1}} T_0^+ \theta_x) \\
= \sum_{w \in W_0} \prod_{\beta \in R_{1, +} \cap wR_{1, -}} (-t(\beta)) D_{w\omega w}(t) n_{w^{-1}}(t^{-1})^2 \tau(T_0^+ E^w T_{w^{-1}} T_0^+ \theta_x) \\
= \sum_{w \in W_0} \prod_{\beta \in R_{1, +} \cap wR_{1, -}} (-t(\beta)) \{n_{w\omega w}(w^{-1})n_{w^{-1}}(t^{-1})\} \sum_{y \in X^+} t(-wy) \tau(\theta_x^+ \theta_y) \\
= \frac{q(w_0)}{P_0(q)^2} \sum_{w \in W_0} \prod_{\beta \in R_{1, +} \cap wR_{1, -}} (-t(\beta)) n^w(w^{-1})n(t^{-1})(w_0 w^{-1} t)(x) \\
\quad \text{(using Lemma 2.7 and Proposition 2.31)} \\
= \frac{q(w_0)^3}{P_0(q)^2} \Delta(t) \Delta(t^{-1}) c(t) \sum_{w \in W_0} c(w t) w t(x) \\
= \frac{q(w_0)}{P_0(q)} \Delta(t) \Delta(t^{-1}) c(t) \phi(t^+ \theta_x) \\
= \frac{q(w_0)}{P_0(q)} \Delta(t^{-1}) n(t^{-1}) \phi(t^+ \theta_x)
\]

Comparing this result with Proposition 2.29 finally gives the desired result.

\( \square \)

**Remark 3.6.** Surprisingly, the result of the above computation is correct for all strongly dominant \( x \) in \( D(t)E(t^+ \theta_x) \). This is better than one would expect, at first sight, from this method of computation!

### 3.3 Proof of the main theorem

By Theorem 3.5 we may write, when \( \text{Re}(t) < \delta^{-1/2} \):

\[
E(t) = \sum_{x \in X} t(-x) \theta_x = \left( \frac{E(t)}{q(w_0) \Delta(t)} \right) \left( \frac{1}{q(w_0) c(t) c(t)} \right)
\]

(3.9)

The main Theorem 1.14 follows by taking the trace \( \tau \) in formula 3.9, using Proposition 2.24.
3.4 A disintegration of the trace

The formula for the trace we have now derived is only a simple formal consequence of formula 3.9. Formula 3.9 is itself of fundamental interest, since it is the starting point for the spectral analysis of \( \mathcal{H} \). This may be illustrated by the following obvious disintegration formula: if \( t_0 \in T_r \in \text{Hom}(X,\mathbb{R}_+) \), the split real form of \( T \), with \( t_0 < \delta^{-1/2} \), then

\[
T_e = \sum_{x \in X} \int_{t \in T_r} t(-x) \theta_x dt
= \int_{t \in T_e} \mathcal{E}_t dt.
\]

(3.10)

Thus, when we use 3.9, and interpret formula 3.10 as a weak integral of a function with values in \( \mathcal{H}^* \), we obtain:

**Theorem 3.7.**

\[
\tau = \int_{t \in T_e} \left( \frac{E_t}{q(u_0)\Delta(t)} \right) \frac{dt}{q(u_0)c(t)c(t^{-1})}. \tag{3.11}
\]

Here \( T_e = \text{Hom}(X, S^1) \), the compact form of the algebraic torus \( T \), and \( dt \) denotes the holomorphic \( n \)-form on \( T \) which restricts to the normalized Haar measure on \( T_e \). This formula might be called “the Laplace inversion formula” for \( \mathcal{H} \). In order to refine this formula to the level of a spectral resolution of \( \tau \), we need to carry out a contour shift, sending \( t_0 \) to \( e \in T_r \). The resulting formula will be an integral of tempered characters of \( \mathcal{H} \), against a positive measure. This refinement of Theorem 3.7 requires several techniques, and will be discussed elsewhere.

Macdonald’s spectral resolution [4] of the trace function of the algebra \( \mathcal{H}^+ \) can be recovered easily from Theorem 3.7, by applying the projection onto the spherical function as in Theorem 3.5. We find:

\[
\tau_{\mathcal{H}^+} = \int_{t \in T_e} T_0^+ \mathcal{E}_t T_0^+ dt
= \frac{1}{P_0(q)} \int_{t \in T_e} \phi_t \frac{dt}{c(t)c(t^{-1})} \tag{3.12}
= \frac{1}{P_0(q)} \int_{t \in T_e} \phi_t \frac{dt}{c(t)c(t^{-1})}
\]

We can send \( t_0 \) to \( e \) in \( T_r \) without meeting poles of the integrand, because the projection of \( \mathcal{E}_t \) onto \( \phi_t \) created a “window” in the set of poles. This step
is crucial, and explains the simplicity of the spherical harmonic analysis. In particular there is only continuous spectrum in this case.

We resume the computation of 3.12:

\[
\tau |_{\mathcal{H}^+} = \frac{1}{|W_0|P_0(q)} \sum_{w \in W_0} \int_{t \in T_n} \phi_t \frac{dt}{c(wt^{-1})}
\]

\[
= \frac{1}{|W_0|P_0(q)} \int_{t \in T_n} \phi_t \left( \sum_{w \in W_0} c(wt) \right) \frac{dt}{c(t)c(t^{-1})}
\]

\[
= \frac{1}{|W_0|q(w_0)} \int_{t \in T_n} \phi_t \frac{dt}{c(t)c(t^{-1})}
\]

More difficult is the formula that one obtains after projection onto the anti-spherical function \( \phi_t^- \) defined by \( \phi_t^-(h) = P_0(q)(T_0^-, h(t)T_0^-) \), with \( T_0^- \) the central idempotent of \( \mathcal{H}_0 \) corresponding to the sign representation \( T_w \to (-1)^{(t_w)} \) of \( \mathcal{H}_0 \). Here one obtains:

\[
\tau |_{\mathcal{H}^-} = \int_{t \in T_n} T_0^- \mathcal{E}_t T_0^- dt
\]

\[
= \frac{1}{P_0(q^{-1})} \int_{t \in T_n} \phi_t^- \frac{dt}{c(t)}. \tag{3.13}
\]

This time, the window in the set of poles of the integrand is in the direction of the positive chamber of \( T_{rs} \), so we cannot avoid the poles when we shift the contour. Nonetheless, the structure of the set of poles which one has to deal with, is essentially simpler than in the case of Theorem 3.7. The anti-spherical case was dealt with in [1]. It gives insight in the anti-spherical Plancherel measure, in particular in the formal degrees of the discrete spectrum (with anti-spherical vector!).

We expect that it is possible to find similar information for the full tempered spectrum, starting from Theorem 3.7.
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