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We have measured the cross section for $e^+e^-\rightarrow$hadrons over the center of mass energy range of the $Z^0$ peak, from 88.22 to 95.03 GeV. We determine the $Z^0$ mass $M_{Z^0} = 91.164 \pm 0.013$ (experiment) $\pm 0.030$ (LEP) GeV. Within the framework of the standard model we determine the invisible width, $\Gamma_{\text{invisible}} = 0.502 \pm 0.018$ GeV, and the number of light neutrino species, $N_\nu = 3.01 \pm 0.11$. We exclude the existence of a supersymmetric scalar neutrino having a mass less than 31.4 GeV, at the 95% confidence level. We performed a model independent combined fit to the $e^+e^-\rightarrow$hadrons and $e^+e^-\rightarrow\mu^+\mu^-$ data to determine total width, leptonic width and hadronic width of the $Z^0$.

1. Introduction

Accurate measurements of the cross sections for $e^+e^-\rightarrow$hadrons and $e^+e^-\rightarrow$leptons in the mass region of the neutral intermediate vector boson $Z^0$ are important in providing a precise determination of the $Z^0$ properties, and of the number of light neutrino species. The predictions of the standard electroweak model [1], and their internal consistency, can also be tested with higher sensitivity by combining measurements of hadronic decays and leptonic decays.

We report on data collected at center of mass energies covering the range of the $Z^0$ peak: 88.22 GeV $\leq \sqrt{s} \leq$ 95.03 GeV, with the L3 detector at LEP. A standard model fit to the cross sections of $e^+e^-\rightarrow$hadrons reaction is used to make a precise determination of the number of neutrino flavors. We also report on a model independent fit to the $e^+e^-\rightarrow$hadrons and the $e^+e^-\rightarrow\mu^+\mu^-$ data to determine the $Z^0$ properties, including the width $\Gamma_{\text{invisible}}$ to all unobserved final states. For this fit, only lepton universality is assumed with a lineshape given by a Breit–Wigner resonance with an energy-dependent width. Earlier measurements of $Z^0$ properties may be found in refs. [2,3].

We have increased our statistics by a factor of five over our previous analysis [2]. Due to improved detector performance, improved calibrations and the use of redundant triggers we are able to reduce substantially the systematic errors on our hadron and luminosity measurements.

2. The L3 detector and the data samples

The L3 detector covers 99% of 4$\pi$. The detector includes a central vertex chamber, a precise electromagnetic calorimeter composed of BGO crystals, a uranium and brass hadron calorimeter with proportional wire chamber readout, a high accuracy muon
chamber system, and a ring of scintillation counters. These detectors are installed in a 12 m inner diameter magnet which provides a uniform field of 0.5 T along the beam direction. The luminosity is determined by measuring small angle Bhabha events in two forward calorimeters consisting of BGO crystals. A detailed description of each detector subsystem, and its performance, are given in ref. [4].

For the present analysis, we used the data collected in the following ranges of polar angles:
- for the hadron calorimeter, $5^\circ < \theta < 175^\circ$,
- for the muon chambers, $35.8^\circ < \theta < 144.2^\circ$,
- for the electromagnetic calorimeter, $42.4^\circ < \theta < 137.6^\circ$.

Data from the 1989 (October–December) and the 1990 (March–June) LEP running periods are included. The 1989 data have been published [2]. We describe in this paper the analysis of the 1990 data.

3. Measurement of luminosity

The luminosity is measured by eight radial layers of BGO crystals at small angles, situated on either side of the interaction point. The energy resolution of these calorimeters is dominated by the calibration accuracy, and is typically 2%. The $\theta$ and $\phi$ impact coordinates of the electron and positron are determined from the observed energy sharing among the crystals, and from a fitting function derived from the known average shape of electromagnetic showers. Using this technique, the energy of the incident particle is also corrected for lateral losses.

The Bhabha event candidates must satisfy one of the following two trigger conditions: (A) Back-to-back coincidence with $\geq 15$ GeV in each forward BGO calorimeter. (B) Coincidence between $\geq 25$ GeV in one forward BGO calorimeter and $\geq 5$ GeV in the other. The trigger efficiency is determined to be $(99.7 \pm 0.1)$% by using a prescaled “single tag” trigger which required $\geq 30$ GeV in only one of the two forward BGO calorimeters.

We used the following cuts to select the Bhabha event candidates:
1. $|\Delta \phi - 180^\circ| < 10^\circ$,
2. $\max(E_1, E_2) > \frac{3}{4}E_{\text{Beam}}$ and $\min(E_1, E_2) > \frac{3}{4}E_{\text{Beam}}$,
3. $30.92 \text{ mrad} \leq \theta_1 \leq 64.41 \text{ mrad} \text{ and } 24.93 \text{ mrad} \leq \theta_2 \leq 69.94 \text{ mrad}$,

where $\Delta \phi$ is the coplanarity angle between the electron and positron, and $\theta_{1,2}$, $E_{1,2}$ are their polar angles and energies, respectively. Cut (3) requires that one particle enters a small fiducial region (crystal layers 2–7) on either side of the interaction point, and the second particle enters a larger fiducial region (crystal layers 1–8) on the opposite side. Two event samples are selected. In the first sample, the smaller fiducial region is imposed on the forward BGO calorimeter on electron side, while in the second sample the smaller fiducial region is imposed on the calorimeter on the positron side. The number of events used to calculate the luminosity is the average of the number of events in the two samples. This method reduces the systematic effect of offsets of up to 2 mm in position and 1 mrad in angle of the calorimeters relative to the beam line to the 0.1% level. We correct for the background on a run-by-run basis using sidebands of the coplanarity distribution. The average background level of 0.7% consists in almost equal proportion of coincidences of beam–gas interactions and radiative Bhabha events.

To determine the acceptance, $e^+e^- \rightarrow e^+e^-(\gamma)$ events are generated at the $Z^0$ pole using the BABAMC Monte Carlo program [5]. The generated events are passed through the L3 detector simulation program [6], which includes the effects of energy loss, multiple scattering and showering in the detector materials and the beam pipe. The simulated events are analyzed by the same program used to analyze the data. The cross section within our acceptance is corrected for the contamination from the $e^+e^- \rightarrow \gamma\gamma(\gamma)$ process (0.02%) [7] and for the $e^+e^- \rightarrow Z^0 \rightarrow e^+e^-$ contribution (up to 0.2% for off peak center of mass energies) [8].

The systematic uncertainty in the cross section within our acceptance includes contributions from Monte Carlo statistics (0.6%) and internal detector geometry (0.6%). The crucial geometric variable is the minimum accepted Bhabha scattering angle, $\theta_{\text{min}}$. From survey measurements we determine $\theta_{\text{min}} = 30.92 \pm 0.09$ mrad. Independently, we obtain $\theta_{\text{min}} = 30.94 \pm 0.03 \text{ (stat) } \pm 0.09 \text{ (syst)}$ mrad from the precision proportional chambers mounted in front of the forward BGO calorimeters. The theoretical uncertainty, resulting from the approximations in the cal-
calculation used in BABAMC and the effect of higher order terms, is estimated to be 0.7%. Adding these numbers in quadrature, we obtain an overall systematic uncertainty in the cross section of 1.1%.

The effect on the integrated luminosity, \( \mathcal{L} \), of changes in the Bhabha event selection is shown in figs. 1a-1c. The value of \( \mathcal{L} \) is stable against changes in the coplanarity and/or the energy cut. They are all consistent with zero change. Removal of successive crystal layers of the smaller fiducial volume reduces the Bhabha sample substantially. This explains the large statistical uncertainty in fig. 1c on the changes in the fiducial volume cut. By adding in quadrature the changes in \( \mathcal{L} \) for each cut, we estimate a systematic error in \( \mathcal{L} \) due to our event selection of 0.7%.

Combining in quadrature the systematic uncertainties in the trigger efficiency (0.1%), in the cross section (1.1%) and in the event selection (0.7%), we obtain a total systematic uncertainty in the luminosity of 1.3%.

In fig. 2a the measured coplanarity distribution, before the \( |\Delta \phi - 180^\circ| < 10^\circ \) cut, is compared to the Monte Carlo prediction. In figs. 2b, 2c the measured \( E/E_{\text{beam}} \) and \( dN/d\theta \) distributions for the final selected Bhabha sample are shown together with their Monte Carlo predictions. All three distributions are in good agreement with the Monte Carlo simulation. The number of Bhabha events and the corresponding integrated luminosity for each center of mass energy are listed in table 1.

4. Monte Carlo programs for Bhabha scattering

There is good agreement between our measured \( E, \theta \) and \( \Delta \phi \) distributions and the corresponding Monte Carlo predictions from either the BABAMC or BHLUMI V1.2 [9] programs. In our 1989 luminosity analysis we used the BHLUMI V1.2 Monte Carlo program, which generates multiple radiated photons, to determine the \( e^+e^-\rightarrow e^+e^- (\gamma) \) cross section within our acceptance. The BHLUMI program can only generate events with scattered \( e^\pm \) energies larger than \( xE_{\text{beam}} \), with \( x > 0.4 \) [9]. Our luminosity monitor does not differentiate an \( e^\pm \) from a \( \gamma \). We therefore correct the cross section for the omission of hard photon radiation (\( x \leq 0.4 \)) using the BABAMC Monte Carlo program. This correction factor is a monotonically increasing function of \( x \). During the study of luminosity for our 1990 data, we found that the BHLUMI V1.2 cross section within our acceptance has an unphysical maximum around \( x=0.5 \). This leads us to use the BABAMC Monte Carlo program rather than BHLUMI for our current acceptance calculation.

The cross section within our acceptance from BHLUMI V1.2, corrected for hard photon emission, and that from BABAMC differ by \(- (4 \pm 1) \% \). A more accurate Yennie–Frautschi–Suura form factor [10] and a better vacuum polarization function implemented in BHLUMI V1.11, reduces this difference to \(- (2 \pm 1) \% \). However, the BHLUMI V1.11 cross section still has an unphysical maximum around \( x=0.5 \).

In table 1, lower part, the integrated luminosities rescaled by 0.96 are listed for each center of mass energy of our 1989 data sample.
5. Triggers for hadron events

The primary trigger used for hadronic events in this analysis requires either a total energy of 15 GeV in the barrel region of the calorimeters ($|\cos \theta| < 0.74$) or 20 GeV in the whole detector. For the data collected in 1990 (approximately 80% of the total) this trigger was put into a logical OR with two other triggers: a scintillator trigger requiring at least five of the sixteen scintillation counters to have fired, and a charged track trigger requiring two tracks in approximately opposite $\phi$-sectors of the central vertex chamber. An analysis of the accepted hadronic events showed that the calorimetric trigger is $(99.95 \pm 0.05)\%$ efficient, and the scintillation counter and track triggers are each 95% efficient. The total systematic error due to trigger inefficiencies is negligible.
Table 1
Measured cross section, $\sigma_n$, for $e^+e^-\rightarrow$hadrons.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ (GeV)</th>
<th>Hadron events</th>
<th>Bhabha events</th>
<th>Luminosity (nb$^{-1}$)</th>
<th>$\sigma_n$ (nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>88.227</td>
<td>493</td>
<td>11406</td>
<td>109.16</td>
<td>4.62 ± 0.21</td>
</tr>
<tr>
<td>89.224</td>
<td>1912</td>
<td>23524</td>
<td>230.35</td>
<td>8.55 ± 0.20</td>
</tr>
<tr>
<td>90.224</td>
<td>4196</td>
<td>23006</td>
<td>230.35</td>
<td>18.63 ± 0.31</td>
</tr>
<tr>
<td>91.223</td>
<td>36389</td>
<td>119239</td>
<td>1219.97</td>
<td>30.50 ± 0.18</td>
</tr>
<tr>
<td>92.222</td>
<td>3116</td>
<td>14049</td>
<td>147.60</td>
<td>21.59 ± 0.43</td>
</tr>
<tr>
<td>93.222</td>
<td>2006</td>
<td>15987</td>
<td>171.68</td>
<td>11.95 ± 0.28</td>
</tr>
<tr>
<td>94.219</td>
<td>1098</td>
<td>12721</td>
<td>138.95</td>
<td>8.07 ± 0.25</td>
</tr>
<tr>
<td>ALL</td>
<td>49219</td>
<td>219932</td>
<td>2247.31</td>
<td></td>
</tr>
<tr>
<td>1989</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>88.279</td>
<td>207</td>
<td>3565</td>
<td>40.5</td>
<td>5.45 ± 0.40</td>
</tr>
<tr>
<td>89.277</td>
<td>521</td>
<td>5397</td>
<td>62.8</td>
<td>8.76 ± 0.41</td>
</tr>
<tr>
<td>90.277</td>
<td>993</td>
<td>4389</td>
<td>52.3</td>
<td>19.77 ± 0.70</td>
</tr>
<tr>
<td>91.030</td>
<td>2284</td>
<td>6492</td>
<td>78.6</td>
<td>30.41 ± 0.74</td>
</tr>
<tr>
<td>91.278</td>
<td>3351</td>
<td>8776</td>
<td>116.3</td>
<td>30.30 ± 0.62</td>
</tr>
<tr>
<td>91.529</td>
<td>3352</td>
<td>9742</td>
<td>119.0</td>
<td>29.62 ± 0.59</td>
</tr>
<tr>
<td>92.280</td>
<td>897</td>
<td>3293</td>
<td>44.8</td>
<td>20.82 ± 0.79</td>
</tr>
<tr>
<td>93.276</td>
<td>595</td>
<td>3977</td>
<td>49.2</td>
<td>12.56 ± 0.55</td>
</tr>
<tr>
<td>94.278</td>
<td>193</td>
<td>2241</td>
<td>28.9</td>
<td>7.17 ± 0.54</td>
</tr>
<tr>
<td>95.036</td>
<td>72</td>
<td>810</td>
<td>10.7</td>
<td>7.04 ± 0.86</td>
</tr>
<tr>
<td>ALL</td>
<td>12465</td>
<td>48682</td>
<td>603.1</td>
<td></td>
</tr>
</tbody>
</table>

6. Event selection and acceptance for hadronic events

The events from the process $e^+e^-\rightarrow$hadrons are selected and analyzed by two independent teams of physicists. Each team uses its own event selection criteria and cuts (one set of criteria is described in detail below). The two event samples obtained differ by 1%, and the acceptances for hadronic events (97.8% and 96.7%, respectively) vary by 1% in the same direction, resulting in a difference in the calculated cross sections of less than 0.25%. The agreement in the event samples and cross sections gives us added confidence in the validity of the results and in the systematic errors which we quote.

The event selections are based on the energy measured in the electromagnetic and hadron calorimeters, and the momentum of any muons measured in the muon chambers. The Monte Carlo distributions are generated by the LUND parton shower program, JETSET 7.2 [11]. The $b$ quark fragmentation function is adjusted to match our measured inclusive muon data [12]. The generated events are passed through the L3 detector simulation [6]. After simulation, the events are analyzed by the same program used to analyze the data.

The hadronic events listed in table 1, upper part, are selected using the criteria

1. $0.5 < E_{vis}/\sqrt{s} < 1.5$,
2. $|E_1|/E_{vis} < 0.37$,
3. $E_\perp/E_{vis} < 0.37$,

where $E_{vis}$ is the total energy observed in the detector, $E_1$ is the energy imbalance along the beam direction, and $E_\perp$ is the transverse energy imbalance.

A clustering algorithm is used to group energy depositions in the calorimeters. The algorithm on average reconstructs only one cluster for each electron or photon shower, or muon, only a few clusters for $\tau$'s and about forty clusters for an hadronic event. Thus, we are able to reject $e^+e^-, \mu^+\mu^-$, and $\tau^+\tau^-$ events by a cut on the number of clusters. Since the granularity and the minimum energy needed to form a cluster in the endcaps is slightly larger than in the barrel region, we use two different cuts, the choice of cut being determined by the polar angle of the total event thrust axis:

4a) $N_{\text{cluster}} > 10$ for $|\cos \theta| > 0.74$ (Endcap),
4b) $N_{\text{cluster}} > 16$ for $|\cos \theta| < 0.74$ (Barrel).

Applying these cuts to a sample of simulated events,
we calculate an acceptance of $(97.8 \pm 0.1)\%$ (statistical error only) for hadronic decays of the $Z^0$. An analysis of simulated $\tau^+\tau^-$ and $e^+e^-$ final states and a visual scan of the off-peak events, yield a net contamination in the hadronic event sample of $(0.04 \pm 0.02)\%$ and less than 0.15\% (off-peak), respectively. The contribution to the event sample from the "two-photon process" $e^+e^- \rightarrow e^+e^- +$ hadrons is negligible.

The simulated distributions in the cut variables agree very closely with the corresponding distributions obtained for the real data. Fig. 3 shows that the data distributions in $E_{\text{vis}}/\sqrt{s}$, $|E_{\text{imb}}|/E_{\text{vis}}$, where $|E_{\text{imb}}|$ is the modulus of the vector sum of $E_\perp$ and $E_\perp$, and the number of energy clusters ($N_{\text{cluster}}$) are in excellent agreement with the Monte Carlo predictions in the accepted regions.

Fig. 4 shows the effect on our final cross sections of varying the cuts over a wide range. On the basis of these plots, we are able to assign a total systematic error in the acceptance of 0.7\%.

Visual scans of more than a thousand events confirm that the background in the hadronic event sample (i.e. events not from high energy $e^+e^-$ interactions, such as beam-gas, beam-pipe interactions) is negligible.

Studies of the energy dependence of the acceptance, and of the ratio of the number of events collected versus integrated luminosity, as a function of time during the running periods, show no evidence of significant point-to-point systematic errors in our scan over the $Z^0$ peak.

We obtain an overall systematic error in the corrected number of hadronic events of 0.7\%. Combining this error in quadrature with the 1.3\% error on the luminosity, gives an overall systematic error on the measured hadronic cross sections 1.5\%.

7. Event sample and cross sections for $e^+e^- \rightarrow$ hadrons

Table 1, upper part, lists the cross section for $e^+e^- \rightarrow$ hadrons as a function of the center of mass energy, along with the number of hadronic events, the number of Bhabha events, and the integrated luminosity at each energy point. The data shown are for the runs since our last publication [2]. The errors on the cross sections in the table do not include the over-

all systematic error of 1.5\%.

The integrated luminosities and corresponding cross sections given in ref. [2] are scaled as described above. They are listed in table 1b, lower part. The overall systematic error for these data is 1.0\% for the hadronic selection and 1.7\% for the luminosity, giving a combined systematic error of 2.0\% (not shown in the table).

The $\sqrt{s}$ values are provided by the LEP machine group. The absolute energy scale error is determined to be $\pm 30$ MeV [13].

8. Determination of the number of neutrino species

The measured cross sections in the above tables are used to determine the values of $M_Z$ and $\Gamma_{\text{invisible}}$ using a fit within the framework of the standard model. This fit depends on the standard model calculation of $\Gamma_{\text{ee}}$ and $\Gamma_{\mu\tau}$, on the value of the strong coupling constant $\alpha_s$, and on the masses of the top quark, $M_t$, and the Higgs, $M_H$. For these fits, we fixed $\alpha_s=0.115$ [14], $M_H=100$ GeV and $M_t=150$ GeV, respectively. The effect on the fit results of varying these quantities is discussed below.

The data in tables 1a and 1b are fitted simultaneously using a common luminosity error given by the luminosity-weighted systematic errors. The overall luminosity error is 1.4\%. The separate event selection systematic errors are also combined to give a common event selection systematic error of 0.8\%.

We also perform fits to the 1989 and 1990 data separately and determine the parameters from the weighted average of the separate results. This procedure would be sensitive to any uncorrected absolute shifts in the LEP energy calibration between the two running periods. The results are completely consistent with the values given below.

Analytical forms for the $Z^0$ cross section are used in the fit [15–17]. These include initial state radiation and a Breit–Wigner shape for the resonance with an energy-dependent width. These programs produce identical fit results and cross sections in agreement with the standard model program [18], if the same values of the mass, width and branching ratios are used.

The results of the fit are
Fig. 3. (a) Distribution of the observed total energy $E_{\text{vis}}$ normalized to $\sqrt{s}$ compared to the Monte Carlo simulation for hadron events. (b) Distribution of the observed total energy imbalance $|E_{\text{miss}}|$ normalized to the observed total energy $E_{\text{vis}}$ compared with Monte Carlo. (c) Distribution of the observed number of energy clusters in the calorimeters $N_{\text{cluster}}$ compared with Monte Carlo for events where the polar angle of the thrust axis is larger than 42°. (d) Distribution of the observed number of energy clusters in the calorimeters $N_{\text{cluster}}$ compared with Monte Carlo for events where the polar angle of the thrust axis is smaller than 42°. The additional events in the data below the cut in (c) and (d) are due to $\tau^+\tau^-$ and $e^+e^-$ production. The cuts used are indicated by the position of the arrows.

$M_Z = 91.164 \pm 0.013 \pm 0.030 \text{(LEP)}$ GeV,

$\Gamma_{\text{invisible}} = 0.502 \pm 0.018$ GeV,

$\chi^2/\text{DF} = 13.2/15$,

and with the standard model neutrino width of 0.167 GeV, we derive:

$N_\nu = 3.01 \pm 0.11$.

These values are in good agreement with previous re-
Fig. 5. The measured cross section for $e^+e^- \rightarrow$ hadrons as a function of $\sqrt{s}$. Data are shown with statistical errors only. The solid curve is a fit to the analytical forms [15–17] in which $M_Z$ and $\Gamma_{\text{inv}}$ were left free. The partial widths $\Gamma_{\text{ee}}$ and $\Gamma_h$ were taken from the standard model.

9. Simultaneous fit to hadron and muon data

We have also made a simultaneous fit to the hadron data and the data from $e^+e^- \rightarrow \mu^+\mu^-$ [21]. This fit is model independent with mass, width, hadronic width and leptonic width of the $Z^0$: $M_Z$, $\Gamma_Z$, $\Gamma_h$ and $\Gamma_{\text{lept}}$ as free parameters. We have again used the analytical forms for the $Z^0$ cross sections given in refs. [15–17]. Systematic errors due to event selection for hadron and muon data are treated separately in the fit program, using an overall systematic error 1.4% from the luminosity measurement as discussed above. The results are summarized in table 2. We also give in table 2 some of the derived quantities after taking the beam energy, taking 0.010 GeV as an upper limit on the RMS value, leads to an additional error of ±0.01 on $N_v$.

We note that from our measured $Z^0$ mass, the value $\sin^2\theta_W = 0.2284 \pm 0.0043$ [19], and $40 < M_{\text{H}} < 1000$ GeV, we obtain [20] a value for $M_t$ of $130^{+34}_{-42}$ GeV and an upper limit of 200 GeV (95% confidence level).
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Table 2
Results of simultaneous fit to hadron and muon data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Standard model prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_Z$</td>
<td>$91.161 \pm 0.013 \pm 0.030$ (LEP) GeV</td>
<td>$2.492$ GeV</td>
</tr>
<tr>
<td>$\Gamma_Z$</td>
<td>$2.492 \pm 0.025$ GeV</td>
<td>$0.0838$ GeV</td>
</tr>
<tr>
<td>$\Gamma_{\text{xt}}$</td>
<td>$0.0832 \pm 0.0015$ GeV</td>
<td>$1.740$ GeV</td>
</tr>
<tr>
<td>$\Gamma_h$</td>
<td>$1.748 \pm 0.035$ GeV</td>
<td>$28.6/29$</td>
</tr>
<tr>
<td>$\chi^2/\text{DF}$</td>
<td>$21.02 \pm 0.62$</td>
<td>$20.77$</td>
</tr>
<tr>
<td>$\Gamma_{\text{invisible}}$</td>
<td>$0.494 \pm 0.032$ GeV</td>
<td>$41.46$ nb</td>
</tr>
<tr>
<td>$\sigma_{\text{max}}$</td>
<td>$41.38 \pm 0.71$ nb</td>
<td>$2.00$ nb</td>
</tr>
<tr>
<td>$\sigma_{\text{max}}$</td>
<td>$1.97 \pm 0.06$ nb</td>
<td></td>
</tr>
</tbody>
</table>

from the above, the following quantities can be derived:

$R_{\text{had}} = \Gamma_h/\Gamma_{\text{xt}}$ = $21.02 \pm 0.62$

$\Gamma_{\text{invisible}} = 0.494 \pm 0.032$ GeV

$\sigma_{\text{max}} = 41.38 \pm 0.71$ nb

$\sigma_{\text{max}} = 1.97 \pm 0.06$ nb

into account the correlations between the fitted parameters (e.g. $\sigma_{\text{max}} = (12\pi/M_Z^2)\Gamma_0\Gamma_h/\Gamma_Z$ is the maximum cross section with no radiative corrections). The standard model predictions are calculated using the central values of $\alpha_s$, $M_t$ and $M_H$ as given above, and assuming $N_c = 3$.

10. Mass limits on supersymmetric neutrinos

From the standard model fit we exclude the presence of any contributions to $\Gamma_{\text{invisible}}$ of more than 0.19 extra neutrino generations at the one-sided 95% confidence level. This can be used to impose limits on the mass of a stable spin-zero supersymmetric partner of the neutrino, $\tilde{\nu}$ [22]. If we assume that the 0.19 contribution is 100% due to this source with one $\tilde{\nu}$ contributing

$$\Delta N_c = \frac{1}{2} \left( 1 - \frac{4M_{\tilde{\nu}}^2}{M_Z^2} \right)^{3/2}$$

of one standard neutrino generation to the invisible width of the $Z^0$ [23], we exclude the existence of a $\tilde{\nu}$ with mass less than 31.4 GeV at the 95% confidence level. Assuming three degenerate $\tilde{\nu}$ families, we would find $M_\nu > 39.4$ GeV at the 95% confidence level.
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