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SCs superconductors 

BCS Bardeen-Cooper-Schrieffer 

FMSCs ferromagnetic superconductors 

FM QCP ferromagnetic quantum critical point  

QHE quantum Hall effect 

TIs topological insulators 

TSCs topological superconductors 

�PSR muon spin relaxation/rotation 
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IQHE integer quantum Hall effect 

SOC spin orbit coupling 

TRS time reversal symmetry 

TRI time reversal invariant 

TRB time reversal breaking 

WHH Werthamer-Helfand-Hohenberg 

ESP equal spin pairing 

ZBCPs zero bias conduction peaks 

ZF zero field  
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1.1 General introduction  

Superconductivity discovered by the Dutch physicist Heike Kamerlingh Onnes in Leiden in 

1911 has provided one of the most fascinating research fields [1]. Not only is it a very special 

state of matter compared to the well-known states, conducting, semiconducting and 

insulating, but also the understanding of this novel ground state in some materials systems 

appears to be a great theoretical challenge. As regards its understanding, the microscopic 

theory which explains superconductivity in most materials was proposed by Bardeen, Cooper 

and Schrieffer (BCS) in 1957, and is based on the attractive rather than repulsive effective 

interaction between two electrons with anti-parallel spins of a Cooper pair via lattice 

vibrations [2]. However, more and more materials have been discovered which cannot be 

explained by BCS theory, the so-called unconventional superconductors (SCs). 

Unconventional superconductivity has been found in numerous systems over the last forty 

years, e.g. the prime example 3He [3,4], later on heavy fermion compounds (see for 

instance [5–13]), cuprates [14,15] and iron pnictides [16,17].  

 Frequently, superconductivity emerges in the paramagnetic phase of a metal as a 

consequence of phonon-mediated pairing. Therefore, the coexistence of ferromagnetism and 

superconductivity in the same material, which is a so-called ferromagnetic superconductor 

(FMSC), has become a mesmerizing research field. The first example discovered in 2000 is 

UGe2 [10]. Later, three other uranium-based FMSCs were found: URhGe [11], UIr [18] and 

UCoGe [19]. The emergence of this robust class of superconducting compounds requires 

novel theoretical insights rather than the standard BCS formalism. Theoretical predictions of 

p-wave SC in itinerant ferromagnets [20] were made long before the first FMSC was 

experimentally realized. In these first models, the exchange of longitudinal spin fluctuations 

near the ferromagnetic quantum critical point (FM QCP) was proposed as the pairing mechanism 

for triplet Cooper pairs. However, this simple model lacks an explanation for the non-zero 

superconducting transition temperature Tc at the QCP in UCoGe. Later on, more sophisticated 

theoretical models based on spin fluctuation approaches have appeared [21–24]. In these 

models, superconductivity and ferromagnetism coexist on the microscopic scale. 

Superconductivity is closely related to a magnetic instability near the FM QCP, and the same 

electrons are responsible for band ferromagnetism and superconductivity [25]. 

 In addition, theoretical predictions followed by the experimental realization have very 

recently led to a completely new research field: topological insulators (TIs) [26,27]. These 

novel materials have a close connection to the quantum Hall effect (QHE), one of the central 

discoveries in the field of condensed matter physics in the 1980s. In the QHE, electrons that 
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are confined to two dimensions and are subjected to a strong magnetic field, exhibit a special, 

topological, type of order. A few years ago, it was realized that topological order can emerge 

quite generally in specific two and three dimensional materials. These materials are now 

called TIs [26,27]. Not only do TIs possess intriguing properties, which require novel insights 

and physics, but also these new materials have sparked wide research interest, because they 

offer new playgrounds for the realization of novel states of quantum matter [28,29]. In 3D TIs 

the bulk is insulating, but the 2D surface states - protected by a nontrivial Z2 topology - are 

conducting. Most interestingly, the concept of TIs can also be applied to superconductors 

(SCs), due to the direct analogy between topological band theory and superconductivity: the 

Bogoliubov-de Gennes Hamiltonian for the quasiparticles of a SC has a close similarity to the 

Hamiltonian of a band insulator, where the SC gap corresponds to the gap of the band 

insulator [30,31]. Consequently, this analogy leads to another novel concept in condensed 

matter physics which is the so-called topological superconductor (TSC). Topological 

superconductivity can be adopted as a state that consists of a full superconducting gap in the 

bulk, but is topological and protected by symmetries at the boundaries of the system. The 

remarkable point is that the topological surface states can presumably harbor Majorana states. 

A Majorana zero mode is a particle that is identical to its own antiparticle. Majorana zero 

mode states are expected to be a key element for future topological quantum computation 

schemes. Experimentally, the most well known candidate for TSC is superfluid 3He (phase 

B) [32–34] described by the topological invariant �] . Yet another promising test case for 2D 

chiral superconductivity is the triplet superconductor Sr2RuO4 [35], but experimental evidence 

remains under debate, for instance, as regards the existence of the gapless surface states [29]. 

Other promising candidate topological superconductors can be found among the doped 3D TI 

CuxBi2Se3 (chapter 4) [36,37], the half-Heusler platinum bismuthide families with 111 

stoichiometry LaPtBi, YPtBi (Chapter 5) and LuPtBi [38–43], the doped semiconductor 

Sn1-xInxTe [44] and the recent new comer ErPdBi [45].  

 In this dissertation, we present the results of an extensive experimental study on some 

of these exemplary (candidate) unconventional superconductors: CuxBi2Se3, YPtBi and 

UCoGe. We employ magnetic and transport measurements as well as the muon spin 

relaxation (µSR) technique to further unravel the superconducting nature of these novel 

materials.  

1.2 Outline of the thesis  

This dissertation consists of six chapters. The content of Chapters 2-6 is laid out as follows. 
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 Chapter 2  

This chapter summarizes a number of experimental techniques that have been used 

throughout this work in the Van der Waals-Zeeman Institute (WZI). Transport measurements 

were performed using several cryogenic aparatuses: a Maglab Exa, a 3He refrigerator referred 

to as the Heliox and a dilution refrigerator referred to as the Kelvinox in the following. All 

three instruments are made by Oxfords Instruments. High pressure measurements at pressures 

up to 2.5 GPa have carried out using a hybrid piston-cylinder pressure cell. Additionally, the 

µSR technique used for experiments carried out at the Paul Scherrer Institure (PSI) is briefly 

discussed in this chapter.   

 Chapter 3  

The theoretical aspects of the research topics presented in this thesis are given in this chapter. 

The aim is to provide a general picture and links to the experimental work presented later on. 

We introduce a brief overview of superconductivity, quantum criticality and quantum phase 

transitions. The recent discovery of FMSC as a novel class of unconventional SCs is 

discussed; in particular, we focus on the intriguing properties of the latest member of the 

family, UCoGe. Furthermore, a concise discussion is presented of the recent discovery as well 

as of the intriguing properties of topological insulators and possible topological 

superconductors. Subsequently, we discuss superconductivity in a magnetic field. 

Particularly, we consider the temperature variation of the upper critical field for both 

conventional BCS s-wave and unconventional superconductors. The analysis of the upper 

critical field is further investigated in details in Chapters 4 and 5 to unravel the 

superconducting nature of the studied materials.    

 Chapter 4  

Transport measurements were made at both ambient and high pressure on the doped second 

generation 3D TI CuxBi2Se3. It is demonstrated that the temperature variation of the upper 

critical field Bc2(T) strongly deviates from the spin-singlet Cooper pair state in the 

conventional BCS formalism. The data rather point to an unconventional polar p-wave 

superconducting phase. Our study strongly supports theoretical proposals that this material is 

a prime candidate for TSC. 

 Chapter 5 

One of the 111 compounds in the Half Heusler family, YPtBi, is studied by means of 

transport, magnetic measurements and µSR. AC-susceptibility and DC-magnetization data 

show unambiguous proof for bulk superconductivity. The zero-field Kubo-Toyabe relaxation 
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rate extracted from µSR data allows the determination of an upper bound for the spontaneous 

field associated with odd-parity superconducting pairing. Transport measurements under 

pressure are used to establish the temperature dependence of the upper critical field, Bc2(T), 

which tells us the superconducting state is at variance with the expectation of simple s-wave 

spin-singlet pairing. The Bc2(T) data are consistent with the presence of an odd-parity Cooper 

pairing component in the superconducting order parameter, in agreement with theoretical 

predictions for noncentrosymmetric and topological superconductors. 

 Chapter 6 

We present a magnetotransport study on the ferromagnetic superconductor UCoGe. The data, 

taken on high quality single crystalline samples, identify a significant structure near 

B* = 8.5 T when the applied magnetic field is parallel to the spontaneous moment. We show 

that this feature has a uniaxial anisotropy. Moreover, it is very pronounced for transverse 

measurement geometry and rather weak for longitudinal geometry. The uniaxial nature of the 

B* feature and its large enhancement under pressure provide strong indications that it is 

closely related to an unusual polarizability of the U and Co moments. Transport 

measurements around the superconducting transition in fixed magnetic fields with B || b 

corroborate that our samples exhibit an extraordinary S-shaped Bc2-curve when properly 

oriented in the magnetic field. This field reinforced SC appears to be connected to critical spin 

fluctuations associated with a field-induced quantum critical point. 
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Experimental 

background and 
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In this chapter, we present a concise description of the experimental techniques used 

throughout this thesis: sample preparation and characterization, cryogenic techniques and 

measurement equipment. In addition, we report the calibration of the RuO2 thermometer in 

high magnetic field, as well as of the hybrid piston cylinder pressure cell.   
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2.1 Sample preparation  

All samples used in this thesis were fabricated at the WZI by Dr. Y. K. Huang, except some 

of the YPtBi batches that were synthesized by Dr. T. Orvis at Stony Brook University. Single 

crystalline CuxBi2Se3 samples were prepared by a melting method. A flux technique was 

applied to synthesize YPtBi single crystals. For UCoGe, polycrystals were synthesized first in 

a home-built mono-arc furnace. Next, single crystals were grown using the Czochralski 

method in a tri-arc furnace. The details of the sample preparation processes are given in each 

experimental chapter.    

2.2 Sample characterization  

Sample characterization is essential prior to making further investigations. This can be 

accomplished by using various facilities at the WZI. In this work, for instance, X-ray powder 

diffraction, X-ray back-scattering Laue diffraction and Electron Probe Micro Analysis 

(EPMA) have been used to investigate in particular sample homogeneity, stoichiometry as 

well as to identify crystal structures and crystal orientation. In addition, depending on the 

experimental needs the samples were cut into the desired shapes and dimensions using a spark 

erosion machine. 

2.3 Cryogenic techniques  

A majority of this PhD work has been done using several low temperature facilities at the 

WZI. Each system is briefly described in the following paragraphs:   

 A home-made 4He bath cryostat using liquid helium and liquid nitrogen can be 

operated in the temperature range 1.5-300 K. The base temperature can be reached rapidly by 

directly reducing the vapour pressure of liquid 4He using a rotary pump. This equipment is 

suitable for initial transport and magnetic measurements such as fast checking of 

superconductivity and magnetic transitions.    

 A Maglab Exa cryostat (Oxford Instruments) is used in the temperature range 

1.2-400 K. It is equipped with a 9 T superconducting magnet. This cryostat can be used for 

electrical and ac- and dc-magnetization measurements.  

 A 3He refrigerator, Heliox VL (Oxford Instruments) [1], is operated in the temperature 

range 0.23-20 K and is equipped with a 14 T superconducting magnet. Its basic principle of 

operation is based on the property of 3He as follows. Liquid 3He can be collected in the 3He 

pot by condensing the 3He gas with help of the 1 K plate which is cooled by the 1 K pot. The 
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vapour of the 3He is reduced by a sorb pump operated at 4.2 K. Consequently the base 

temperature (230 mK) is achieved at the 3He pot. A multipurpose sample holder is located 

20 cm below the 3He pot in the center of the magnetic field, and is in good thermal contact 

with the 3He pot. The thermal link is provided by a low eddy current sample holder made of a 

stainless steel rod that contains sintered copper. The Heliox has a cooling power of 40 µW at 

300 mK. The temperature is controlled by a RuO2 thermometer and a heater made of two 

100 �Ÿ resistors in series. Both the thermometer and the heater are connected to a temperature 

controller (ITC 503, Oxford Instruments). An additional calibrated thermometer was mounted 

on the sample platform and read out by an ORPX resistance bridge (Barras Provence). The 

Heliox is a multi-purpose cryostat for measurements of resistivity, magnetoresistivity, ac-

susceptibility, thermal expansion and magnetostriction.   

 A 3He/4He dilution refrigerator, Kelvinox MX100 (Oxford Instruments) [2], is 

operated in the temperature range 0.02-1.2 K and magnetic field range up to 18 T. The 

cooling mechanism of the Kelvinox basically relies on the temperature-concentration phase 

diagram of a 3He/4He mixture. When the mixture is cooled to below 900 mK, it separates into 

two phases. The lighter ‘concentrated phase’ with almost pure liquid 3He is floating on top of 

the heavier ‘dilute phase’ of superfluid 4He with about 6% 3He. By pumping on the 3He in the 

dilute phase, 3He atoms ‘evaporate’ from the pure phase into the dilute phase, as a result of 

the osmotic pressure. A base temperature as low as 20 mK is achievable in the mixing 

chamber. For continuous cooling, over a period of even months, the 3He gas is circulated and 

condensed again at ~ 1.2 K in the 1 K pot. The SC magnet is equipped with a field 

compensation coil which results in a field smaller than 100 Gauss at the level of the mixing 

chamber. This prevents eddy current heating of the mixing chamber during field sweeps, and 

in addition allows for calibration of thermometers in field (see below). The sample holder 

configuration is like in the Heliox. Moreover, the Kelvinox is equipped with a plastic Swedish 

rotator with angles tunable from -150�q to 150�q with a resolution of 0.2�q, controlled by an 

Oxford Instruments Stepper Motor Control Unit model (SMC4). The Kelvinox’s cooling 

power is 100 µW at 100 mK. This is a multi-purpose cryostat like the Heliox, but angular 

dependence measurements can be performed as well.   

 In addition, low temperature facilities, including a SQUID at the Néel Institute in 

Grenoble, France, and a dilution refrigerator at the Paul Scherrer Institute (PSI) in Villigen, 

Switzerland, have been used. More details about these experimental set-ups can be found in 

Refs. 3,4,5.  
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2.4 Calibration of RuO2 thermometers in high magnetic field  

Normally the calibration of commercial RuO2 thermometers is made in zero magnetic field. 

However, many experiments are carried out in high magnetic fields. Therefore, it is essential 

to take into account the effect of the magnetic field on the thermometers, and their calibration 

in field is desirable. This is especially required for the experiments in the Kelvinox. We have 

done the calibration as follows. We record a resistance value R of an uncalibrated RuO2 at the 

field position and temperature T of a reference thermometer which is kept in the zero field 

region at a given set point of temperature and magnetic field when their thermal equilibrium is 

established. Repeating the same measurement for different temperatures in a magnetic field B 

one gets a data set of R, T and hence a function T = f(R). If we redo the sequence for different 

magnetic fields, we obtain T = f(R,B). The functions best fitted to the data are listed in the 

table below. Finally, we establish an average function T = f(R,B) for the calibration 

 �> �@ 4 4( 1)
4( 1)4( 1)

;  1,2,3,4;  0,1,2,3,
4

m m
mB m n

f f
T K f n m n��

��� �� ��

��
� �� � �  (2.1) 

where B is magnetic field, and f is a function taken from the table at a corresponding field. 

Thus, the equation (2.1) allows us to calculate the temperature of the thermometer in a 

magnetic field. 

 

 

Magnetic 

field (T) 
TRuO2 (K); x =RRuO2 (k�Ÿ) 

B = 0 

0 1 0 2 0 3( ( )/ ) ( ( )/ ) ( ( )/ )
0 0 1 2 3

x x t x x t x x tf y a e a e a e�� �� �� �� �� ��� �� �� ��  

0 0

1 2 3

1 2 3

0.006822972; 6.086899996
0.205591216; 0.590778143; 0.373789468
4.904928233; 1.44400122; 0.588363298

y x
a a a
t t t

� � 
� � � 
� � � 

 

B = 4 

0 1 0 2 0 3( ( )/ ) ( ( )/ ) ( ( )/ )
4 0 1 2 3

x x t x x t x x tf y a e a e a e�� �� �� �� �� ��� �� �� ��  

0 0

1 2 3

1 2 3

0.027410552; 6.294999999
0.2086686; 0.532550464; 0.237164031
7.125517874; 1.401282508; 0.589069151

y x
a a a
t t t

� �� � 
� � � 
� � � 

 

B = 8 

0 1 0 2 0 3( ( )/ ) ( ( )/ ) ( ( )/ )
8 0 1 2 3

x x t x x t x x tf y a e a e a e�� �� �� �� �� ��� �� �� ��  

0 0

1 2 3

1 2 3

0.005391654; 6.26
0.194515895; 0.538869589; 0.223472407
0.532865485; 1.271982504; 5.146749917

y x
a a a
t t t

� �� � 
� � � 
� � � 
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B = 12 

0 1 0 2 0 3( ( )/ ) ( ( )/ ) ( ( )/ )
12 0 1 2 3

x x t x x t x x tf y a e a e a e�� �� �� �� �� ��� �� �� ��  

0 0

1 2 3

1 2 3

0.013366598; 6.231
0.54399839; 0.223164865; 0.196428683

1.270137; 5.568462962; 0.525599692

y x
a a a
t t t

� �� � 
� � � 
� � � 

 

B = 16 

0 1 0 2 0 3( ( )/ ) ( ( )/ ) ( ( )/ )
16 0 1 2 3

x x t x x t x x tf y a e a e a e�� �� �� �� �� ��� �� �� ��  

0 0

1 2 3

1 2 3

0.011451097; 6.206
0.236606137; 0.235842934; 0.466734021
2.856972464; 2.388818387;  0.702493174

y x
a a a
t t t

� � 
� � � 
� � � 

 

 

2.5 Experimental techniques  

2.5.1 Electrical resistivity experiment  

All resistivity measurements presented in this thesis were performed at the WZI using a 

standard four point contact method (Fig 2.1). The current (outer) and voltage (inner) leads are 

thin copper wires (diameter ~ 30 µm), which are soldered to insulated copper heatsinks on the 

copper sample holder on one end and are mounted to the sample by conductive silver paste on 

the other end. The value of the contact resistance (a few �Ÿ) is normally small enough to 

prevent Joule heating at the lowest temperature.   

 For the ac resistivity measurements, the typical value of the frequency and excitation 

current used in the Maglab Exa cryostat is f ~16 Hz and Iexc ~ 1-5 mA, respectively. For the 

measurements in the Heliox and Kelvinox we used a Linear Research AC Resistance Bridge 

model LR 700 with f ~ 13 Hz and Iexc ~ 30-300 µA or an EG&G 7265 DSP lock-in amplifier 

with f ~ 13-13000 Hz and Iexc ~ 20-300 µA. 

 

 

 

 

 

 

 

Figure 2.1 A schematic drawing of four point contact resistivity method. In general, the distance L 

of the voltage contacts is ~ 1-6 mm and the cross section A varies around 1 mm2.       
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2.5.2 AC-susceptibility experiment 

 

 

 

 

 

 

 

 

 

Figure 2.2 A schematic diagram of the mutual-inductance transformer used for ac-susceptibility 

measurements (picture taken from Ref. 6) 

Fig 2.2 shows the schematics of the mutual-inductance transformer used for ac-susceptibility 

measurements. The bundle of copper wires ensures a good thermal contact between the 

thermometer at the copper plate (not drawn) and the sample. The basic principle of operation 

is the following: An ac current is applied to the primary coil, which generates a small 

magnetic field, the driving field. The induced voltage is measured by two secondary (pick-up) 

coils. With an empty transformer, the signal is in principle zero since the two secondary coils 

are wound in opposite direction. When a sample is present in one of the coils, the magnetic 

field induces a magnetization, and therefore the pick-up coil signal is proportional to the ac-

susceptibility. The ac-susceptibility measurements have been done using the Linear Research 

bridge LR700 with an excitation frequency of 16 Hz and a driving field ~ 10-5 T. 

2.5.3 High pressure experiment  

The hybrid piston cylinder pressure cell used for transport and ac-susceptibility experiments 

up to 2.5 GPa is illustrated in Fig 2.3. It is made of NiCrAl and CuBe alloys which are strong 

enough and nonmagnetic [7]. The inner and outer diameters are 6 mm and 25 mm, 

respectively. The total length of the cell varies slightly with pressure, but at the maximum 

pressure it is ~ 70 mm. The sample space is 4.7 mm in diameter and is 8 mm long. 

 A hand press LCP 20 was used to pressurize the cell via a piston, which in turn 

pressurizes the sample via the pressure transmitting medium. A hydrostatic pressure is 

ascertained by using Daphne oil 7373 inside a Teflon cylinder. 
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Figure 2.3 A schematic drawing of the pressure cell and a zoom-in of the heart of the cell (a and b, 

taken from ref. 7). A sample and a Sn manometer supported by a paper construction on a plug (c).  

A complete cell at the final stage mounted in the insert of the Heliox VL (d). 

 

  

 

 

 

 

 

 

 

Figure 2.4 Superconducting transition 

temperature of Sn extracted from 

ac-susceptibility measurements as a function 

of pressure (dots) and a linear fit to the data 

(dashed line). The solid line presents 

literature data from Ref. 8. 

Figure 2.5 Real pressure as a function of 

nominal pressure. The linear fit to the data 

(solid line) determines the pressure cell 

efficiency. 

 Pressure calibration of the cell is done in situ by measuring the superconducting 

transition of a Sn sample by AC-susceptibility.  Fig 2.4 presents the experimental data and a 

comparison to the literature to extract the actual pressure. In Fig 2.5 we show the resulting 
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calibration curve. Consequently, the cell efficiency is 85%, which is slightly larger than in a 

previous calibration (82%) [9]. 

2.5.4 MuonSR experiment 

��SR stands for Muon Spin Rotation, Relaxation or Resonance. This technique was first 

developed in the late 1950s as a microscopic probe using�� �W�K�H�� �S�R�V�L�W�L�Y�H�� �P�X�R�Q�� ����. By 

implanting a spin-polarized muon, one at a time, into the bulk of a sample, the information 

obtained by detecting the resulting decay positron contains various spin-related physical 

properties of the investigated sample. To date it has become a powerful tool for research in 

condensed matter physics, such as the study of the magnetic and superconducting properties 

of heavy-fermion compounds [10, 11].     

 The ��SR experiments have been performed using the ����SR-dedicated beam line on 

the PSI-600MeV proton accelerator at the Swiss Muon Source of the PSI in Villigen, 

Switzerland. We carried out measurements at the General Purpose Spectrometer (GPS) in the 

temperature range above 1.5 K [4]. To attain lower temperatures (0.02-1.5 K), experiments 

have been performed using an Oxford Instruments top-loading 3He/4He dilution refrigerator at 

the Low Temperature Facility (LTF) [5]. Samples used in these ��SR experiments were glued 

to a silver holder using General Electric (GE) varnish.  

2.6 Data acquisition and analysis  

In the different cryogenic apparatuses described above, the data obtained by various lock-in 

amplifiers (for example EG&G 7265 DSP), the Linear Research bridge LR700 and other 

devices were read by the data acquisition computers via an IEEE interface. The ORPX 

resistance bridge (Barras Provence) was connected to the serial port of the computers via the 

RS-232 protocol. To control the Heliox and Kelvinox inserts, Oxford Instruments provided 

standard Labview programs. In order to perform more tailor-made measurements we have 

improved the software, and other Labview programs have been written for data acquisition. 

Data files obtained from ��SR experiments were produced by the PSI Bulk-���6�5�� �W�L�P�H-

differential data acquisition programme with extension ".bin" and 512 bytes/records and IEEE 

real-data format.   

 Several software packages have been used for data analysis in this work such as: 

Origin Pro, Mathematica (Wolfram Research), NovelLook and Wimda.  
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  Theoretical aspects 
 

 

 

This chapter summaries theoretical aspects of the research themes presented throughout the 

PhD work. We start with a general description of quantum criticality and quantum phase 

transitions. Then the focus is directed towards superconductivity, especially to the novel class 

of ferromagnetic superconductors with the case study UCoGe. Next, a brief overview is 

presented of a new research field in condensed matter physics: topological insulators and 

topological superconductors. Subsequently, we discuss superconductivity in a magnetic field. 

In particular, we consider the upper critical field for both conventional BCS s-wave and 

unconventional superconductors. These theoretical aspects will be applied in the case studies 

of the doped topological insulator CuxBi2Se3 and the noncentrosymmetric superconductor 

YPtBi.  
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3.1 Ferromagnetic superconductors  

3.1.1 Quantum criticality  

Phase transitions are not only simply ubiquitous in nature but also play a crucial role in 

shaping the world. Macroscopically, phase transitions in the universe form galaxies, stars and 

planets. Phase transitions in our daily life are the transformation of for instance water between 

ice, liquid and vapor. These phase transitions are called thermal or classical and are controlled 

by thermal fluctuations. Therefore, in the classical world, matter in equilibrium freezes at 

absolute zero temperature in order to minimize the potential energy.  

 Quantum mechanics, however, allows fluctuations even at zero temperature. Once 

such quantum fluctuations are sufficiently strong, the system undergoes a quantum phase 

transition as illustrated in Fig. 3.1 [1]. Quantum phase transitions (QPTs) are driven by a non-

thermal parameter r, such as pressure, magnetic field, chemical doping or electron density. By 

changing the control parameters one is able to tune the system to a transition point, the 

quantum critical point (QCP).  

 A continuous phase transition can usually be described by an order parameter, a 

concept first introduced by Landau. This parameter is a thermodynamic quantity that depends 

on the state of the system. Its thermodynamic average is equal to zero in the disordered phase 

         

 

 

 

 

 

 

 

 

Figure 3.1 Global phase diagram of continuous phase transitions. r depicts the non-thermal control 

parameter, and T is the temperature. The solid line separates ordered and disordered regions, and 

ends at the QCP. The shadowed region close to this boundary implies the critical state is classical. 

The area bounded by the dashed lines given by 
vz

B ck T r r�v �� indicates the quantum critical 

region. On the right of this region is the quantum disordered phase. The system can be tuned to the 

QCP by means of either changing r �:���Uc at T = 0 (a) or driving T �:�� 0 at r = r c (b) (picture taken 

from [1]). 



Theoretical aspects  

 

21 

 

and to non-zero in the ordered phase, e.g. the ordered moment M for ferromagnetism or the 

energy gap of a superconductor. Furthermore, the correlation length �� of the system, that 

expresses the spatial range of correlation of the order parameter, turns out to be long-ranged 

when approaching the phase transition or the critical point. Notably, close to the QCP, the 

correlation length diverges, as a power law 

     t �Q�[ ���v ,     (3.1) 

where �Q is the correlation length critical exponent, and t represents some dimensionless 

distance from the critical point. It can be defined by t = |T-Tc|/Tc for the classical phase 

transitions at non-zero temperature Tc or by t = |r-rc|/rc for QPTs.  

 Analogous to the length scale, the correlations of the order parameter fluctuations in 

time can be defined as c�W, which is the typical time scale for the decay of the fluctuations due 

to a perturbation 

     z z
c t �Q�W �[ ���v �v ,     (3.2) 

where z is the dynamical critical exponent. In addition, a critical frequency �&c is defined by 

1���2c. At the classical critical point, �&c �:�������R�U���W�K�H���W�\�S�L�F�D�O���H�Q�H�U�J�\���V�F�D�O�H���E�H�F�R�P�H�V��zero, and this 

is called critical slowing down 

     ( 0) 1 / 0c ct�Z �W�o �v �o .   (3.3) 

It is worth to notice that for the classical case, the kinetic and potential energy operators do 

not commute. This implies the dynamics and statistics are decoupled while, in contrast, for 

the quantum phase transition they are coupled [1]. 

 In order to clarify the importance of quantum fluctuations at very small but non-zero 

T, one should take into account two typical energy scales: �Z�=  and kBT. The quantum 

fluctuations remain dominant down to very low T as long as Bk T�Z�= �� . As depicted by 

arrows in Fig. 3.1, quantum criticality can be studied both theoretically and experimentally by 

not only varying the control parameter r at T = 0 but also by lowering the temperature T at rc.  

  Heavy fermion systems are model systems in which to investigate QPTs. In these 

systems, the Kondo effect, that quenches the local moment of the f-electrons by conduction 

electron screening, competes with the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, 

which favours long-range magnetic order. This competition results in an unmatched tunability 

of magnetic phase transitions [2–5]. Changing the non-thermal control parameter r, such as 

the magnetic field [6–10], pressure [11–14] or chemical doping [15–20], suppresses the 

magnetic ordering and concurrently tunes the system to the QPT at the QCP r = rc.  
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3.1.2 Ferromagnetic superconductors 

Superconductivity was discovered in a remarkable experiment carried out in 1911 by Heike 

Kamerlingh Onnes in Leiden [21]. More than 40 years later, the microscopic theory by 

Bardeen, Cooper and Schrieffer (BCS) successfully explained the origin of this fascinating 

phenomenon in most superconducting materials [22]. The fingerprint of this theory is the 

existence of Cooper pairs. A Cooper pair is a bound state of two electrons which is formed 

near the Fermi level by an attractive interaction mediated by lattice vibrations. The symmetry 

of the Cooper pairs can be classified by the total spin S and the total angular momentum L. In 

general, a two-electron system can have spin S = 0 or 1, and L = 0, 1, 2, 3,… Since the 

electrons are fermions, the total wave function of the Cooper pair state, which consists of a 

product of spatial and spin components, must be anti-symmetric under the exchange of 

particles due to the Pauli exclusion principle. This results in even spatial and odd spin 

functions or vice versa. Therefore, one can distinguish superconductors with the spin-singlet 

state (S = 0)  

     �� ��1

2ss�I � �n�p �� �p�n    (3.4) 

e.g. s-wave (S = 0, L = 0) and d-wave (S = 0, L = 2), and with the spin-triplet state (S = 1)  

     �� ��1

2
st�I

�­ �n�n
�°�°� �n�p �� �p�n�®
�°

�p�p�°�¯

   (3.5) 

e.g. p-wave (S = 1, L = 1) and f-wave (S = 1, L = 3). Here�n�nand �p�pare called the equal-

spin pairing (ESP) states.  

 The superconducting state with S = 0, L = 0 (s-wave) is fully explained by the standard 

BCS theory, and therefore called conventional. However, with the experimental discovery of 

certain classes of superconductors which go beyond the understanding of the standard BCS 

scenario, the field of unconventional superconductivity begun. These materials with 

condensates made up of lower symmetry Cooper pairs (d-wave, p-wave,…) are non s-wave 

superconductors. Unconventional superconductivity has been found in numerous materials 

over the last forty years. The prime example is 3He [23,24], and later on heavy fermion SCs 

(see for instance [25–33]) and high temperature superconductors (cuprates [34,35] and iron 

pnictides [36,37]) were discovered. 

 According to the BCS theory, SC is incompatible with ferromagnetic order, while 

under special conditions it may coexist with antiferromagnetism. However, around 1980, it 
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was theoretically predicted that SC with ESP states could exist in itinerant ferromagnets (p-

wave SC) [38] close to a FM QCP. Here the exchange of longitudinal spin fluctuations is 

proposed to mediate superconductivity. Twenty years later, the first ferromagnetic 

superconductor UGe2 was discovered [30,39]. Subsequently, three more FMSCs 

URhGe [31,40], UIr [41–43] and UCoGe [44–46] were found. To date, a comprehensive, 

quantitative theory to fully resolve the superconducting pairing issue in FMSCs is not at hand.  

 In order to offer a qualitative interpretation for the coexistence of FM and SC near a 

FM QCP, spin fluctuation models have been used [38]. Within these models, the magnetic 

state can be understood in terms of an exchange interaction I  and a Stoner enhancement 

factor 1(1 )S I ��� �� . For the critical value 1I � , a second-order quantum phase transition 

emerges, and the system transforms from the paramagnetic phase (1I �� ) to the ferromagnetic 

( 1I �! ) phase (Fig. 3.2a). Notably, in the ferromagnetic regime, p-wave SC with ESP states is 

possible with different Tc’s for the spin up (�n�n) and spin down (�p�p) states. This implies 

two superconducting phases can be present [38,47,48]. However, the emergence of these two 

superconducting phases depends sensitively on the details of the band structure. A pictorial of 

the coexistence of SC and magnetism in the spin-fluctuation model is given in Fig. 3.2b [49]. 

In contrast to the model prediction, SC was not observed in the PM phase in the cases of 

UGe2 and UIr. A possible explanation is that ferromagnetic spin waves (magnons) couple to 

the longitudinal magnetic susceptibility which results in an enhancement of Tc in the FM 

phase [49,50].  A comprehensive treatment has been made by Roussev and Millis [50] where 

SC coexists with FM, leading to a superconducting dome and nonzero Tc at the QCP, as 

illustrated in Fig. 3.2c. 

  In UCoGe, muon spin rotation/relaxation (µSR) [51], nuclear magnetic resonance 

(NMR) and nuclear quadrupole resonance (NQR) [52,53] measurements provide 

unambiguous evidence that SC is driven by ferromagnetic spin fluctuations and that SC and 

FM coexist microscopically. The pairing mechanism for p-wave SC understood in terms of 

spin fluctuations is qualitatively illustrated in Fig. 3.3 (left) [54], where it is energetically 

favorable for two electrons to share the same polarization cloud. Approaching the QCP, 

however, the experimental phase diagram [46] of UCoGe deviates from the theory by Fay and 

Appel [38]. Upon increasing the external pressure, FM is depressed and disappears at pc, 

while, most surprisingly, SC is enhanced, and even exists in the PM phase, unlike in other 

FMSCs. At p > pc SC is depressed. In fact, the unconventional superconducting state in the 

ferromagnetic phase of UCoGe can be considered as an analogue of the superfluid non-

unitary phase A2 of 3He in a magnetic field [55]. A symmetry group analysis for triplet 
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superconducting order parameters using two band SC [56,57] explains the experimental 

temperature (T)- pressure (p) phase diagram of UCoGe, Fig. 3.3-right. 

 

 

     Figure 3.2 (a): Generic phase diagram of a p-wave SC. The superconducting transition 

temperature Tc(N) as a function of the Stoner parameter I  in the paramagnetic (PM) phase and the 

ferromagnetic (FM) phase. Tc(N) is normalized by the Fermi temperature TF. �n�n  and �p�p  in the 

FM phase indicate the ESP components (adapted from [38]). (b): Temperature (T) - control 

parameter (r) phase diagram of a FMSC according to the model given in [38]. SC emerges in both 

FM and PM phases centered around the QCP at rc.  To date, the SC dome in the PM phase has not 

been experimentally observed (adapted from [49]). (c): Temperature (T) - control parameter (r) 

phase diagram of a FMSC, where superconducting transition temperature Tc is finite at the QCP at 

rc, and superconductivity coexists with ferromagnetism (adapted from [50]). 

 

 

  

 

Figure 3.3 Left: Cartoon of electron pairing due to magnetic fluctuations. Non-zero average of the 

magnetization (upper, red horizontal lines in both frames) with a large fluctuating part. A local 

polarization cloud is created surrounding the electrons. For paired electrons (lower frame), the 

energy is lower than separate electrons (upper frame) (taken from [54]). Right: Generic 

temperature (T) - pressure (p) phase diagram of the FMSC UCoGe. SC is present in both the 

ferromagnetic (FS) and normal paramagnetic (S) phase. N and F depict the normal and 

ferromagnetic phase, respectively. Ferromagnetic order is not observed for pressure p > p* 

(adapted from [56]).   
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3.2 Topological insulators and superconductors 

3.2.1 Topological insulators 

TIs have emerged in condensed matter physics over the last few years as a completely new 

paradigm for research into novel phases of matter. This research field was theoretically 

predicted in 2005 [58] and the first TI was confirmed by experiment two years later [59]. 

Intriguing about TIs in contrast to ordinary bulk insulators is the existence of topologically 

non-trivial conducting surface states which are protected by time reversal symmetry (TRS). 

This means these surface states are in-sensitive to scattering from non-magnetic impurities. 

 In order to explain what a TI exactly is, it is first useful to consider one of the basic 

phenomena in condensed matter physics, the integer quantum Hall effect (IQHE). Consider a 

two dimensional system of classical electrons with charge e and mass m subjected to a 

perpendicular magnetic field B. In this case the charge carriers follow cyclotron orbits with 

the energy quantized in Landau levels ( 1 / 2)n cE n�Z� ���= ,   (3.6) 

where �&c = eB/m is the cyclotron frequency, and �= is Planck’s constant. For a sufficiently 

large magnetic field, each Landau level is highly degenerate and the free electrons of the 

system occupy a few Landau levels only. This is the IQHE. In this regime the current flows 

along the edges of the sample, and the Hall conductivity is quantized 

      2 /xy ne h�V � .    (3.7) 

Here the filling factor n is a positive integer, and n turns out to be what is known as a Chern 

number: a topological invariant. Therefore, an IQH system possesses gapless edge states 

crossing the Fermi level while the bulk is insulating. 

 The main difference between an IQH system and an ordinary insulator is a matter of 

topology. According to the band structure point of view, the Bloch Hamiltonians of two given 

systems are topologically equivalent as long as they can be deformed continuously into each 

other, i.e. without closing the energy gap [60]. The Hamiltonian of an IQH insulator and that 

of a classical insulator belong to different topology classes. A topology class is generally 

defined by a topological invariant. For an IQH state, the topological invariant is the Chern 

number n, that remains unchanged as the Hamiltonian varies smoothly. The Chern number is 

related to an important quantity, the Berry phase, or geometric phase. The Berry phase is a 

phase difference in k-space of the wave function of a system when it is subjected to a cyclic 

adiabatic process [61,62]. The Berry phase is zero for ordinary insulators and an integer times 

�Œ���I�R�U���7�,�V [60]. 
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 Quantum spin Hall effect (QSHE) is another example of a topological phase. In 

contrast to IQHE, in the quantum spin Hall effect, no magnetic field is required. The spin-

orbit coupling of the band structure in the QSHE takes over the role of the magnetic field in 

the charge Hall effect. Again, the system possesses robust edge states that have a quantized 

spin-Hall conductance 2( / 4 )s e�V �S� . Here the charge conductance vanishes due to two equal 

currents flowing in opposite directions. Each conductivity channel contains its own 

independent Chern number n
�n
 or n

�p
, therefore the total Chern invariant for the Hall 

conductivity 0n n n
�n �p

� �� � . In this case the Chern invariant cannot be used to classify the 

QSH state. Instead, a different topological invariant of the 2�] type �Q, which is 0 or 1 [58], 

takes a value of 1 for the QSHE indicative of the topological character. Because of spin-orbit 

coupling the surface or edge states provide a net spin transport. The surface states have a 

Dirac-like dispersion and are topologically protected. This system is an example of a real 2D 

TI [59,60], see Fig. 3.4 for an illustration. 

 Furthermore, identification whether a system is topologically trivial or non-trivial is 

based on Kramer’s theorem. As consequence of TRS for all spin 1/2 systems Kramer’s 

theorem states that the eigenstates of a TR invariant Hamiltonian are at least twofold 

degenerate at time invariant points in k-space. In case of a 1D Brillouin zone��(k �t 0), these 

points are �+ ��x ak � �{  and �+ ��x bk a�S� �{ . The way the time invariant points are connected 

depends on the topology of the system [60]. When the connection is pairwise (Fig. 3.5 - left), 

one can tune the system in such a way that none of these edge states crosses the Fermi level. 

However, this is not the case for an odd number of states passing EF (Fig 3.5 - right). As a 

result, the former system is topologically trivial, with 0�Q� , whereas the latter is 

topologically nontrivial, with 1�Q� . 

 Another consequence of Kramer’s theorem in the context of the fully spin polarized 

edge states of a TI or QSHE system is the absence of backscattering, even for strong disorder. 

Fig 3.6 shows schematically how an electron with spin 1/2 in a QSH edge state scatters from a 

non-magnetic impurity [63]. Due to the presence of the impurity its spin must reverse by 

moving either clockwise (Fig. 3.6 - upper frame) or anticlockwise (Fig. 3.6 - lower frame) 

around the impurity. As a result, the phase difference of the spin wave function is 2�Œ. Also, 

quantum mechanics tells us for spin 1/2 systems the wave function satisfies 

( 2 ) ( )�) �T �S �) �T�� � �� . Thus, these two backscattering paths interfere destructively, which 

allows perfect transmission, with respect to such scattering from non-magnetic impurities. If 

the edge states possess an even number of left-moving channels and an even number of right-
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moving channels, an electron can be scattered from the left-movers to the right-movers 

without reversing its spin. In this manner, the interference is non-destructive and thus there 

exists dissipation. TRS will be broken and consequently the interference is no longer 

destructive if the impurity carries a magnetic moment. Therefore, in QSH systems and in 2D 

TIs the elastic backscattering is forbidden, and the surface states are thus described as being 

robust and topologically protected by TRS. 

 Hitherto, we have been discussing topological states protected by TRS, next we 

discuss why a system could possesses such special surface states. TIs originate from the effect 

of strong SOC, which can lead to what is known as band inversion. Fig. 3.7 shows an 

example of band inversion in the 3D TI Bi2Se3 [64]. Consider the atomic energy levels at the 

Gamma point near the Fermi level EF. These are mainly dominated by the p orbitals of Bi 

(6s26p3) and Se (4s24p4). Three effects eventually take place. Firstly, the chemical bonding 

between the Bi and Se atoms hybridizes their energy states. This process lowers the Se energy 

levels and, in contrast, raises the states of Bi. Next, the crystal-field splitting is added. The pz 

levels of the Bi and Se are split off from the corresponding px and py orbitals, and are close to 

EF, while the px,y levels remain degenerate. In the last step, the effect of SOC is taken into 

account. The SOC Hamiltonian describing the system is given by HSOC��� ����L .S, where L and 

S�� �D�U�H�� �W�K�H�� �R�U�E�L�W�D�O�� �D�Q�G�� �V�S�L�Q�� �D�Q�J�X�O�D�U�� �P�R�P�H�Q�W�X�P�� �R�S�H�U�D�W�R�U�V���� �U�H�V�S�H�F�W�L�Y�H�O�\���� �D�Q�G�� ���� �L�V�� �D�� �6�2�&��

�S�D�U�D�P�H�W�H�U���� �2�Q�O�\�� �Z�K�H�Q�� ���� �L�V�� �V�X�I�I�L�F�L�H�Q�W�O�\�� �V�W�U�R�Q�J���� �W�K�H�� �W�Z�R�� �V�W�D�W�H�V�� �Q�H�D�U�H�V�W�� �W�R��EF turn out to be 

inverted which thus alters the parity of the occupied valence levels (below EF) as a whole. For 

TIs with an inversion center [60] this is sufficient to make the bulk band structure 

topologically non-trivial. 

 

 

 

 

 

 

 

 

Figure 3.4 Left panel: A comparison between an ordinary insulator (0�Q� ) and the QSHE where 

the edge states are topologically nontrivial ( 1�Q� ). Right panel: the energy dispersion of the 

topologically nontrivial surface states (in the left panel) with up and down spins crossing the Fermi 

energy [60].  
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Figure 3.5 The electronic dispersions at two Kramers points �+a and �+b   [60]. Left frame: Even 

number of states crossing the Fermi level results in topologically trivial states. Right frame: 

Topologically nontrivial states due to an odd number of states crossing the Fermi level. 

  

 

 

 

 

 

 

 

Figure 3.6 A scheme of a backscattering process taking place when an electron with spin 1/2 is 

subjected to a nonmagnetic impurity. Upper frame: spin rotates by �Œ. Lower frame: spin rotates by 

-�Œ. Adapted from [63]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 Energy levels of the 3D TI Bi2Se3 close to the EF under the effects of chemical bonding 

(I), crystal field splitting (II) and SOC (III). The rightmost rectangle indicates the SOC, which 

leads to the band inversion. Picture taken from [64]. 
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Figure 3.8 Band inversion of a number of Half-Heusler compounds as a function of the lattice 

constant and average nucleus chargeZ . There is a bulk bandgap between trivial states when the 

band inversion is absent (upper-right inset), and topologically nontrivial phases exist, providing 

protected edge states due to band inversion (lower-left inset) for the Half-Heusler systems. 

Adapted from [65]. 

 Electronic structure calculations taking into account SOC and TRS show that several 

Half-Heusler compounds with a 111 stoichiometry also exhibit topological band 

inversion [65,66]. Fig. 3.8 shows that many systems are predicted to have a ‘negative gap’- 

i.e. band inversion straddling around EF, and thus be topological materials. The great diversity 

of the systems that can form Half-Heusler compounds yields a rich hunting ground for new 

topological non-trivial phases. In the case of the 111 system the band inversion takes place 

between the twofold-degenerate s-like 6�+  and fourfold-degenerate p-type 8�+  energy states in 

these materials and depends strongly on both the lattice constant and the SOC strength 

represented by an average chargeZ of the nuclei. Consequently, the systems can be either 

topologically non-trivial (with 6 8�+ �+ ���� �� ; negative energy gap) or topologically trivial (with 

6 8�+ �+ ���� �! ; positive energy gap). Amongst these Half Heusler compounds, four bismuth-

based materials are also found to exhibit SC: YPtBi [67,68] (chapter 5), LaPtBi [69,70], 

LuPtBi [71] and ErPdBi [72]. 

 Having briefly discussed 2D (QSHE) and 3D TIs, we continue by introducing a 

general picture of how to classify TIs and TSCs by their symmetries. Upon the presence or 
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absence of time-reversal symmetry (�4 ), particle-hole symmetry (�; ) and sublattice or chiral 

symmetry (�3 �4�;� ), the topological classifications for TIs and TSCs whose 

dimensionalities, d, are up to 8 are summarized in Fig. 3.9 [60,73]. Together these three 

symmetries form ten symmetry classes depicted by the Altland-Zirnbauer (AZ) notation. The 

symmetries can take a value of 0 or ±1, which denotes the absence or presence of the 

symmetries in the system, respectively. The ±1 indicates the value of 2�4 and 2�; . The 

topological classifications are denoted by 0, �]  and 2�] , where 0 indicates topological phases 

are absent. �]  presents a corresponding topological invariant that can take any positive integer 

value like the Chern number in the IQHE, and 2�]  indicates a corresponding topological 

invariant that can take a value of 0 or ±1 as in the topological insulators. In this figure, one 

can locate the systems discussed so far. For example, the 2D IQHE denoted by �]  is given by 

the entry in the first row and column 2 without any symmetry. The first TI experimentally 

realized is the HgTe/CdTe quantum well [59], d = 2 and row 7. Systems presented in this PhD 

work are CuxBi2Se3 (d = 3, row 6) and YPtBi (d = 3, row 8) which will be extensively 

discussed in the following chapters.    

 

 

 Figure 3.9 Classifications of TIs and TSCs. The notation of Altland and Zirnbauer (AZ) is used to 

denote ten different symmetry classes. Depending on the presence or absence of the 

symmetries ,�4 �; and�3 (see text), TIs and TSCs are classified with regards to their dimension, AZ 

symmetry, whereby the entries 0, �] , and 2�]  label the topological classes. The entries with circles 

are explained in the text as being relevant to particular material realizations. Table adapted 

from [60]. 
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3.2.2 Topological superconductors 

3.2.2.1 Odd and even-parity superconductors 

In general, the symmetry group Gsym of the normal phase of a crystalline SC is given by 

    0 (1)sym
sG G G T U� �u �u �u ,    (3.8) 

where G0, Gs, T, and U(1) presents orbital rotation, spin rotation, time-reversal symmetry and 

gauge symmetry, respectively [74]. Generally speaking, in conventional SC, only U(1) is 

broken when the system undergoes SC, while in case of unconventional SC, at least one of the 

other symmetries is broken as well. For instance, time reversal symmetry T is broken in the 

SC phase of the FMSC UCoGe [47] and the correlated metal Sr2RuO4 [75,76]. 

 The superconducting pair wave function, which yields the energy gap function or 

order parameter, is comprised of a spatial part (in momentum space k) and a spin part, S. For 

even parity (total spin S = 0), the wave function is invariant under inversion symmetry, while, 

in contrast, the wave function changes sign for odd parity (S = 1). Based on the gap symmetry 

one can distinguish different SCs. For conventional s-wave SCs, the superconducting gap has 

the highest symmetry and is nearly isotropic (although in practice there may be some 

anisotropy in the k-dependence of the gap magnitude). For unconventional SCs, the gap 

function has a lower symmetry. In Fig 3.10 sketches are given of examples of various 

unconventional superconducting states whose wave functions are classified by the 

combinations of Sz (the z-spin component) and m (the angular orbital momentum) in the 

superfluid phase of 3He [77–79]. They include the A1 phase with 1, 1zS m� � , the ABM 

(Anderson-Brinkman-Morel) phase with 1, 1zS m� �  and 1, 1zS m� �� �  and the BW 

(Balian-Werthamer) phase with 1, 1zS m� �� � , 0, 0zS m� �  and 1, 1zS m� � �� . 

Consequently, the corresponding gap symmetries of these states can be realized as shown in 

Fig. 3.11. In addition, there are polar and planar states, which are equally weighted 

superpositions of the two states with 1, 1zS m� �� �  and 1, 1zS m� � �� , and the Scharnberg-

Klemm (SK) state [80], which possesses a similar gap symmetry as in the ABM state.  

 In the following chapters, we investigate superconducting phases of several materials 

according to these classifications.    
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Figure 3.10 General scheme for the orbital and spin states in the superfluid phases A1, ABM and 

BW of 3He. Picture adapted from [79]. 

 

 

 

 

 

 

Figure 3.11 Superconducting energy gap at the Fermi surface for different states. (a) The isotropic 

gap of an s-wave superconductor. (b) The axial or point node gap as in the ABM state (the 

superfluid A phase of 3He) where the gap terminates at two points (poles). (c) The polar (as in the 

planar-B phase of 3He) state where the gap vanishes along a line on the Fermi surface. (d) Full gap 

(BW or as in the B phase) state of a p-wave superconductor. 

3.2.2.2 Topological superconductors 

Topological phases in superconductors have attracted ample attention even long before the 

birth of TIs. Topological superconductivity can be understood as a state that possesses a full 

superconducting gap in the bulk, but possesses topological edge states. The most well known 

candidate for TSC is superfluid 3He (phase B) [77,78,81] described by the topological 

invariant �] . Yet another promising test case for 2D chiral superconductivity is the triplet 

superconductor Sr2RuO4 [76], but experimental evidence remains under debate, for instance, 

as regards the existence of the gapless surface states [82]. Other candidate topological 

superconductors can be found among the doped TI CuxBi2Se3 [83,84], the half-Heusler 111 



Theoretical aspects  

 

33 

 

platinum bismuthides LaPtBi, YPtBi, LuPtBi [67–71,85] and the doped semiconductor 

Sn1-xInxTe [86].  

 There is a close analogy between TIs and SCs in view of the Hamiltonian describing 

the systems. In particular, the Bogoliubov-de Gennes (BdG) Hamiltonian for the 

quasiparticles of a SC is similar to the Bloch Hamiltonian for a band insulator, where the 

superconducting gap corresponds to the band gap of the insulator. However, the Hamiltonian 

for TSC obeys the particle-hole symmetry which is not the case for TIs.  

 A time reversal invariant TSC possesses a full superconducting energy gap in the bulk 

but gapless surface states consisting of a single Majorana cone, which emerges for instance in 

the case of the 3He-B phase. This class of SC is denoted by the 2�]  invariant in 1D and 

2D [75,87–89] and by the integer �]  in 3D [75,88]. Based on the analogy between the 

Hamiltonians of a TRI superconductor and the QSHE, it has been argued that spin-up and 

spin-down electrons in the spin-triplet pairing channel form px + ipy and px - ipy Cooper pairs 

for a 2D TRI superconductor; i.e. the edge states of the system consist of spin-up and spin-

down states with opposite chiralities [82]. As in the QSHE, these edge states are protected by 

TRS, and thus should be gapless and without any backscattering (see 3.2.2.1). In a 3D TRI 

superconductor, where both spin polarization and orbital angular momentum are vectors, the 

system is analogous to the case of the 3He-B phase with a full pairing gap in the bulk. In 

contrast to 3D TIs, the surface states of the TSC may possibly host Majorana zero modes.  

 Along with time reversal invariant (TRI) TSCs, time reversal breaking (TRB) TSCs 

also attract tremendous interest as they give rise to non-Abelian statistics [90,91] and 

topological quantum computation, an active field of research [92]. Theoretically, a criterion 

for identification of topological phases in TRI and TRB superconductors has been proposed in 

details in Refs. [93–95]. 

3.3 Upper critical field Bc2 

In a magnetic field superconductivity is suppressed. For a standard BCS SC this is 

predominantly due to two interactions of the magnetic field with the Cooper pairs 

(Werthamer, Helfand, Hohenberg-WHH model [96]): 

(i) Interaction of the field with the orbital motion of the Cooper pairs (Lorentz force), 

which results in the orbital limit 2
orb
cB . 

(ii)  Interaction of the field with the spins of the Cooper pairs (Zeeman effect), which 

results in the spin-pair breaking, or so-called paramagnetic limit PB .  
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Overall, close to Tc the orbital depairing mechanism prevails, while the spin-pair breaking 

becomes dominant at low temperatures and in large fields.  

 According to the WHH approach, the orbital limiting upper critical field at 0 K 

depends simply on both Tc and the slope of Bc2(T) at Tc  

    �� ��2 2(0) /orb
c c c Tc

B T dB dT�]� ,    (3.9) 

where the pre-factor�] takes a value of 0.69 and 0.72 for the dirty (i.e. the mean free path 

l ��  coherence length �[ ) and clean limit (i.e. l �[�� ), respectively [96]. 

 The spin-pair breaking or Pauli limiting upper critical field is determined by a simple 

equation [97] 

    (0) 1.86P
cB T� �u .     (3.10) 

 In the presence of a magnetic field, the free energy of a SC changes. In particular, 

upon increasing the magnetic field, the free energy of the superconducting state increases, 

while in contrast the free energy of the normal state decreases. When these free energies 

become equal, the resulting upper-critical field can be defined  

    2
2

(0)
(0)

1

orb
c

c

B
B

�D
� 

��
,     (3.11) 

here �D is a parameter that measure the relative strength of the orbital and spin-pair breaking 

effect. It is called the Maki parameter [98] 

    22 (0) / (0)orb P
cB B�D� .     (3.12) 

Therefore, within the WHH formalism, the resulting Bc2(0) depends sensitively on the 

magnitude of �D, namely an increase of �D would suppress Bc2(0).   

3.3.1 Slope of the upper critical field Bc2(T) 

In the section above we have discussed the suppression of a SC in a magnetic field and 

showed a simple method to calculate the upper critical field Bc2 for T �o  0. Furthermore, by 

studying the temperature dependence of the upper critical field Bc2(T), which can be obtained 

by measuring the temperature dependence of the resistivity around the superconducting 

transition in fixed magnetic fields, we are able to obtain important information about the 

superconducting nature. In particular, the microscopic parameters of the superconducting state 

(i.e. the coherence length ��) and the normal state (i.e. the mean free path �•) can be retrieved by 

employing the initial slope of the upper-critical field 2cdB dT  at Tc. This method is based on 

the Ginzburg-Landau theory for type-II superconductors under the assumption of a spherical 



Theoretical aspects  

 

35 

 

Fermi surface. This analysis has been applied to A15 compounds [99] and heavy fermion 

systems [100]. The slope of Bc2(T) can be expressed by 

  
2

352
2 02

( ) 1.18 10 4480
c

c c
c

T s

B T
B R l

T S
�J

�J�U
�§ �·�w�c � �� � �u ���¨ �¸�w �© �¹

  (3.13) 

where Ss is the part of the Fermi surface where Cooper pairs are formed; the parameter R(�•) 

varies between R = 1 and R = 1.17 in the dirty and in the clean limit, respectively; �� is the 

Sommerfeld term in the electronic specific heat (per unit volume). Note that all parameters are 

in SI units. In the clean limit ( 0�Usmall, l �[�� ) the first term dominates 2cB�c, whereas in the 

dirty limit (
0�Ularge, l �[�� ) 2cB�cis mainly determined by the second term. Subsequently, the 

microscopic parameters (i.e. �•, ��) can be extracted  

   
0

1

s

l a
S�U

� , s

c

S
b

T
�[

�J
� ,     (3.14) 

where the quantities a and b are given by 1.533 × l06 �
  and 6.61 × l0-26 J/K, respectively.  

3.3.2 Temperature variation of the upper critical field Bc2(T) 

Strictly speaking, the classification of unconventional superconductivity based on the total 

spin S and orbital angular momentum L is not applicable in case of a material which has 

strong spin-orbit coupling such as a heavy fermion system [101]. Instead of a classification in 

singlet (S = 0) and triplet (S = 1) states, the total angular momentum J should be considered. 

However, it is not expected that the superconducting properties of such strong orbit-coupling 

systems are significantly different from the ones studied by using rather simple models 

ignoring spin-orbit coupling. To this  purpose, two theoretical models have been chosen: the 

WHH [96] and polar state models [80], which can be considered representative for all 

possible pairing states. 

 The WHH model describes s-wave pairing in the clean and dirty limit of 

superconductors and is expressed by the following equation [96,102]  

  
( )

1 1
ln

2 1 1 ( )

n

n

t
J

h
t n J

h

�Z

�Z

�D

�O
�D

� ���f

� ���f

�­ �½�§ �·
�¨ �¸�° �°�° �°�© �¹� ���® �¾

�� �§ �·�° �°�� �¨ �¸�° �°�© �¹�¯ �¿

�¦ ,    (3.15) 

where   2 1

0

( ) 2 exp( ) tan ( )J d�Z �Z�D �Z �Z �D �Z
�f

��� ���³     (3.16) 
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and 
�� ��2 1

h
n t�Z�D

�O
� 

�� ��
; 

c

T
t

T
� ;

2

22
2

F
c

c

v
h eB

T�S
�§ �·

� �¨ �¸
�© �¹

; 
1

0.882 /
2 c

l
T

�O �[
�S �W

� � ; (3.17) 

here, t is a reduced temperature with Tc the zero-field SC transition temperature and h is a 

reduced magnetic field. The reduced mean collision frequency�O is related to the coherence 

length �[ and the mean free path l  and takes the value zero in the clean limit ( l�[ �� ) and 

infinity in the dirty limit ( l�[ �� ). Note that the h(t) curve for the clean limit is above the one 

for the dirty limit case. In order to get an equal slope at t = 1 for all h(t) curves the 

normalization frequently used is 

   
�� �� �� ��

2

2 1

* ( )
/ /

c

c

c T T t

B h
h t

dB dT dh dt
� � 

�{ � 
�� ��

.   (3.18) 

The slope dh/dt varies as a function of �O [103,104]  

   �� �� �� �� �� �� �� ��
1

2 2

1
/ 3 / 4 1 / 2 1 / 2 1 / 2

t
dh dt �O �S �O �\ �O �\

��

� 
�ª �º�� � �� �� ���¬ �¼, (3.19) 

where �\ is the digamma function, which takes values from 1.426 for0�O� to 1.216�O for 

large �O [102].  

 In the second model, p-wave SC, using the normal state Green’s function for a SC in a 

magnetic field and taking into account merely the polar state, i.e. the equal spin pairing state 

(ESP: �n�nand �p�p), the temperature dependence of the upper-critical field is given by [80]  

    
1

ln ( )
2 1

n

n
n

t s
n

�Z
� ���f

� ���f

�ª �º
� ���« �»���¬ �¼

�¦ ,    (3.20) 

with   �� ��2 2 1 13
20

( ) 2 {[1 ( ) ] tan ( ) }u
n

t
s du e u u u

h �Z �Z �Z�Z �D �D �D
�f �� �� �� ��� �� ���³ , (3.21) 

2 1w

h
t n

�D � 
��

, the reduced temperature 
c

T
t

T
�  with Tc a zero-field SC transition temperature 

and a reduced magnetic field 
2

22
2

F
c

c

v
h eB

T�S
�§ �·

� �¨ �¸
�© �¹

.  

 The solutions of equations (3.15) and (3.20) have been applied to the two candidates 

for TSCs CuxBi2Se3 [84] and YPtBi [67] presented in detail in the chapters 4 and 5, 

respectively. 
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Possible p-wave 

superconductivity in 

the doped topological 

insulator  CuxBi 2Se3   
 

 

 

In this chapter, we report magnetic and transport measurements carried out on the candidate 

topological superconductor (TSC) CuxBi2Se3. The study mainly focuses on the response of 

superconductivity to a magnetic field and high pressures up to 2.3 GPa. Upon increasing the 

pressure, superconductivity is smoothly depressed and vanishes at pc ~ 6.3 GPa. At the same 

time, the metallic behaviour is gradually lost. These features are explained by a simple model 

for a low electron carrier density superconductor. The analysis of the upper critical field 

shows that the Bc2(T) data collapse onto a universal curve, which clearly differs from the 

standard curve for a weak coupling, orbital limited, spin-singlet SC. Although an anisotropic 

spin-singlet state cannot be discarded completely, the absence of Pauli limiting and the 

similarity of Bc2(T) to a polar-state function point to spin-triplet SC. This observation is in 

accordance with theoretical predictions for TSCs. 

 

 

(Part of this chapter has been published as T. V. Bay et al., Phys. Rev. Lett. 108, 057001 

(2012)) 
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4.1 Introduction  

Topological insulators (TIs) have sparked wide research interest because they offer a new 

playground for the realization of novel states of quantum matter [1,2]. In 3D TIs the bulk is 

insulating, but the 2D surface states - protected by a nontrivial Z2 topology - are conducting 

due to their topological nature. More interestingly, the concept of TIs can also be applied to 

superconductors (SCs), due to the direct analogy between topological band theory and 

superconductivity [3,4]. Topological SCs in 1D, 2D and 3D are predicted to be nontrivial SCs 

with mixed even and odd-parity Cooper pair states [5,6]. Of major interest in the field of 

topological SCs is the realization of Majorana zero modes [1,2], that are predicted to exist as 

protected bound states on the edge of the 1D, 2D or 3D superconductor. Majorana zero modes 

are of great potential interest for topological quantum computation [1,2]. Recently, signatures 

of Majorana states have been observed for the first time experimentally in a semiconducting 

nanowire coupled to an ordinary s-wave superconductor [7]. This opens up the possibility to 

explore and fabricate a new type of quantum computation devices. Topological SCs are rather 

scarce. The B phase of 3He has recently been identified as an odd-parity time-reversal 

invariant topological superfluid [8], whereas the correlated metal Sr2RuO4 is a time-reversal 

symmetry breaking chiral 2D p-wave SC [3]. Other candidate topological superconductors 

can be found among the half-Heusler equiatomic platinum bismuthides LaPtBi, YPtBi, 

LuPtBi [9–12] and the doped semiconductor Sn1-xInxTe  [13]. 

 In 2010, Hor and co-workers initiated a new route to fabricate topological 

superconductors, namely, by reacting the 3D TIs Bi2Se3 and Bi2Te3 with Cu or Pd [14,15]. By 

intercalating Cu1+ into the van der Waals gaps between the Bi2Se3 quintuple layers, SC occurs 

with a transition temperature Tc = 3.8 K in CuxBi2Se3 for 0.12 �”�� �[�� �”�� ������������ �+�R�Z�H�Y�H�U���� �W�K�H��

reported SC shielding fractions were rather small and the resistance never attained a zero 

value below Tc, which casted some doubt on the bulk nature of SC. As regards CuxBi2Se3, this 

concern was taken away by Kriener et al.  [16,17], who showed that Bi2Se3 single crystals 

electrochemically intercalated by Cu have a SC volume fraction of about 60% (for x = 0.29) 

as evidenced by the significant jump in the electronic specific heat at Tc. SC was found to be 

robust and present for 0.1�”���[���”�������������3�K�R�W�R�H�P�L�V�V�L�R�Q�� �H�[�S�H�U�L�P�H�Q�W�V�� �F�R�Q�G�X�F�W�H�G���W�R���V�W�X�G�\�� �W�K�H���E�X�O�N��

and surface electron dynamics reveal that the topological character is preserved in CuxBi2Se3 

 [18] as demonstrated in Fig. 4.1. Based on the topological invariants of the Fermi surface, 

CuxBi2Se3 is expected to be a time-reversal invariant, fully gapped, odd parity, topological SC 

 [5,6]. A recent study of the Cooper pairing symmetry within a two-orbital model led to the 

proposal that such a state can be favored by strong-spin orbit coupling [19]. Indeed several 
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experiments have revealed properties in line with topological SC. The magnetization in the 

SC state has an unusual field variation and shows curious relaxation phenomena, pointing to a 

spin triplet vortex phase [20]. Point contact measurements reveal a zero-bias conductance 

peak in the spectra, which possibly provides evidence for Majorana zero modes [21]. These 

signatures of topological SC make the experimental determination of the basic SC behavior of 

CuxBi2Se3 highly relevant. 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 Topological surface state of CuxBi2Se3 from ARPES measurements at 4 K. The Dirac 

point is located at ~ -0.38 eV. The data are kindly provided by Dr. E. van Heumen (QEM group, 

private communication). 

4.2 Sample preparation 

A series of single crystalline samples CuxBi2Se3 was prepared at the WZI by Dr. Y.K. Huang 

with x ranging from 0.12 to 0.3. The high purity elements Cu, Bi, and Se were molten 

together at 850 �qC in quartz tubes sealed under high vacuum. Subsequently, the tubes were 

slowly cooled till 500-600 �qC in order to grow the crystals. After growth the crystals were 

annealed for 60-100 hours.  

 More than thirty samples were measured in a standard bath cryostat to check for SC. 

All samples showed metallic behavior. Many samples revealed some traces of SC below 

2-3 K. However, only very few samples showed zero resistance below the superconducting 

transition temperature Tc = 3.8 K. It appears, therefore, that SC is very fragile and sensitively 

depends on the sample preparation process. It was also tried to synthesize the material with 

the electro-chemical method, by which ideally Cu1+ acts as a donor, but in contrast to 

Refs. [16,17] a full SC transition (R = 0) was never obtained by this route. In the remainder of 
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this chapter we focus on the best samples fabricated by the melting method with a nominal Cu 

content x ~ 0.3, a nominal Bi content ~ 2.1, and rapid quenched after annealing.                                                         

  CuxBi2Se3 belongs to the space group3R m and possesses a layered crystal structure 

with lattice parameters a = 4.138 Å and c = 28.736 Å as shown in Fig. 4.2. The pristine 

compound Bi2Se3 is constructed from double layers of BiSe6 octahedra resulting in a Se-Bi-

Se-Bi-Se five layer sandwich. The dopant Cu atoms either substitute at Bi sites or intercalate 

at the octahedrally coordinated (0, 0, 1/2) sites (Wyckoff notation 3b site) in the Van der 

Waals gaps between the Bi2Se3 quintuple layers. SC is associated with intercalation rather 

than substitution [14]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2 Layered structure of CuxBi2Se3. The small pinkish dots depict copper atoms 

intercalated in the Van der Waals gaps between the quintuple layers. Picture taken from Ref. [14]. 

4.3 Ac-susceptibility  

In order to determine the superconducting shielding fraction of our samples, ac-susceptibility 

( ac�F ) measurements have been performed at the Institute Néel by Dr. C. Paulsen in a 

dedicated SQUID magnetometer. Fig. 4.3 shows the low-temperature susceptibility data of 

two Cu0.3Bi2.1Se3 samples (sample S�&, m = 0.5 g, sample S�A, m = 0.25 g). The SC shielding 

fractions amount to 13 % and 16 %, respectively. The data have been corrected for 

demagnetization effects. In both samples the SC transition sets in at Tc-onset = 3.1 K. The 

signals are rather sluggish upon lowering temperature being indicative of sample 

inhomogeneities.  
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 These SC volume fractions are lower than those (up to 60 %) reported in Ref. 18 for 

samples prepared by electro-chemical intercalation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3 Temperature dependence of the real part of the ac-susceptibility of two plate-like 

Cu0.3Bi2.1Se3 crystals. Left panel: sample S�& with the driving field in the ab-plane. Right panel: 

sample S�Awith the driving field perpendicular to the ab-plane. The driving frequency is 2.1 Hz. 

The amplitude of the driving field is 0.25 Oe and 0.5 Oe, respectively. The driving fields are well 

below Hc1 = 5 Oe, Ref. 22.  

4.4 Electrical resistivity 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 Temperature dependence of the resistivity of Cu0.3Bi2.1Se3 (sample #1) at ambient 

pressure. Inset: superconducting transition. 

Many batches of CuxBi2Se3 were initially tested after growth using a He bath cryostat in 

which the temperature can be lowered down to 1.5 K by directly decreasing the vapour 

pressure of liquid helium. Fig. 4.4 shows a representative resistivity curve in the temperature 


























































































































