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ABSTRACT

Background To examine how authors explore and report on sources of heterogeneity in systematic reviews of diagnostic accuracy studies.

Methods A cohort of systematic reviews of diagnostic tests was systematically identified. Data was extracted on whether an exploration of the sources of heterogeneity was undertaken, how this was done, the number and type of potential sources explored, and how results and conclusions were reported.

Results Of the 65 systematic reviews, 12 did not perform a meta-analysis and 8 of these gave heterogeneity between studies as a reason not to. Of the 53 reviews containing a meta-analysis, 40 explored potential sources of heterogeneity in a formal manner and 27 identified at least one source of heterogeneity. The reviews not investigating heterogeneity were smaller than those that did (median of 8[IQR:5-15] vs. 14[IQR:11-19] primary studies). Twelve reviews performed a sensitivity analysis, 25 stratified analyses, and 19 meta-regression. Many sources of heterogeneity were explored compared to the number of primary studies in a meta-analysis (median ratio 1:5). Review authors placed importance on the exploration of sources of heterogeneity; 37 mentioned the exploration or the findings thereof in the abstract or conclusion of the main text.

Discussion/Conclusion Methods for investigating sources of heterogeneity varied widely between reviews. Based on our findings of the review, we made suggestions on what to consider and report on when exploring sources of heterogeneity in systematic reviews of diagnostic studies.
What is new?

Key findings
- A wide variety of approaches are used for exploring sources of heterogeneity in reviews of diagnostic studies.
- Exploring and reporting sources of heterogeneity is complex in reviews of diagnostic tests as they typically focus on two potential correlated outcomes (sensitivity and specificity).

What this adds to what was known
- Inspired by the variety of approaches observed in this review, a list of items to consider and report on when exploring sources of heterogeneity in diagnostic reviews was developed.

What is the implication, what should change now
- Further guidance for exploring sources of heterogeneity could improve the strength and usefulness of systematic reviews of diagnostic studies.

INTRODUCTION

As with any review, the results between studies in a review of diagnostic tests are likely to be different, also referred to as variability or heterogeneity in results. Some heterogeneity in the results between studies can be expected simply due to chance variation. Even if studies are methodologically identical and carried out in the same population, their results will vary because each study only observes a finite sample from the total population of interest. This variation is known as chance variation, and is directly linked to the sample size of a study.

Statistical tests and measurements (such as Cochran’s Q test or I²) are often used to conclude whether there is more heterogeneity than is expected due to chance alone (1). If there is more heterogeneity than expected due to chance alone, this is termed systematic differences, statistical heterogeneity, or ‘true’ heterogeneity. In a random effects model, this ‘true’ heterogeneity is anticipated and such models then estimate its magnitude with a metric known as τ² or the between-study variance (2).

When there are indications that there is ‘true’ heterogeneity, it is likely that something is causing the heterogeneity (e.g. the index test's performance varies between settings or the study designs differ between studies), and reviewers are encouraged to look into the possible causes of this heterogeneity (3;4).
Unexplained heterogeneity in a review usually results in a downgrading of the quality of the evidence it provides (5;6). Identifying whether there are systematic differences in accuracy of the index test between studies is an important step in translating the results of the review to clinical practice.

The pooling of the results from diagnostic studies in a meta-analysis has an additional level of complexity compared to intervention meta-analyses in that there are usually two correlated analytical outcome measures of interest, namely the sensitivity and specificity of the index test. Similar to intervention reviews, there can be many causes for true heterogeneity, including both clinical and non-clinical factors, such as age, disease spectrum, or study design characteristics. However, a special additional source of heterogeneity that reviews of diagnostic studies may present is related to having two correlated outcomes of interest. Sensitivity and specificity are often negatively correlated due to implicit or explicit differences in the index test threshold. This so-called threshold effect adds an additional layer of complexity to the exploration of sources of heterogeneity in meta-analyses of diagnostic studies.

While guidelines for investigating the sources of heterogeneity in results in systematic reviews of interventions have been established (7), this is not yet the case for systematic reviews of diagnostic studies. The number of systematic reviews of diagnostic studies published each year is rapidly increasing and the methods for performing such studies have seen many technical developments over the past years (3;8).

The aim of this methodological review of the literature is to document how sources of heterogeneity are currently being explored in systematic reviews of diagnostic accuracy studies and to propose a list of items for researchers to consider and report on when performing such an exploration.

METHODS

Overarching project
This study was a part of a meta-epidemiologic project on systematic reviews of diagnostic studies. The goal of this project was to investigate several methodological topics such as small sample size effects, time lag bias, quality assessment, and how to interpret tests and measurements of heterogeneity.

Selection of review articles
Systematic reviews of diagnostic test accuracy studies were identified on September 12th using a systematic search in EMBASE and MEDLINE indexed
journals between May 1st and September 11th, 2012 (see Appendix 1). Titles and abstracts were screened and then full texts were read to make a final selection. We distinguished between reviews with and without meta-analyses. A meta-analysis was defined as a review in which a pooled estimate for at least one accuracy estimator was reported or, alternatively, in which a summary ROC curve (sROC) was provided.

As this article is about formal methods for investigating sources of heterogeneity, as opposed to narrative descriptions of heterogeneity, the primary articles of interest were reviews that contained a meta-analysis. However, as one approach to deal with a high amount heterogeneity is to not pool the results in a meta-analysis, we also performed a brief subsidiary examination of systematic reviews without a meta-analysis to document the reasons review authors provided for not pooling. Reviews on prognostic tests (those used to predict a future condition or event rather than to test for the presence or absence of a current one), testing in animals, individual patient data reviews, conference abstracts, and written in languages other than English were excluded.

**Data extraction from the reviews**
The data extraction form was pilot tested by performing double data extraction on a third of the articles (by C.N., W.E., E.O., J.G., L.H., and M.L.). Discrepancies were discussed and unclear questions on the form were made more specific. Data extraction was then performed by one researcher (by C.N., W.E., and E.O.) using the standardized form and checked by another (by C.N., W.E., or E.O.).

Systematic reviews often contain more than one meta-analysis. In order to prevent the dominance of reviews containing multiple meta-analyses, only information from the main meta-analysis was collected. For objectiveness and clarity in data-extraction, the main meta-analysis was defined as the largest group of studies for which a meta-analysis was performed. We thought that the largest meta-analysis was also most likely to have explored sources of heterogeneity. As we were more interested in the range of possibilities for exploring sources of heterogeneity than in precise counts of methods used, we do not think that this selection of the largest meta-analyses will bias our conclusions.

In addition to general review characteristics gathered for the overarching project, information was extracted on the following: whether sources of heterogeneity were explored, the number and type of sources explored, the
methods used to explore these sources, how these results were reported, and how conclusions about sources of heterogeneity were made.

For the systematic reviews without a meta-analysis, we extracted the reasons why review authors refrained from calculating a pooled estimate. We were particularly interested in seeing if heterogeneity was one of the reasons given for not performing a meta-analysis. When the reviews with a meta-analysis did not explore sources of heterogeneity, information was extracted about the reasons why they did not. What review authors reported about how they intended to make a decision on whether to explore sources of heterogeneity was also recorded.

When counting the number of potential sources of heterogeneity explored (which we refer to hereafter as “factors”), the types of factors were counted, rather than the number of subgroups or strata of those factors. For example, if threshold effects were explored and summary estimates were presented for several cutoff points, threshold was only counted as one factor. The relationship (ratio) between the number of factors explored and the number of primary studies in the review was analyzed, as well as the relationship between the number of factors explored and the method used to perform the exploration.

The factors explored were categorized as clinical, quality (i.e. study design characteristics), index test related, or “other”. Explanation of some of the quality related factors explored can be found in QUADAS-2, a revised tool for the quality assessment of diagnostic accuracy studies (9). Publication year of the target disease under study, was categorized under the category “other” because it is often difficult to know what it truly measures. For example, over time, technological advances may result in the accuracy of an imaging test improving, but at the same time the patient spectrum could also change. In such a situation, publication year could be categorized as a clinical or an index test related source of heterogeneity. In addition to categorizing the factors, it was also noted whether continuous factors were categorized or sum scores (scores which summarize information about several factors into a single value) were used.

The methods used to explore sources of heterogeneity were classified into three categories: sensitivity analysis, stratification, and meta-regression. We defined sensitivity analysis as the exclusion of one or more studies from the meta-analysis for the purpose of seeing how the summary estimates in the reduced group differ from the overall estimate (10). Stratified analysis was defined as the calculation of summary estimates for subgroups defined by a
particular factor (e.g. providing separate estimates of sensitivity and specificity for each gender). Meta-regression was defined as the entering of a factor or factors into a meta-regression model as coefficients to explore how they influenced the summary estimates (11).

Since there are different ways to come to conclusions about whether a specific factor is a source of heterogeneity, what the authors reported about how they made this conclusion was recorded. Additionally, it was noted whether the sources were tested statistically, whether the results were presented per subgroup, and whether the reduction in heterogeneity or remaining heterogeneity (within a subgroup compared to all groups combined) was reported.

Information was extracted on what authors reported in the abstract and conclusion about the exploration of sources of heterogeneity. Studies that discussed this in either the abstract or conclusion were considered to place a high importance on this topic, as these are the sections in which the most important findings are typically discussed and which most readers often base their own conclusions upon (12).

**Data extraction from the reviews**

As methodological reviews should go beyond only describing what has been done to provide assistance to researchers (11), a list of items for researchers to consider and report on when exploring sources of heterogeneity in a systematic review of diagnostic studies was developed. The domains in the list parallel data extraction (i.e. whether to explore sources of heterogeneity, selection of factors to explore, methods of exploration, and presentation and interpretation of results) and the contents were inspired by the variety of approaches observed in the reviews.

**RESULTS**

**Search results**

After exclusion of duplicates, the search resulted in a total of 1273 hits. Upon screening of titles as well as the exclusion of articles that were only conference abstracts, 1058 articles were excluded. The full text of the remaining 89 potentially relevant articles was reviewed to determine whether they met the inclusion criteria. After this process, 65 systematic reviews were identified of which 53 contained at least one meta-analysis. Appendix 2 contains the search
results details and Appendix 3 contains a list of the included reviews.

### Table 1. Characteristics of all reviews containing a meta-analysis \( (n=53) \) and of the subset in which heterogeneity was investigated statistically \( (n=40) \)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of primary studies (median [IQR])</td>
<td>14</td>
<td>[9.5-18.5]</td>
</tr>
<tr>
<td>Size of primary studies (median [IQR])</td>
<td>87</td>
<td>[45-182]</td>
</tr>
<tr>
<td>Type of study</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td>32</td>
<td>60%</td>
</tr>
<tr>
<td>Lab</td>
<td>15</td>
<td>28%</td>
</tr>
<tr>
<td>Clinical Examination</td>
<td>6</td>
<td>11%</td>
</tr>
<tr>
<td>Meta-analyses looking at more than one index test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 tests</td>
<td>14</td>
<td>26%</td>
</tr>
<tr>
<td>3-6 tests</td>
<td>16</td>
<td>30%</td>
</tr>
<tr>
<td>&gt;6 tests</td>
<td>1</td>
<td>2%</td>
</tr>
<tr>
<td>Contained a comparative question</td>
<td>21</td>
<td>40%</td>
</tr>
<tr>
<td>Testing and measuring heterogeneity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cochran’s Q-test</td>
<td>28</td>
<td>53%</td>
</tr>
<tr>
<td>( I^2 )</td>
<td>31</td>
<td>58%</td>
</tr>
<tr>
<td>( \tau^2 )</td>
<td>7</td>
<td>13%</td>
</tr>
<tr>
<td>Prediction intervals, ellipses, or bands</td>
<td>3</td>
<td>6%</td>
</tr>
<tr>
<td>Method(s) for conducting the meta-analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Univariate analysis only</td>
<td>13</td>
<td>26%</td>
</tr>
<tr>
<td>SROC (Moses-Littenberg): linear regression D on S</td>
<td>24</td>
<td>48%</td>
</tr>
<tr>
<td>HSROC (Rutter and Gatsonis): accuracy, scale and threshold parameter</td>
<td>5</td>
<td>5%</td>
</tr>
<tr>
<td>Bivariate random effects model (Reitsma): random effects sens &amp; spec</td>
<td>13</td>
<td>26%</td>
</tr>
<tr>
<td>Studies performing a quality assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUADAS</td>
<td>40</td>
<td>75%</td>
</tr>
<tr>
<td>QUADAS-2</td>
<td>1</td>
<td>2%</td>
</tr>
<tr>
<td>STARD</td>
<td>5</td>
<td>9%</td>
</tr>
<tr>
<td>Other or own instrument</td>
<td>5</td>
<td>9%</td>
</tr>
<tr>
<td>No quality assessment</td>
<td>4</td>
<td>8%</td>
</tr>
<tr>
<td>Studies investigating sources of heterogeneity statistically</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methods for investigating sources of heterogeneity ( (n=40) )†</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity Analysis</td>
<td>12</td>
<td>30%</td>
</tr>
<tr>
<td>Stratified Analysis</td>
<td>25</td>
<td>63%</td>
</tr>
<tr>
<td>Meta-Regression</td>
<td>19</td>
<td>48%</td>
</tr>
<tr>
<td>Number of potential sources of heterogeneity explored/number of primary studies in meta-analysis ( (n=40) ) (median [IQR])</td>
<td>0.21</td>
<td>[0.09-.46]</td>
</tr>
<tr>
<td>Number of reviews identifying sources of heterogeneity ( (n=40) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least 1</td>
<td>29</td>
<td>73%</td>
</tr>
<tr>
<td>More than 1</td>
<td>8</td>
<td>20%</td>
</tr>
</tbody>
</table>

† These numbers do not add up to 40 because some studies used more than one of the methods.
**General characteristics of the reviews**

Of the 12 systematic reviews that did not perform a meta-analysis, eight stated that they did not do so because there was too much heterogeneity. Other reasons given for not performing a meta-analysis were low quality of the primary studies (n=4), too few primary studies (n=2), and studies having different cut-offs (n=1).

The general characteristics of the 53 reviews that contained a meta-analysis can be found in Table 1. The meta-analyses contained a median of 14 primary studies [IQR 9.5-18.5]. The majority of reviews were on imaging tests (60%), a large percentage was on lab tests (26%), and a few were on clinical examination procedures (14%). Over half of the meta-analyses investigated more than one index test and the majority of these contained a comparative question.

More than half of the reviews that contained a meta-analysis tested for heterogeneity using Cochran’s Q-test (n=28) and more than half of the reviews measured it using I² (n=31). Very few presented the between-study variance estimate (τ²) from a random effects model (n=7), and even fewer interpreted this for the reader by presenting prediction intervals or ellipses (n=3). Prediction regions show the range of values where the true value from a new comparable study is likely to be found. When obtaining summary estimates of test accuracy, only about a third used a more advanced hierarchical bivariate model (n=13), while approximately half used a SROC according to Moses and Littenberg (n=24), and the rest only undertook univariate pooling (n=13).

Almost all of the reviews with a meta-analysis performed a quality assessment of the primary studies (n=49). The vast majority of studies used the formal tool QUADAS (a quality assessment tool for diagnostic accuracy studies) (n=40). As the newer version of this tool, QUADAS-2, was only introduced at the end of 2011, it is logical that it was only used in one of the reviews (19).

**Number and type of sources of heterogeneity explored**

Forty of the 53 reviews containing a meta-analysis formally explored sources of heterogeneity. There was a large spread in the number of factors that were explored as potential sources of heterogeneity (Figure 1). The median ratio of factors explored relative to the number of primary studies contained in a meta-analysis, was approximately 1 factor for every 5 primary studies. In 33 of the 40 meta-analyses exploring sources of heterogeneity (80%), more than one factor was explored for every ten studies included. Note that we only counted...
factors that were actually formally explored. Authors often stated in the methods that they would look at many factors as sources of heterogeneity, but for various reasons (e.g. too few studies in the meta-analysis or poor reporting on the factor of interest) some of them could not be explored.

A breakdown of the number of meta-analyses investigating particular types of factors can be found in Table 2. There did not appear to be a difference in the frequency in which any of the categories of factors (i.e. clinical, quality (study design characteristics), or index test related) were explored. The factors categorized under the “other” category of sources of heterogeneity were the percentage of index test positives (n=1), studies that appeared to be outliers based on visual assessment of the ROC curve (n=1), and a leave-one-out (outlier) analyses (n=2).

While some studies reported that they pre-specified what factors they would explore, some reviews may have decided which factors to explore based (partially) on visual exploration of the results presented in forest or ROC plots. This was not information that we extracted from the meta-analyses, as it is often impossible to tell whether authors selected factors prior to or after the gathering of the primary study results. However, we did observe a difference in approaches from comments made by the authors. For example, one reviewer reported that “heterogeneity was evaluated visually through observed differences between study characteristics and methodologies, and by examining for substantial difference in the sensitivities and specificities on the forest plot. Studies that demonstrated considerable heterogeneity were excluded from the meta-analysis”(20).

Of the 25 reviews in which continuous factors were explored (such as mean age, publication year, or prevalence), 15 studies dichotomized these factors. In the other 10 it was unclear how these factors were explored. Only 3 of the 15 reviews that had dichotomized the factor of interest provided the reason behind the chosen cut-off. Of the 25 reviews that explored quality items, quality sum-scores were explored as a potential factor of heterogeneity in 5 reviews.

Methods of investigating sources of heterogeneity
Of the 40 studies investigating heterogeneity, 12 performed sensitivity analysis, 25 stratification, and 19 meta-regression (Table 3). Fifteen studies used two of these methods and 1 used all three.

The number of factors explored varied by methods for investigating heterogeneity. Sensitivity analysis was only conducted on 1 or 2 factors per
meta-analysis, while a median of 3 factors were explored using stratification, and 4 through meta-regression. Comparing stratification to meta-regression, a high numbers of factors (i.e. >6) were only explored using meta-regression. While the number of factors explored varied between the methods, there was no difference observed by method type in terms of the number of primary studies or the total number of subjects in the meta-analysis.

In the studies using meta-regression, it was often unclear whether they had explored factors one by one (e.g. by fitting multiple models), or whether they entered multiple factors into a single model. In 7 of the 18 studies that had looked at more than one potential factor, it was reported that multiple factors were put into the model at the same time. However, in the other 11 studies, it was unclear how factors had been entered and removed from the model.
Table 2. Sources of heterogeneity explored (n=40)

<table>
<thead>
<tr>
<th>Category</th>
<th>Factor</th>
<th>No. of studies investigating factor (n=40)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical Factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>Spectrum or other clinical-related factors</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Prevalence</td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>Study quality items‡</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Blinding</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>Sample size</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>Reference test</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>Verification biases</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Quality score</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Prospective vs. Retrospective design</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Consecutive vs. Non-consecutive enrolment</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Other quality items</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Test/Threshold</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>Variation of the index test</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>Index test threshold</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Publication year</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Other not-classified‡</td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

‡Explanation of how some of these quality items can introduce bias can be found in QUADAS-2, a revised tool for the quality assessment of diagnostic accuracy studies(9)

‡Other: studies that appeared to be outliers based on visual assessment of the ROC curve (n=1), percentage of index test positives (n=1), and a leave-one-out sensitivity analysis (n=2)

Reviews that did not examine sources of heterogeneity

Although most meta-analyses attempted to explain the variety in study results in a descriptive manner, one fourth (n=13) did not explore sources of heterogeneity formally. Meta-analyses that did not explore sources of heterogeneity were not very different from those that did. Overall, they were slightly smaller in terms of the number of primary studies and participants included in the meta-analysis (Table 3). Still, several studies that explored sources of heterogeneity were smaller than those that had not (Figure 1). Authors concluded that there was significant heterogeneity in about two-thirds of the meta-analyses in both groups (those exploring and those not exploring sources of heterogeneity) (Table 3).

Of the 13 meta-analyses that did not report on the formal exploration of
sources of heterogeneity, only one author reported the reason not to, namely, that there were too few studies. In the methods section, 4 articles (out of the 53 meta-analyses) announced that the results of the tests for true heterogeneity would influence the decision of whether to explore sources of heterogeneity.

Interpretation and presentation of results

Although many reviews explored sources of heterogeneity (n=40), the methods to which they came to conclusions about sources of heterogeneity, the thoroughness to which they reported their results, and the importance that was given to the findings of this exploration varied (Table 4).

In total, only 11 (28%) gave a clear description of how they defined sources of heterogeneity. A variety of methods for defining a significant source of heterogeneity was observed, such as comparing the confidence intervals of subgroups, looking at the p-value of the regression coefficient in meta-regression, and testing if ‘true’ heterogeneity was (still) present within the subgroups. Twenty-nine studies (73%) identified at least one source of heterogeneity and 8 (20%) identified more than one source. Of these 29 studies, only 8 (28%) explained how they came to this conclusion.

Some researchers only performed the exploration of sources of heterogeneity without presenting the results in a form that was easy for readers to interpret (i.e. by only performing statistical testing or presenting coefficients from meta-regression) (n=6, 15%), while others (also) presented stratified results for at least one factor explored (n=34, 85%).

Only 3 (8%) of the 40 meta-analyses that had explored sources of heterogeneity did not mention anything about this exploration, or the findings thereof, in either the abstract or the conclusion (the main findings). Of the 29 studies identifying a source of heterogeneity, 25 (86%) reported this finding in the main findings. On the other hand, 14 (35%) authors reported in the main findings that they were either unable to explore (particular) sources of heterogeneity or unable to come to a conclusion about the cause of heterogeneity. When reporting the findings in the abstract, authors usually (n=13, 93%) presented and gave a clinical or methodological explanation for the subgroup results.
Table 3. Comparison of methods of investigating sources of heterogeneity (n=40)

<table>
<thead>
<tr>
<th>No. of factors explored (median [IQR])</th>
<th>Only a narrative exploration of heterogeneity (n=13)</th>
<th>Explored sources of heterogeneity statistically (n=40)</th>
<th>Sensitivity N=12†</th>
<th>Stratification N=25†</th>
<th>Meta-Regression N=19†</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>1 [1, 1]</td>
<td>3 [1, 4]</td>
<td>4 [3, 6]</td>
<td></td>
</tr>
<tr>
<td>2 to 3</td>
<td>-</td>
<td>-</td>
<td>10</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>4 to 5</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6 or more</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>9</td>
<td>5</td>
</tr>
</tbody>
</table>

Study Size (median [IQR])

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio of no. of factors explored to the number of studies in the meta-analysis (median [IQR])</td>
<td>-</td>
<td>.21 [.09-.46]</td>
<td>.07 [.06 .12]</td>
<td>.15 [.07 .26]</td>
<td>.27 [.15 .50]</td>
</tr>
<tr>
<td>Authors concluded that there was significant/meaningful true heterogeneity</td>
<td>8 (62%)</td>
<td>27 (68%)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

† The numbers do not add up to 40 because some studies used more than one method: 3 studies performed sensitivity analysis and stratification, 4 sensitivity analysis and meta-regression, 8 meta-regression and stratification, and 1 study used all three methods.
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Table 4. Meta-analyses differ in how they analyze, report, and present their conclusions about the sources of heterogeneity (n=40)

<table>
<thead>
<tr>
<th>Analysis and Reporting</th>
<th>In abstract</th>
<th>In conclusions</th>
<th>In either</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defined significant source of heterogeneity</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presented results per subgroup</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduction in heterogeneity was reported</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No mention of sources of heterogeneity</td>
<td>16</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Unable to explore what causes the heterogeneity</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Unable to conclude what causes the heterogeneity</td>
<td>4</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Identified factors as sources of heterogeneity</td>
<td>8</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>Presented subgroup results</td>
<td>14</td>
<td>not applicable†</td>
<td>14</td>
</tr>
<tr>
<td>Interpreted subgroup results</td>
<td>13</td>
<td>not applicable†</td>
<td>13</td>
</tr>
</tbody>
</table>

†This information was not applicable as most studies present the results in the results section, not the conclusion.

Table 5. Summary items to consider and report on when exploring sources of heterogeneity

<table>
<thead>
<tr>
<th>Domain</th>
<th>Key items to consider and report on</th>
</tr>
</thead>
</table>
| Whether to explore sources of heterogeneity | • Consider and report how this decision will be made  
• Report why the exploration was not possible |
| Selecting potential sources of heterogeneity to explore | • Consider whether to limit the number of factors explored  
• Consider and report on how potential sources will be selected:  
  o Motivated analysis (a few factors thought to be of most particular clinical interest or cause severe bias) or exploratory analysis (many available factors)  
  o A priori or a posteriori selection of factors  
• Consider exploring individual quality items instead of quality sum-scores  
• Consider whether each factor is a patient or study level characteristic.  
  o When it is a patient-level factor, consider whether subgroup estimates can be can be extracted (e.g. separate estimates for male and female) as opposed to study-level characteristics (e.g. percentage male and female) |
Table 5. Summary items to consider and report on when exploring sources of heterogeneity (continuing from page 105)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Key items to consider and report on</th>
</tr>
</thead>
</table>
| **Methods of exploring sources of heterogeneity** | • Consider, for each factor being explored, what method to use to explore sources of heterogeneity:  
  o Sensitivity, stratified analysis, or (bivariate) meta-regression  
• If there are two main outcomes of interest in the study (i.e. sensitivity and specificity), consider using bivariate meta-regression  
• When performing (bivariate) meta-regression:  
  o Consider and report the form of the factors being explored (categorical or continuous). If factors are categorized, report the cut-off points and reasoning behind them.  
  o Consider and report how factors are entered into the model (a separate model for each factor, all factors in the same model, etc.) |
| **Interpretation and Presentation of results** | • Consider and report how conclusions are drawn about what is a significant source of heterogeneity  
• Consider whether reporting stratified results will help interpretation  
• Before concluding that a particular factor causes heterogeneity, consider what other closely related factors could also have caused it  
• Consider and report why factors identified as sources of heterogeneity could cause heterogeneity |

DISCUSSION

Strengths and limitations of this review

In addition to documenting how sources of heterogeneity are currently being explored, this review goes one step further than existing reviews (in the following discussion) to provide a list of items that researchers can consider and report on when investigating sources of heterogeneity (8;21). While we do not provide formal guidance, the list of items we provide will be helpful to researchers in that it raises awareness of the various options available. This list can be found in Table 5.

Although our sample size of meta-analyses was somewhat smaller than prior methodological studies on systematic reviews of diagnostic studies (8;21), we think that it was sufficiently large. We think that our sample size was large enough because our goal was to get an idea of the range of approaches used rather than to precisely estimate how many studies took each approach to investigating sources of heterogeneity (11). Whether to explore sources of heterogeneity statistically
The first decision to make when looking into why results vary between primary studies is whether to explore the potential factors causing this variability in a formal, statistical manner as opposed to simply providing a narrative description. It is important to acknowledge that there are several insurmountable barriers to formally investigating sources of heterogeneity. In addition to a small number of primary studies included in the review, poor reporting in the primary studies, or high similarity of the studies in terms of study design and study population can make investigating sources of heterogeneity difficult (7).

While it makes sense that there is no need to explore the source of heterogeneity if there is no true heterogeneity detected, defining true heterogeneity is challenging. Authors may judge whether there is heterogeneity from visual inspection of the forest or ROC plots. While viewing data can provide insights into the variability between studies, it is subjective and formal inferences about the presence of true heterogeneity can only be made based on statistical tests and measurements (3;22).

That said, statistical tests and measurements of heterogeneity also have their pitfalls. Tests for heterogeneity, such as the Cochrane’s Q-statistic have low power for the typical review of diagnostic tests in which often few and also relatively small studies are included (23;24). Likewise, the confidence interval around I² will be very large when there are few studies, meaning that there is large uncertainty about heterogeneity. This high degree of uncertainty makes the I² difficult to use when making a decision about whether to explore sources of heterogeneity, regardless of the chosen cut point (22). Furthermore, the I² does not take into account the correlation between sensitivity and specificity.

The bivariate random effects model provides metrics for heterogeneity that take into account the correlation between sensitivity and specificity (15). This model provides three parameters: between-study variance ($\tau^2$) in sensitivities and specificities as well as the covariance between them. The combination of these three metrics makes it possible to examine total study variance in sensitivity or specificity as well as conditional variance (the variance in sensitivities at a fixed value of specificity or vice versa). However, the $\tau$’s are difficult for authors to interpret. More guidance is needed on interpreting the tests and measurements for true heterogeneity in diagnostic studies.

**Selecting potential sources of heterogeneity to explore**

Overall, the included reviews explored a high number of potential sources of heterogeneity compared to the number of studies in the meta-analysis (median
We caution against the use of testing a high number of factors compared to the number of studies in the meta-analysis to avoid the well-known problem of multiple testing. When too many factors are tested, the risk of incorrectly concluding a factor causes (some of) the heterogeneity increases. There is no recommended ratio of the number of factors to number of studies which can be explored in a meta-analysis, however a common rule of thumb in regression analysis is that for every covariate (in this case factor) there should be at least 10 observations (in this case primary studies) (25;26).

It is difficult to translate this rule to bivariate meta-regression as the initial model itself, without any covariates, already has five parameters that need to be estimated and each covariate that is explored adds two additional parameters to be estimated, instead of only one as is the case in regression analysis.

Although it is difficult to judge exactly how authors choose which sources to explore, two general approaches to selecting sources of heterogeneity to explore were identified: motivated and exploratory. The motivated approach is to carefully select a few factors to explore for which one has reasons to believe that they may lead to differences in accuracy. The exploratory approach is to explore many potential factors regardless of whether there is a strong reason to believe that each factor could influence test accuracy. It is helpful to communicate to the reader whether the choice of factors was motivated or exploratory as well as whether the factors were selected before or after observing the results (27;28).

Some of the factors explored are categorical by nature, but many are continuous, such as age, prevalence of disease, or publication year. Careful thought should be given to whether to categorize factors and it is important to mention the cut-off value(s) as well as the reasoning behind them (29). Additionally, when performing a meta-regression, it is important to consider and report whether factors are explored one by one or multiple factors were entered into the model at once.

Sometimes authors calculate a quality sum-score to get a better feel for which studies are of higher quality than others. Because sum-scores give equal weighting to unequal factors, exploring sum-scores as factors of heterogeneity is generally discouraged (30). Post-hoc exclusion of studies based only visual inspection of the ROC plot analysis or a leave-one-out analysis is discouraged as well.

Sources of heterogeneity can be divided into two distinct groups: those that relate to characteristics of the patients included in a diagnostic study (e.g. gender, age, or severity of symptoms) and those that characterize the primary
studies (e.g. whether all patients received the same reference standard or the year of publication). Exploring patient-level characteristics in a review brings additional challenges. In general, the power for examining patient-level characteristics is low unless the individual studies report separate two-by-two tables for the different categories of that factor. When such results are not available, the only approach left is to use study-level summary measures, such as mean age or percentage of males.

The use of study-level summary measures to investigate patient-level characteristics is problematic. For example, if there was a true difference in diagnostic accuracy between genders, this source of heterogeneity would go undetected if each study contained an equal number of males and females. Individual patient data meta-analyses are much more equipped for examining differences in accuracy that relate to patient-level characteristics (31). In general, review authors should be cautious when examining the relevance of patient-level characteristics in their review, unless primary studies report stratified data for that factor.

**Methods of exploring sources of heterogeneity**

Since it is not necessary to choose the same method of exploration for each potential source of heterogeneity, authors may consider the individual factors they are investigating before choosing an appropriate method. If the main interest is in a specific group of studies or one wants to study the robustness (i.e. thru a leave one out analysis) of the meta-analyses results, a sensitivity analysis can be considered. Visual inspection of the ROC plot can be used to detect outliers or overly influential studies, but it is subjective, especially when study size is not represented. A good reason to do a sensitivity analysis is to get an estimate from only the high quality studies by excluding the low-quality studies or studies with poor reporting. After all, the high quality studies are the ones upon which clinical inferences can best be drawn.

If the interest is in comparing summary estimates between groups (for example, seeing if the test performs differently in primary vs. secondary care), stratified analysis or meta-regression are logical choices. Stratified analysis is more focused on comparing the estimates between the subgroups while meta-regression is focused on whether the factor is associated with a difference in accuracy between the groups. However, results from meta-regression for categorical factors can also be presented in a stratified manner.

In meta-regression, it is possible to explore multiple factors simultaneously and to explore factors in their continuous form. Authors should report details
on how factors were entered into the model and in what form. As authors performing meta-regression explored more factors than those doing stratified analysis or sensitivity analysis, it seems like meta-regression is being used more often for exploratory rather than confirmative analysis. However, the problem of multiple testing cannot be avoided by using multiple-regression as opposed to sensitivity analysis or stratified analysis.

**Interpretation and presentation of results**
Regardless of the chosen method for investigating sources of heterogeneity, it is important that authors define and report how they will conclude whether a factor is a significant source of heterogeneity. Researchers may consider presenting stratified results when a factor is detected to help convey the clinical or methodological relevance.

Although much work can go into investigating sources of heterogeneity, the effect of a factor may not always be identified. On the other hand, when a source of heterogeneity is identified statistically, caution should be exercised against jumping to the conclusion that that factor is actually causing the heterogeneity. If factors are closely related to each other, it is often impossible to determine which factor is causing the heterogeneity. Instead of just attributing heterogeneity to a factor, one should try to explain why that factor could be causing heterogeneity. When a identified sources of heterogeneity is a quality item, it is particularly important to explain what that item is as readers may not be familiar with them (12). Ultimately, the exploration of heterogeneity is performed with the hope that factors will be identified that are relevant for current clinical practice or future research.

**Closing remarks**
In this review, we found that methods for exploring sources of heterogeneity in meta-analyses of diagnostic studies vary widely between meta-analyses. Based on the variety in methods observed, we developed a list of items to consider and report on. While waiting for formal guidance to be developed, this list can be used by researchers in the meantime to improve the way that they explore sources of heterogeneity and report findings of this exploration in meta-analyses of diagnostic studies.
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APPENDIX 1. *Search strategy*

1. systematic.mp. [mp=ti, ab, sh, hw, tn, ot, dm, mf, dv, kw]
2. limit 1 to “reviews (best balance of sensitivity and specificity)”
3. predict*.ti,ab.
4. test.ti,ab.
5. tests.ti,ab.
6. 4 or 5
7. 2 and 3 and 6
8. screen*.mp. [mp=ti, ab, sh, hw, tn, ot, dm, mf, dv, kw]
9. 2 and 8
10. monitoring.mp. [mp=ti, ab, sh, hw, tn, ot, dm, mf, dv, kw]
11. 2 and 10
12. “multiple tests”.mp. [mp=ti, ab, sh, hw, tn, ot, dm, mf, dv, kw]
13. 2 and 12
14. “diagnostic test accuracy”.mp. [mp=ti, ab, sh, hw, tn, ot, dm, mf, dv, kw]
15. DTA.ti,ab.
16. exp “sensitivity and specificity”/
17. specificit*.tw.
18. “false negative”.tw.
19. accuracy.tw.
20. 14 or 15 or 16 or 17 or 18 or 19
21. 2 and 20
22. 7 or 9 or 11 or 13 or 21
23. limit 22 to (english language and yr=”2011 -2013”)
APPENDIX 2. Study inclusion flow chart

Total hits
(PubMed, Ovid MEDLINE & Embase)
1st May 2012 – 11 Sept 2012
N=1,273

Excluded
N=1,184
Ineligible titles (N=1,058)
Conference abstracts (N=126)

Potentially eligible abstracts
N=89

Excluded after full text review
N=24
Not a DTA review (N=15)
Conference abstracts (N=8)
IPD meta-analyses (N=1)

Included reviews
N=65

Contain a meta-analysis
N=53

Do not contain a meta-analysis
N=12

Included reviews
N=65
APPENDIX 3. List of articles included in the review

Systematic reviews with a meta-analysis: (1-53)
Systematic reviews without a meta-analysis: (54-65)
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