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Abstract. The aim of this paper is to show that a sequence of typologically not unusual sound changes has led to three conspicuous properties of the dialects in a large connected area of Low and Central Franconian. First, these dialects have a binary contrast between acute and circumflex tones. Second, the majority of these dialects (“group A”) show length reversal, in the sense that originally short non-high vowels have become longer than the corresponding originally long vowels. Third, the remaining dialects (“group B”) show tone reversal, in the sense that where group A retains the original acutes, group B has circumflexes, and the reverse (at least in declarative intonation). This paper proposes a history consisting of a series of synchronic states connected by speakers’ gradual phonetic shifts and listeners’ discrete phonological reinterpretations. Each of the proposed elements is shown to have parallels elsewhere: the retraction of stress to the first mora, the lengthening of vowels in open syllables with retention of the linkage between syllables and tones, the inaudibility of tone on voiceless consonants, the drop of final schwa, the pronunciation of final voiced obstruents, the audibility of tone on voiced consonants, the devoicing of final obstruents, degemination, schwa insertion, and the effects of a markedness constraint that correlates tones and duration.

1. The tone contrast as a focus alignment contrast

In continental West-Germanic, a contiguous group of Low Franconian dialects (Limburgian or “Southern Low Franconian”) and Central Franconian dialects (Ripuaric and Moselle Franconian) exhibit a binary lexical tone contrast on long vowels and diphthongs, which interacts with the intonation contour of the sentence. While this state of affairs has been known since Nörrenberg (1884), recent research by Carlos Gussenhoven and colleagues has taken large steps towards distentangling the influence of the lexical tone from the influence of the intonation contour. As a result, we can now more clearly see what the fundamental nature of the contrast is. The following real-life examples from Geleen Limburgian show that if the word kniin ‘rabbit-Pl.’ is in focus sentence-internally, it is pronounced with a rising or falling tone contour, depending on whether the sentence is declarative or interrogative (L = low, H = high):

(1) a. L L L L HL L L    b. L L L LH H HL
    \textit{var fiæba da kniin ɣafłax}    \textit{fiæptɔɣar da kniin ɣafłax}
    ‘we have slaughtered the rabbits’    ‘have you-Pl slaughtered the rabbits?’

* This paper is an extended version of a talk entitled “De volgorde der gebeurtenissen in de geschiedenis van het Limburgse tooncontrast” presented at a workshop by the Nederlandse Vereniging voor Fonetische Wetenschappen on “Segmentele toonverschijnselen, vooral in Limburg” in Antwerp on 23 May 2002. Thanks go to the attendants of those talks, including Michiel de Vaan and Carlos Gussenhoven, and to Wolfgang Kehrein, Björn Köhnlein, Ben Hermans and Marc van Oostendorp for their many discussions on the 2006 version of this paper.
A minimally contrasting word is kniin ‘rabbit-SG’. If it is in focus sentence-internally, it is pronounced with a level high or low tone, depending on whether the sentence is declarative or interrogative:

(2) a. L L L L HH L L
   *we have slaughtered the rabbit*
   \[\text{var} \ f\text{iebo} \ da \ k\text{nii}n \ \text{yaflaax}\]

b. L L L LL H HL
   ‘have you-PL slaughtered the rabbit?’
   \[\text{f}\text{iep}t\text{xar} \ da \ k\text{nii}n \ \text{yaflaax}\]

Following Gussenhoven (2000b) for Roermond, the intonation contour of the declarative sentence in (1a) can be characterized underlyingly as an L tone at the left boundary, an L tone at the right boundary, and an H* focus tone; on the surface, H* becomes aligned with the first mora of the stressed syllable (kniin), and the two L tones spread from the edges in toward this focus tone, yielding (1a). The intonation contour of the interrogative sentence in (1b) is then characterized underlyingly as an L tone at the left boundary, an HL contour at the right boundary, and an L* focus tone; on the surface, L* becomes aligned with the first mora of kniin, and the two boundary tones spread inwards toward this focus tone, yielding (1b). Gussenhoven analyses the examples in (2) as having an additional underlying lexical tone, which surfaces on the second mora of kniin, as H in (2a) and as L in (2b).

For the examples in (1) and (2), a different analysis than a tonal one is possible, namely an analysis in terms of focus tone alignment. Both in (1a) and in (2a), there is a high focus tone on kniin, but the transition to the L boundary tone occurs after the first mora in (1a) but after the second mora in (2a). Likewise, both (1b) and (2b) have a low focus tone on kniin, but the transition to the HL boundary tone occurs after the first mora in (1b) but after the second mora in (2b). The present paper proposes, now, that the Franconian tone contrast arose historically as precisely this distinction between early and late alignment of the focus tone.¹

¹ The question whether the early-versus-late-alignment hypothesis can be maintained for the present-day Franconian dialects, i.e. whether it can also explain what happens nowadays in positions outside focus or whether an analysis of the data outside focus instead requires tone, has not been answered with certainty yet. Gussenhoven’s synchronic analyses in terms of tone are countered by several synchronic analyses in terms of metrical structure (Kehrein this volume, Köhnlein this volume, Hermans 2012, Oostendorp this volume). This debate is not the subject of the present paper.
common process of open syllable lengthening lengthened the vowel, and lengthened the tone with it, yielding the present-day contrast, which is [máákən] versus [slâûpən] in declarative sentences and [mâákən] versus [slâûpən] in interrogative sentences. Many subsequent developments have complicated this original correlation, but I will argue in detail that the lexical tone contrast originated in open syllable lengthening rather than in the later processes of schwa drop (as claimed by De Vaan 1999) or analogical lengthening (as claimed by Gussenhoven 2000c).

2. Historical correlations of the present-day tones

The present-day tone contrast occurs on syllables that contain two (or more) sonorant moras, i.e. on long vowels and on diphthongs, where any sequence of a short vowel and a sonorant consonant counts as a diphthong. I denote the acute tone with an acute accent sign above the first sonorant mora: [jlɔːpən] ‘sleep’, kléin ‘small’, láŋ ‘long-FEM’. The circumflex tone is depicted with a macron above the second sonorant mora: [ʃpeɛlən] ‘play’, daǎk ‘roof’, brei ‘broad’, laŋk.2

The rules that relate the current Franconian tones to original West-Germanic vowels have been known for some time (Nörrenberg 1884, Engelmann 1910). I summarize them in (3); they are described in more detail in the following sections.

(3) The historical correlations of the Franconian acute and circumflex


b. “Combinatory acute accent”: originally long high vowels (*ii, *yy, *uu), original diphthongs (*ei, *ou), and lengthened originally short vowels have circumflex accent, except under the following region-dependent condition, in which case they have acute accent:

“Rule A”: in most of Ripuaric and Moselle Franconian (Welter 1933), these vowels have acute accent if they were originally followed by an voiced consonant followed by schwa.

“Rule A2”: certainly in most of Limburgian and other Low Franconian areas (Nörrenberg 1884: 409, Maurmann 1898, Grootaers 1909, Dols 1944), but also perhaps in some parts of Moselle Franconian (Vianden: Engelmann 1910: 390; Trier: Reitz 1986: 6), these vowels have acute accent if they were originally followed by a voiced consonant followed by schwa, but only if this schwa was deleted.

---

2 The citation forms of the acute words can be pronounced with an early falling pitch contour: [jlɔːpən, klɛi̯n, lǔŋ], those of the circumflex words with a late falling pitch contour on the disyllables ([ʃpeɛlən]) or (as a special result of the interaction between the lexical tone and the declarative intonation; see Gussenhoven 2000b) with a high-mid-high contour on the monosyllables ([dáːk, brɛi̯t, lʊŋk]); other often-mentioned phonetic differences between the citation forms are that the circumflex is longer than the acute, which is especially audible in the second mora, and that the acute has strong intensity in the first mora. General remarks on the pronunciation of Limburgian consonants are: voiceless plosives are unaspirated, voiced plosives are fully voiced, /t, d, n/ are dental stops, /c, ʃ, p/ are palatalized palatoalveolar stops, /ʃ/ is a uvular trill, tap, fricative or approximant, /l/ is ‘light’ in all positions, /w/ is a bilabial approximant, and /h/ is a voiced glottal fricative.
In (3), “originally” refers to the state of Low and Central Franconian around the year 1100, when the “Old” stage of these languages turned into the “Middle” stage. Table (3) makes references to at least three sound changes: vowel lengthening (in open syllable), schwa deletion (word-final), and consonant devoicing (also word-final). A strict chronology that works for rule A2 is:

(4) A simplified strict chronology for Franconian tonogenesis, rule A2

a. First, long non-high vowels receive the acute accent, and long high vowels and diphthongs receive the circumflex accent. The tone contrast is “just phonetic” (§4).

b. Subsequently, short vowels lengthen in open syllables and some other places, receiving the circumflex accent. This leads to a lexical tone contrast between originally long non-high vowels and the new lengthened vowels (§5).

c. Next, final schwa is deleted, causing a preceding circumflex to change to acute if the intervening consonants are voiced. This leads to a higher functional load of the tone contrast for words that end in a sonorant (§7).

d. Finally, final obstruents are devoiced. This leads to a higher functional load of the tone contrast for words that end in a fricative (§11).

Rule A2 was formulated later than Rule A and is perhaps for that reason sometimes regarded as an exceptional variant, or even a later development, of Rule A (e.g. Tans 1938: 21, 160, 216). This view cannot be correct, because the Rule A2 areas retain a contrast that was lost in the Rule A areas: in rule A2, disyllabic words with a voiced medial consonant have an acute for originally long non-high vowels (kéezan ‘choose’) but a circumflex for lengthened vowels (leézan ‘read’); in rule A, both have an acute (kéezan, léczan), thus neutralizing an original etymological distinction. If anything, therefore, the Rule A2 areas represent a more archaic situation, and the situation in the Rule A area is a later neutralizing development (a circumflex changed into an acute if followed by another syllable after intervening voiced consonants, e.g. leézan > léézan). See §8 for details.

Finally, there are the Rule B areas. In one variant (Bach 1921), the tones are the reverse from those in area A, i.e. wherever area A has an acute, area B has a circumflex, and the reverse. Köhnlein (2011) shows that this is true only for declarative intonation. See §9 for details.

The order in (4) is nearly dictated by the correlations in (3). Nörrenberg (1884:408,410), for instance, argues that logically (4b) must precede (4c) and that very likely (4a) precedes (4c); to make this more precise, the present paper argues on the basis of non-neutralization that (4a) must precede (4b). Yet, some recent publications on the subject propose different orders. For instance, De Vaan (1999) proposes that the lexical contrast arose with schwa drop, i.e. with (4c) rather than with (4b), and Gussenhoven (2000c) proposes that it arose with a very late case of “analogical lengthening”, namely during the schwa drop of (4c), rather than with the earlier lengthening in open syllable. Also Schmidt (2002) maintains that schwa drop is the cause of the lexical contrast. In §13 I show that these alternative proposals cannot
account for all the facts, and that the order in (4) must be correct, including the establishment of the lexical contrast in stage (4b).

The remainder of this paper gives a detailed account of the development of the Franconian tone system in terms of the phonology, the phonetics, the speakers, the listeners, and the learners of this language throughout the preceding millennium.

3. The dialects in space and time

This section presents the dialect described in this paper, and its relation with earlier stages of the language and with neighbouring dialects.

3.1. Why East Limburgian, and why Geleen?

The facts presented in §2 require that among the Franconian tone languages we investigate the dialect group that retains the original contrasts best, i.e. the dialects that follow Rule A2. This limits our choice to the Limburgian tone dialects. Within Low Franconian, these tonal dialects occupy an area in the Southeast (in Belgium, the Netherlands and Germany), separated from more Western and Northern varieties of Low Franconian by a thick bundle of isoglosses. Together, the Low Franconian tonal dialects are sometimes called Southern Low Franconian (Südniederfränkisch), but in this paper I simply call them Limburgian, which is the name given by its speakers in Belgium and the Netherlands, and by Goossens (1965) even for the German parts.

Fortunately, it is also within Limburgian that we find the most conservative vowel systems, which will allow us to easily project back and forth between the earliest forms and the modern forms. The most conservative group is what Goossens (1965) calls East (mainly Dutch) Limburgian, a group that comprises the cities of Venlo, Roermond, Sittard and Geleen. Within this group, Geleen has the most conservative vowel system, with the fewest mergers and a nearly one-to-one correspondence with the common West Germanic and Old High German vowel systems. As our source of present-day language data, therefore, I take the group of East Limburgian dialects, and I will write the present-day forms in a spelling most suitable for the Geleen variety.

3.2. The dialects in time

Table (5) shows the systems of long and short vowels in four stages of the language. Historical correspondences can be read off horizontally.

<table>
<thead>
<tr>
<th>(5)</th>
<th>Four consecutive vowel systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>*i̯</td>
<td>*iu</td>
</tr>
<tr>
<td>*e̯̯</td>
<td>*eo</td>
</tr>
<tr>
<td>*ai̯</td>
<td>*au</td>
</tr>
<tr>
<td>*à̯</td>
<td>ã</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Protowest Germanic</th>
<th>Old (Eastern)</th>
<th>Early Middle</th>
<th>New East</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Germanic</td>
<td>Low Franconian</td>
<td>Limburgian</td>
<td>Limburgian</td>
</tr>
</tbody>
</table>
In table (5), “Proto West Germanic” is the traditionally reconstructed language that can be regarded as the common ancestor of all current West Germanic languages, including English, German, and Dutch.

“Old (Eastern) Low Franconian” (OLF) in table (5) is the language of the Wachtendonk psalms, usually thought to have been written around the year 900. The OLF vowel system is virtually identical to that of most known Old High German dialects. This language is generally considered a predecessor of current Limburgian (Cosijn 1872–1873; Van Helten 1896, 1902; Cowan 1959, 1969; Sanders 1968–1969); an introduction can be found in Robinson (1992), but the present paper uses the publication by Kyes (1969) and follows the historical connections proposed or assumed in the etymological dictionaries (Kluge 1915, Van Wijk 1912/1929).

“Early Middle Limburgian” (Early MLb) is the language that we need to reconstruct here as the first stage that is relevant for understanding the rise of the Franconian tone system. It is characterized by a general change of vowels in unstressed vowels to schwa, and must have been spoken around the year 1100. The Early MLb vowel system is reconstructed in §3.3, its accent system in §4.

“New East Limburgian” (NLb) is the language currently spoken by about 300,000 people in the central part of the Dutch province of Limburg, as exemplified by the Geleen dialect. Table (5) shows the situation after step (4b), i.e. after open syllable lengthening; the effects of step (4c), i.e. the drop of final schwa, have not been included in the table.

3.3. Reconstruction of the Early Middle Limburgian vowel system
This section discusses how the various Early MLb vowels can be reconstructed. The reconstruction requires projections from earlier as well as from later varieties. The projection from OLF to MLb requires an interpretation of the written OLF source.

Many historical correspondences have been suggested in table (5) by writing the vowels of various stages at the same height. Thus, PWG long *û is still long uû in NLb (where not changed by schwa drop), and *ö is still óo. PWG short *u developed into NLb o or oð, and short *ö developed into ò or òò; in these examples, the long circumflex vowels originated by open-syllable lengthening. Through an ambiguous vertical alignment, the table also shows the split of PWG *au, which developed into òð and óa in NLb. The thing that happened around “*æ, e” in the table is a complicated twist: OLF e lowered to MLb *æ, whereas some instances of OLF a raised all the way to MLb *e. The following subsections discuss the OLF and Early MLb vowels in detail.

The long high vowels. The OLF documents contain no length marks for vowels, but many of the vowels that were written <i> and <u> continue the Common Germanic long high vowels and must have been long in OLF since they are still long in the later dialects. Therefore, the traditional transliteration, which we will follow, is i and û. These vowels occur in words like wîn ‘wine’, rîki ‘empire’, hûs ‘house’. There is no reason to assume that these vowels were pronounced very differently from [iː, uː] in any of the four periods under consideration, so we can write *wiin, *riika, *huus for Early MLb (but see §4.6 for some important structural and phonetic detail). The vowel ûi (<ui>) continues the West Germanic diphthong /iu/ and is found in fûir ‘fire’. This
spelling, with i as a syllable-internal marker for fronting, shows that it was already pronounced as [yi] in the OLF period, so we can reconstruct MLb *vyyr.

Another source of MLb *yy is i-umlaut of OLF ū. The transition from the Old to the Middle stages of the West Germanic languages is traditionally defined by the loss of vowel distinctions in unstressed syllables. For Eastern Low Franconian, this meant that OLF gevan ‘give’ would become MLb *yaevon, and OLF namo ‘name’ would become MLb *nama. However, if the vowel in the final syllable was i (or if it contained j), this vowel tended to leave a trace: the vowel of the first syllable was fronted (at least if it was back; if it already was front, it was raised). Thus, a hypothetical OLF ûwila ‘owl’ corresponds to MLb *yylo. The easiest way to think of the order of events is that i-umlaut preceded the loss of the vowel quality, i.e., that the sequence of forms was [u:wila] → [y:wila] → [y:wa:].

The closing diphthongs. Table (5) shows a phonemic split as a result of the monophthongization of West Germanic *ai before /h, w, r/ and in final position, and of West Germanic *au before /h/, before the dentals /d, t, ð, s, z, l, r/, and in final position. Thus, OLF has stein ‘stone’, leidon/leiden ‘lead’, loupon ‘walk’, but sêo ‘sea’ (< *saiw), sêla ‘soul’ (< *salwala), -hôr- ‘hear’, dôq³ ‘death’. This innovation equally affected OLF and most Old High German dialects, including the predecessors of Ripuarian and Moselle Franconian; it did not affect Low Saxon and Western Low Franconian (the predecessor of Dutch), both of which monophthongized nearly all of these diphthongs to [eː] and [oː]. Because of the later reflexes, we can assume that ei and ou stood for [ei] and [ou]. Mechanically, we expect the following correspondences between OLF and MLb: stein > *stein, leidon > *leidan, loupun > *loupan. From the spelling of the short vowels /e/ and /a/ as <ε> and <o> (see below), and from the spelling of the diphthongs ei and ou as <e> and <o>, we can hypothesize that the scribe used the symbols <e> and <o> to denote lower mid vowels, so that we can reconstruct the monophthongs ê (<<ε>> and ô (<o>) as /êː/ and /oː/. This would be consistent with the likelihood that the relationships between ê and ei and between ô and ou had still been allophonic in an earlier OLF period: the underlying glides in /êː/ and /oː/ were pronounced only in certain positions, deleted with compensatory lengthening in others (e.g. *[stejn] vs. *[sewala]). Also, the later diphthongal reflexes of ê and ô (i.e. êa and ôa) point to a MLb pronunciation as lower mid vowels, as does the fact that MLb must have and OLF may have had a separate series of higher mid vowels (see next subsection). We thus project from OLF to MLb as follows: sêo > *zea (also with voicing of initial fricatives), sêla > *zeλa, dôt > *dɔt. It is possible that Early MLb already slightly raised the first part: *zeλa, *yʁot.

The source of MLb *øy is i-umlaut of OLF ou. We can assume that OLF *rouvâri ‘robber’ (literally ‘reaver’) was *roeyvær(e)a in Early MLb. The source of MLb *oeë is i-umlaut of OLF ô. Thus, hôren became *fieðeran in Early MLb.

At some time during MLb, the monophthongs *e, *oeë, and *oo must have “broken” into *ee, *oeë, and *oo. After this, the two parts of the diphthongs dissimilated. For the back vowel, the stage ou, with a close-mid first part, is still present in Geleen and the villages to the West of it (yʁóat ‘large’); this vowel has a

\[\text{Table (5)}\]

I write voiceless final consonants that alternate with voiced consonants (dôdï) by underlining them, both in OLF and in MLb.
corresponding morphological umlaut (póæt, plural of póát ‘paw’). In these areas, dissimilation is complete for the original front vowel (ziæl ‘soul’) and for the primary umlaut (hýcæræ ‘hear’). In most of the remaining parts of East Limburgian (e.g. Maasbracht, and the more peripheral dialect of Venlo to the North), these vowels have simply turned into iæ, yæ, uæ: zíæl, hýcæræ, yruæt, púæt, pýæt; these sounds are also heard in some of the neighbouring areas such as Weert (West) Limburgian to the West and Kerkrade Ripuarian to the South-East. I will transcribe these vowels as ea, òa, and oæ when referring to the Geleen region, and as iæ, yæ, and uæ when referring to the other regions. In the East Limburgian city of Roermond, however, these vowels merge with the close mid vowels and are pronounced ée, óø, and óo. Since Roermond is important in our story, I will generally cite Roermond forms quite often, but mention one of the more conservative dialects when such forms contain any of these three vowels.

The long higher mid vowels. The OLF vowel written <ie> continues West-Germanic *eo (i.e. *iu with a-umlaut) when it occurs in liegon ‘tell a lie’, and *iæ when it occurs in hiera ‘here’ and the preterites riep ‘called out’, farliet ‘left’. The vowel written <uo> continues West-Germanic *ð and occurs in fuot ‘foot’, ruopen ‘call out’, and with final devoicing in guot ‘good’, muot ‘mood’, fluot ‘flood’ (dative fluode). These vowels may have been diphthongs, but since later dialects show evidence of the original /eI/ and /oI/, there are three possibilities, all problematic: the psalms were from different dialects than the later tone dialects, or /ie/ and /uo/ later changed back to /eI/ and /oI/, or written ie and uo actually represent contemporary /eI/ and /oI/. For Early MLb, I simply write *leeyæn ‘tell a lie’ and *voot ‘foot’.

The source of MLb *oo is i-umlaut of OLF *oo. We can assume that OLF *gruoni ‘green’ was *grøøæa in Early MLb.

The long low vowel. The OLF long vowel written <æ> continues West-Germanic â (Germanic *ë). The traditional notation is â: slâpan ‘sleep’, jår ‘year’, gâvon ‘they gave’. Considering its later reflexes, it was probably pronounced as the back vowel [ɑ:] in the Franconian areas. For early MLb, I write slaapæn.

All of the later dialects can have i-umlaut of this vowel, so we can safely assume kâsi > *kææzæ > *kææzæ. None of the later dialects makes a difference between this *ææ from unumlauted PWG *â and *ee from monophthongized PWG *ai (which was discussed above). Thus, we have Geleen kíæs, Maasbracht kíæs, and Roermond këes.

It is likely, therefore, that the two vowels must have fallen together some time during MLb, perhaps early. Since the MHG handbooks distinguish the two sounds, however, writing them as <æ> and <ê>, I will distinguish *ææ and *ee for Early MLb.

The short high vowels. The OLF short vowels written <i> and <u> continue West Germanic *i and *u: ist ‘is’, tunga ‘tongue’, ruggi ‘back (ridge)’. If we take into consideration their reflexes in any modern West Germanic language, the vowels written i and u in older West Germanic scribal traditions must usually be regarded as not entirely high, i.e. as i, o, and (with umlaut) y. This must have been especially true of OLF, since these vowels would later become ee, oo and øø after Open Syllable Lengthening, as the table indicates. Following most work on dialects in these regions, I write the vowels as e, ò and ø (MLb *es, *tøngø, *røggø).
The short low vowel. The OLF short vowel written \(<a>\) continues West Germanic \(a\) without \(i\)-umlaut: \(sal\) ‘shall’, \(craft\) ‘strength’.

The short front mid vowel. The OLF orthographic symbol \(<e>\), when referring to a short vowel, continues two different West Germanic sources: \(a\) with \(i\)-umlaut, and \(e\). Since the later East Limburgian dialects (although not Venlo) distinguish between \(ae\) as a reflex of PWG \(e\) without \(i\)-umlaut and \(e\) as a reflex of PWG \(e\) and \(a\) with \(i\)-umlaut, the distinction must have been available in OLF if this language is to be the predecessor of those dialects. The distinction was not always available in the form of an \(i\) or \(j\) in the next syllable. Thus, the attested OLF forms \(telle\) ‘tell’ and \(settan\) ‘set’ have an original \(a\) with \(i\)-umlaut (PWG \(*taljan\), \(*satjan\) without having an \(i\) in the second syllable, whereas present-day East Limburgian has \(telon\) ‘count’ and \(zetan\) with overt reflexes of \(i\)-umlaut. If all OLF \(e\) had been pronounced in the same way, the modern reflexes of \(telle\) and \(settan\) would have been \(tælæ\) and \(æætæ\), with the same vowel as in \(vaætæ\) ‘fight’ from \(fehtan\). It seems likely, therefore, that the OLF symbol \(e\) stood for two different vowels, a higher one in the case of \(i\)-umlaut of \(a\) or \(e\), and a lower one in the case of \(e\) without \(i\)-umlaut. This situation is the same as with the scribal traditions of most Old High German dialects, in which the contrast was not written but for which a contrast is nowadays generally assumed on the basis of some later dialects (Middle High German grammars write \(e\) for \(e\) and \(ɛ\) for \(æ\)). Thus, we can assume MLb \(tælæ\) and \(æætæ\), \(bedda\) ‘bed’, \(wegga\) ‘loaf’, \(best\) ‘best’ (< \(*batist\).

The short back mid vowel. The OLF short vowel written \(<o>\) continues West Germanic \(o\) (\(a\)-umlaut of Germanic \(u\)): \(folkon\) ‘people’, \(thorna\) ‘thorn’. It was probably [\(ə\)]. Since OLF \(o\) arises from \(a\)-umlaut, we do not expect many opportunities for \(i\)-umlaut; the attested form \(oðr\) ‘over’ could be the basis of MLb \(œvæ\) and NLb \(œvæ\), a local variant of \( œvæ\) (< \(*ovæ < *uvæ\).

3.4. Reconstruction of the Early Middle Limburgian consonant system

Three changes in consonants are relevant to the conditioning of tone. First, obstruents devoiced in final position. This First Final Devoicing is already apparent in the attested OLF, and marked in this paper by underlining (e.g. \(goð\) ‘God-NOMSG’ versus \(godis\) ‘God-GENSG’). Second, non-geminate fricatives became voiced in intervocalic position (\(kasi\) > \(keza\)). Third, vowels in final unstressed syllables were neutralized to schwa. Three changes irrelevant to tonogenesis were: the voicing of most fricatives (\(fiðr\) > \(vyýr\), \(séla\) > \(zele\)), followed by the change of non-intervocalic \(ð\) (from \(th\)) to \(d\); and \(i\)-umlaut, which had created the new vowels \(œæ\), \(œe\), \(æe\), and \(y\), merged the vowels of \(uðila\) and \(kasi\) with those of \(fiðr\) and \(séla\), and caused the split between \(ae\) and \(e\). Eastern Low Franconian shares all of these six changes with most High German dialects, including Ripuarian and Moselle Franconian. Examples of MLb words in this stage are \(wiin\), \(vyýr\), \(yyla\), \(fius\), \(deef\), \(yroðna\), \(booc\), \(kleiæ\), \(breiæ\), \(reyyværæ\), \(lupæ\), \(zele\), \(kæææ\), \(hæææ\), \(dæt\), \(slaæfæn\). The Central Franconian dialects differed from their Low Franconian neighbours only in their voiceless obstruents (\(booæ\), \(lupæ\), \(slaæfæn\).

---

4 Van Wijk (1912/1929) uses the notations \(e\) and \(ɛ\) for OLF (e.g. \(telle\), \(settan\), \(gëvan\), \(fehtan\).
3.5. The dialects in space

This paper mainly refer to those dialects that have no tone-related segmental changes, namely Geleen and the towns and villages to the West of it, and the villages between Roermond and Sittard. The Roermond dialect will be referred to because there is reliable information about its tones in a dictionary (Kats 1985), but the opening diphthongs /œə, øə, oə/ have monophthongized and merged with /ee, øø, oo/. The (older) Sittard dialect will be referred to, but here /ée, øø, oo/ have diphthongized to /éi, òéi, 5u/ (Dols 1944), causing a merger with schwa-drop-caused /éi, òéi, 5u/, while /œə, øə, oə/ have turned into /ée, øø, oo/ as in Roermond. The city of Venlo, in the Northern periphery of East Limburgian, is very different and will only very occasionally be mentioned. The Central and West Limburgian dialects of Maastricht, Weert, and the whole Belgian part of Limburg are too different to discuss. In the German part of East Limburgian (e.g. Dülken), the dialects are different as well.

For the present-day forms transcribed in this paper without location the segmental part will be based on the Geleen dialect, but the tones will be based only on absolutely reliable sources, namely on the Roermond data by Kats (1985), the Sittard data by Dols (1944), and occasional Maasbracht data by Ben Hermans (p.c.). If these reliable sources reveal regional variation in tone, this will be noted with markings such as “Rm.” and “Sitt.” where needed. If all reliable sources mention the same tone, and this tone does not contradict the present author’s less reliable knowledge of Geleen, I will generalize this tone on the otherwise Geleen-based transcription without further comment. This transcription strategy is not 100 percent error-proof, but is currently optimal for combining maximally contrastive segmental transcriptions with maximally reliable tone transcriptions.

4. Reconstruction of the Early Middle Limburgian accent

The first pattern to explain is why the Early MLb long non-high vowels (*aa, *εε, *ɔɔ, *ee, *øø, *oo) later on came to behave differently from the long high vowels (*ii, *yy, *uu), the diphthongs (*ei, *ɔu), and the short vowels (*a, *æ, *ε, *ɔ, *e, *ø, *o). The basic proposal will be that the six long non-high vowels were bimoraic, and that all the others were monomoraic. The following sections discuss in detail the reconstructed synchronic representations of all these sounds.

For each sound we have to distinguish three kinds of representations. First, there is the underlying form. The absence or presence (in the underlying form) of accent placement or tones will tell us what kinds of lexical contrasts the language has. The second relevant representation is the phonological surface structure, which is a prosodic structure containing metrical material (moras, syllables, feet) and tones (H, L). This is the structure that the speaker’s grammar has to create out of the underlying form, and it is also the structure that the listener has to create out of overt auditory-phonetic information. The third relevant representation, then, is this overt auditory-phonetic pronunciation. Since the case of language evolution presented in this paper is proposed to reside for a large part in acquisition, and the acquisition processes proposed in this paper depend on the idea that the child has to invent phonological structures on the basis of overt primary language data, the phonetic representation under scrutiny here must be of an auditory rather than of an articulatory nature.
4.1. Underlying forms of non-high vowels in open syllables: a moraicity contrast

As is evident from table (5), Early MLb non-high vowels were contrastive for length. If we disregard some possible slight detail in vowel quality, we can see several short–long pairs, for instance *e ~ *ee, *ɔ ~ *ɔɔ, and *a ~ *ɑɑ. If length was contrastive, it had to be indicated in the underlying form. I follow here the usual solution of writing short vowels as monomoraic, long vowels as bimoraic. The underlying timing structures for short and long non-high vowels, then, are those presented in (6).

(6) Early MLb underlying forms for short non-high vowels

\[
\begin{array}{cccccccccccc}
\text{name} & \text{week} & \text{brook} & \text{open} & \text{heaven} & \text{kitchen} & \text{stove} \\
\text{name} & \text{week} & \text{brook} & \text{open} & \text{heaven} & \text{kitchen} & \text{stove} \\
\end{array}
\]

(7) Early MLb underlying forms for long non-high vowels

\[
\begin{array}{cccccccccccc}
\text{sleep–INF} & \text{cheese} & \text{soul} & \text{hear–INF} & \text{bean} \\
\text{sleep–INF} & \text{cheese} & \text{soul} & \text{hear–INF} & \text{bean} \\
\end{array}
\]

I could have written each vowel in (7) with a single vowel symbol connected to two moras. This is often done in the notation of metrical structures. I chose instead to use the slightly redundant two-symbol notation here for the sake of readability, i.e. in order to have segmental representations that are similar to the linearized abbreviations of these underlying forms, which are [slaan] | [kaæːz], [zeel], and so on.

The underlying forms in (7) contain no marks for stress. This is because MLb did not have lexical stress. All stress was assigned by the grammar, as shown in the next section.

4.2. Surface structures for non-high vowels in open syllables: moraic stress

Stress in OLF quite likely fell on the first syllable of a word, disregarding a limited number of unstressed prefixes such as ge- and far-. As we see in table (5), the first syllable of a word could contain any of ten long vowels and diphthongs and any of five short vowels. The last syllable of a word could contain only a short vowel, mostly -a, -e, -i and -o. Because these final vowels historically derive from Proto-Indo-European long vowels, the reduced inventory of final vowels must be a Germanic innovation, and scholars agree that the cause of this reduction is the Germanic shift from a lexical accent on the first or second syllable to a grammatical accent on the first syllable. This accent shift caused initial syllables to become increasingly longer, and final syllables to become increasingly shorter.

In MLb, the unstressed vowel inventory had shrunk even more. There may not have been any other final unstressed vowels than *ə, and full unstressed vowels only in derivational suffixes such as -liik ‘-ly’ and -okiin ‘(diminutive)’. We can assume, then, that Early MLb, like OLF, had a grammatical accent that fell within the first syllable
(again disregarding some unstressed prefixes), even in words that derive from Latin, such as *kokanə ‘kitchen’ < coquina.

I propose that the MLb accent was not carried by the initial syllable but by the initial mora (for a possible explanation, see the following section). The difference is illustrated by considering the alignment of sentence-internal focus intonation contours, which I assume to have been H*L for declarative focus (where H* is the high focus tone and L the transition to the low boundary tone) and L*H for interrogative focus (where L* is the low focus tone and H the transition to a high or high-low boundary tone). In present-day German, Dutch and English we can assume that the tone bearer is the syllable, and that it can host two tones, so that the stressed syllable (i.e. the accented syllable of the stressed word) carries the whole HL (or LH) movement. In MLb, I assume that the tone bearer was the mora, and that it could host only a single tone. The H* (or L*) was then connected only to the first mora, while the boundary L (or H) was connected to the following moras. This leads to the surface structures in (8) and (9).

(8) Early MLb surface structures for short non-high vowels, aligned to H*L

```
H L | H L | H L | H L | H L | H L | H L | H L
```

```
namə wækə bekə pən eməl kəkəna səəvə
```

(9) Early MLb surface structures for long non-high vowel, aligned to H*L

```
H L | H L | H L | H L | H L
```

```
slapən kæzə zə ələ həərən bəənə
```

The recipe for creating these structures can thus be formulated as follows:

(10) Recipe for creating tone structures inside MLb sentences

a. the declarative focus intonation is H*L, the interrogative focus intonation is L*H;

b. the first mora of a word carries the accent;

c. moras can host one tone (H or L);

d. tones are aligned from left to right, starting with the accented mora.

Present-day reflexes. For the long non-high vowels in (9), the structures in (9) have survived to the present day, at least for those words that did not lose the second syllable. These divide into four types, all of which can be seen in (11) and (12): words that used to consist of three or more syllables, disyllabic words whose second syllable used to end in -ər, -əl, or -əm, or -ən (e.g. the infinitive and first and third persons plural present and past of most verbs, the past participle of strong verbs, the plural of most nouns
whose singular ended in -ə, the first constituent of many compounds, and the masculine singular of adjectives, which derives from the MLb accusative case), some disyllabic words whose second syllable ended in -ə (namely the plural and feminine singular of adjectives ending in a MLb plosive or voiceless consonant cluster), and a couple of monosyllabic words that ended in a vowel. For such words, the present-day reflexes of long non-high vowels in open syllables usually follow the structures in (9), i.e. they carry the acute accent.

In non-voiced cases, i.e. where the following consonant was and is voiceless, or where there was no following consonant, the predictability of the present-day accent from the structures in (9) is nearly perfect, as can be seen in (11). The only exceptions are formed by two specific morphological categories, namely some comparative forms of adjectives and the first and third person plural of the past tense of a number of strong verbs.

(11) Modern forms with originally long non-high vowels in open syllables, non-voiced case: nearly always acute

| Early MLb  | *aa > Gel. Rm. Sitt. əc: | *jloopen5 ‘sleep-INF/1,3PL’ | *slaapan, | *lōton ‘let-INF/1,3PL’, | *yafloopen ‘slept (p.p.)’ | *yaflaapan, | *yelōton ‘let (p.p.)’, | *strōton ‘streets’, | fōkən ‘hooks’, | *fōpveilj ‘mutton’, | *strōtondrak ‘street refuse’, | mōtən | * | * |
| Early MLb  | *ae > Gel. əa (Rm. Sitt. əe): | *yasprakalak ‘talkative’ (cf. NHG Gespräch ‘talk’) | *yasprakalik, | *Sitt. əekər ‘bucket’ | * |
| Early MLb  | *ee > Gel. əa (Rm. Sitt. əo): | * | * |
| Early MLb  | *oce > Gel. əa (Rm. Sitt. əo): | (no cases known) | * |
| Early MLb  | *oo > Gel. əa (Rm. Sitt. əo): | *yroata ‘large-PL/FEMSG’ | *yroata, | *yrotan6 ‘large-MASCg’ | *yrotan ‘(acc.)’, | *stōtan ‘thrust-INF/1,3PL’, | *yaʃtōtan ‘thrust (p.p.)’, | *Rm. Sitt. əyrotaɾ ‘larger’ | * |

5 The final -n of the infinitive, past participle, and most other forms written here with -an shows up only before words that start with a vowel (i.e. a glottal stop) or Ɜ, thereby usually replacing the glottal stop or Ɜ. Because the citation form drops Ɜ, few authors on Limburgian include Ɜ in their transcriptions. I do write -an in this paper in order to distinguish these NLb forms unambiguously from MLb forms that ended in a -ə that was later lost. Thus, MLb had *struata ~ *struatan ‘street ~ streets’, NLb has *strōton ~ *strōton (n), the last of which is written here as strōton. This n is similar to ‘linking r’ in English in that it is also used in some non-etymological cases such as after the enclitic -ə ‘you-SG’. However, it cannot be used ‘intrusively’ after adjectival plurals and feminine singulurs such as yroata and déepa, i.e. those words that exceptionally retained MLb final -ə.

6 The final -n of the masculine singular of adjectives shows up before words that start with a vowel, Ɜ, d, t, or Ɜ; the glottal stop or Ɜ need not be deleted. In other positions, the -n is deleted (in Venlo, it turns into -m before b).

7 According to Dols (1944), the diphthong in these three Sittard past tenses betrays an earlier acute.
Early MLb *’oo > Gel. Rm. ’oo (Sitt. ’oi): z’ök’en ‘seek’, z’óta ‘sweet-PL/FEM SG’, zótdan ‘sweet-MASC SG’

Early MLb *’oo > Gel. Rm. ’oo (Sitt. ’u): róópan ‘call-INF/1,3PL’, yáróópan ‘called (p.p.)’, kóó ‘cow’ (Sitt. kóú; Rm. ku)

In voiced cases, the great majority of present-day polysyllables has an acute as well, at least in Sittard, as can be seen in (12). A non-negligible minority, though, is seen to have an unexpected circumflex, especially in Roermond (as observed by Dols 1944). An explanation for these exceptions was given both by Maurmann (1898) and by Dols and is discussed in §7.3.

(12) Modern forms with originally long non-high vowels in open syllables, voiced case: usually acute

Early MLb *’aa > Gel. Rm. Sitt. ’ó: j’ómar ‘a pity’, f’wóyar ‘brother-in-law’, Rm. vroójan / Sitt. vróójjan ‘ask-INF/1,3PL’, Rm. roójan / Sitt. róójan ‘guess’ < *róójan, Rm. bróójan / Sitt. bróójan ‘fry’ < *braóójan, bloózan ‘blow’, y’ablaózan ‘blown’

Early MLb *’ae > Gel. éa (Rm. Sitt. ée): jéamáran ‘lament’, kréamáar ‘salesman’, léyan ‘low-MASC SG’, Rm. Sitt. leéyar ‘lower’, yabéaráñ ‘strive’, Rm. keézan m.pl. ‘cheeses’, fiéereñ ‘herring’ < *fiéereñk

Early MLb *’ee > Gel. éa (Rm. Sitt. ée): kééran ‘turn-INF/1,3PL’ < *kéérán < OLF kérán

Early MLb *’eé > Gel. óa (Rm. Sitt. óó): fióarán ‘hear’

Early MLb *’ee > Gel. óa (Rm. Sitt. óó): bóáran f.pl. ‘beans’

Early MLb *’ee > Gel. éé (Sitt. éi): kéézan ‘choose’, varléérán ‘lose’ (Rm. varléérán), déenán ‘serve’, lééyan ‘tell a lie’, vlééyan ‘fly’, badrééyan ‘cheat’, Rm. jpeéyal / Sitt. jpéiýal m. ‘mirror’


Early MLb *’oo > Gel. Rm. ’oo (Sitt. ’u): Rm. fióován / Mbr. fióóvan / Sitt. fióüvan-fióüvan ‘need’, Rm. bloómán / Sitt. bláümén ‘flowers’

4.3. Pronunciation of non-high vowels in open syllables

Duration of vowels in OLF: short moras. The predecessor of MLb, Old Low Franconian, still had some full (although short) vowels in unstressed syllables, from which we can conclude that the Germanic shift to initial stress had not run to completion yet. In order to accommodate a final vowel contrast, the final syllable in OLF must have taken up an appreciable part of the time needed to pronounce the whole word. In such a situation, where final syllables are relatively long (as compared with later stages of the language), duration is probably not yet the main auditory cue to phonological stress. As a result, duration was a cue to phonological vowel length only: the short vowels may still have been pronounced really short, say 100 ms, and the long vowels twice that, i.e. 200 ms. Thus, we transcribe [nəmə] but [sləːpan].
Duration of short vowels in MLb open syllables: long moras. Vowel durations changed in Early Middle Limburgian. The only allowed final vowel was -a, and this must have been allowed to be pronounced with a very short duration, so that more of the duration could shift to the initial (i.e. stressed) syllable. In such a situation, duration can become an important auditory cue to stress. We can assume that language users match their own and others’ comprehension and production, so speakers will avoid producing stressed vowels with a duration of only 100 milliseconds.

The avoidance of very short rhymes must have affected most those syllables whose rhymes consisted of only a short vowel. The idea is that all other kinds of stressed syllables had something to contribute to length: long vowels may have been 200 ms long, and in closed syllables with a short vowel the coda consonant could contribute to the duration of the syllable, making it perhaps 160 ms. Open syllables with short vowels were now problematic if they lasted only 100 ms, which was too short for a listener to perceive them as stressed. Speakers will thus have lengthened specifically these vowels, perhaps to, say, 130 ms. The vowels in (8) were thus pronounced as half-long, e.g. *nāma was pronounced [na’mə].

That this lengthening occurred is uncontroversial, because all these vowels would ultimately end up as long after a process of Open Syllable Lengthening (OSL), in Limburgian as well as in many other West Germanic languages, among which present-day standard English ([neim]), German ([na’mə]) and Dutch ([nəmə]). This process is generally thought to have taken several centuries to complete, and I propose that its consequences made themselves heard already in Early MLb.

MLb long vowels: incomplete push chain effect and short moras. The lengthening of the short non-high vowels may have caused the long non-high vowels to lengthen, but not to double the duration of a short vowel, i.e. not to 260 ms. We know this because in the West Germanic languages where OSL took place, the two kinds of vowels ended up being equally long (e.g. the lengthened vowel in Dutch maken is nowadays the same as the originally long vowel in Dutch slapen). Perhaps they just lengthened to 220 ms in MLb. I still simply write [sləpən]. If these 220 ms count as two moras, these moras must each have been shorter (namely 110 ms) than the lengthened mora of the short vowel (130 ms).

The alignment of the tone movement. In order to get the first “phonetic” tone distribution started, we need one assumption about the phonetic implementation of the surface structures in (8) and (9). The proposed phonetic implementation rule is simply: a high tone is audible on every voiced segment that is linked to a H in the surface structure, and a low tone is audible on every voiced segment linked to an L. The auditory forms of the words in (8) and (9) are therefore [náːmə], [wɛːkə], [bɛːkə], [ʒpən], [fɛmə], [kəkənə], [stɔːˈvə], [sləpən], [kəzə], [żɛlə], [ńhoːtə], [bɔŋə], [spɛːylə], [yːfənə], [kəkə].

The monomoraic circumflex. The short vowels in open syllable, like [áɾ], carry relatively long high tones: if counted from the mora head, they last 130 ms, as opposed to the high tones in words with long vowels, which last only 110 ms (i.e. one half of 220 ms). We could call this opposition monomoraic circumflex versus bimoraic acute, and perhaps write the above words in a mixed phonological–phonetic orthography (phonological length; phonetic accent) as *nāmə, *wɛːkə, *bɛːkə, ɹɔpən, ɹiːməl, *kɔkɔnə, *stɔːvə, *sləpən, *kəæzə, *zɛeə, *fiːəɾən, *bənə, *spɛːylə, *γrɔnə, and *kɔkə.
**Foreshadowings.** In the auditory forms we already see two factors that contribute to the later tone contrast and its conditioning. First, the enhanced duration of the monomoraic high tones will later lead to their reinterpretation as linked to two moras rather than one (§5.1). Second, tone is audible on voiced consonants, not on unvoiced consonants. This difference will later lead (twice) to the cross-generational preservation of an association line to L for voiced consonants but not for unvoiced consonants (§5.5, §7.2, §7.3).

4.4. Short and long non-high vowels in closed syllables

If a short V was monomoraic and a long VV was bimoraic, how many moras went into a VC rhyme? In general, languages differ as to whether they count coda consonants as moraic. For MLb, I propose that codas in monosyllabic words were not moraic. The main reason for this is the phonetic duration of VC rhymes as compared to V and VV rhymes.

There are two reasons to think that the vowel in VC sequences was phonetically short, i.e. that these rhymes were pronounced [VC], not [V:\C]. The first reason is theoretical and has been explained before: the C contributed to the duration of the rhyme, so that the vowel did not have to be lengthened in order to provide a duration cue for foot headship. The second reason is observational and involves back projection: the present-day languages that underwent OSL retain a length distinction between original [VC] and [V:C] rhymes (e.g. NLb man vs. Jöop, NHG Mann vs. Schaf), whereas the original length distinction between [V] and [V:] rhymes has been lost (e.g. NLb draâyan vs. vrâyan; a full merger is seen in NHG tragen versus fragen, both with the same long [ar]).

Imagine now a child who has to learn Middle Limburgian and has to decide on the number of moras in a [VC] rhyme. If such a rhyme is ambiguously monomoraic or bimoraic in languages with a [V] ~ [V:] opposition, it must be biased towards monomoraic in languages with a [V\:] ~ [V:] opposition, because the duration of [VC] is closer to that of a monomoraic V in languages that pronounce this as a lengthened [V\:] than in languages that pronounce this as a really short [V]. Thus, I propose that MLb children interpreted the [VC] rhyme as monomoraic. Some surface structures are shown in (13) and (14).

In (13), we see that closed syllables with short vowels consisted of one mora. The vowel heads the mora, and all consonants that follow the vowel are included as satellites into this same mora. In the case of monosyllabic words, no L is included in the structure; since these structures reflect a sentence-internal alignment with H*\L, there is room for the L to be realized on the first syllable of the next word, analogously to what happens in (2).\(^8\)

\begin{align*}
(13) & \quad \text{Early MLb structures for short vowels in closed syllables} \\
\begin{array}{cccccccc}
\text{H} & \text{H} & \text{L} & \text{H} & \text{H} & \text{L} & \text{L} \\
\mu & \mu & \mu & \mu & \mu & \mu & \mu \\
\text{man} & \text{hont} & \text{hald\text{"o}} & \text{kop} & \text{kest\text{"o}} & \text{lajk} & \text{lajg\text{"o}} \\
\text{‘man’} & \text{‘dog’} & \text{‘hold’} & \text{‘head’} & \text{‘chest’} & \text{‘long’} & \text{long (adv.)} \\
\end{array}
\end{align*}

\(^8\) Sentence-finally, the L would either have to be deleted or (more interestingly) incorporated somehow into the last mora (a case of tone crowding).
In (14) we see that closed syllables with long vowels consist of two moras. There is always room to host both the H and the L tone.

(14) Early MLb surface structures for long non-high vowels in closed syllables

```
<table>
<thead>
<tr>
<th></th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>j</td>
<td>a</td>
<td>r</td>
<td>e</td>
<td>s</td>
<td>t</td>
<td>o</td>
<td>r</td>
<td>y</td>
</tr>
<tr>
<td>r</td>
<td>o</td>
<td>e</td>
<td>s</td>
<td>t</td>
<td>o</td>
<td>r</td>
<td>y</td>
<td>r</td>
</tr>
<tr>
<td>d</td>
<td>e</td>
<td>e</td>
<td>f</td>
<td>w</td>
<td>o</td>
<td>o</td>
<td>s</td>
<td>t</td>
</tr>
<tr>
<td>bo</td>
<td>o</td>
<td>k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

‘year’ ‘first’ ‘grid’ ‘great’ ‘thief’ ‘savage’ ‘book’

If, as usual, the intonational cue to stress was implemented as a tonal movement directly after the first mora, *deéf* must have been pronounced as [deéf] or [dééf] depending on the intonation contour of the sentence.

**Present-day reflexes.** The structures in (14) have survived in modern Limburgian, if a final schwa was not lost later. The forms are either MLb monosyllables (e.g. most masculine and neuter singular nouns, the imperative singular of most strong verbs, and the independent forms of most adjectives) or MLb polysyllables with the first syllable ending in -s or -r. The predictability is perfect: all of these forms have an acute accent and I am not aware of any exceptions in Geleen, Roermond, or Sittard.9

(15) Modern forms with originally long non-high vowels in closed syllable: acute

Early MLb *aa > åa: jíóp ‘sleep-IMPSG’ < *slaap, lóct ‘let-IMPSG’, jíóp m. ‘sleep’ (OLF sláp), jíóp n. ‘sleep’ < *sxáap, jóor n. ‘year’ (OLF iår), wóor ‘true’, jwór ‘heavy’, fór m. ‘hair’, dót m. ‘deed’ (OLF misdôt ‘crime’), réót m. ‘advice’, drót m. ‘thread’, póol m. ‘pole’, móoltit m. ‘meal’, króom ‘shop’, póójan ‘Easter’ < *paasxan ‘Easter-DATPL’

Early MLb *ææ > Gel. éa, Rm. Sitt. ée: (no instances known)

Early MLb *ee > Gel. éa, Rm. Sitt. ée: féal ‘whole’ (cf. non-monophtongized OHG heil), éafa (Rm. éersta) ‘first-PL/FEMSG’ < *eersta (MHG érste), éafa (Rm. éersta) ‘first-MASC’

Early MLb *œœ > Gel. óa, Rm. Sitt. óo: róastar m. ‘grid’

Early MLb *oo > Gel. óa, Rm. Sitt. óo: yóat ‘great’, dóát m. ‘death’ (OLF dót), dóat ‘dead’, róat ‘red’, lóan n. ‘salary’, fóat m. ‘thrust’, tóan m. ‘tone’, fóattóan ‘acute accent’, fóax ‘high’ < *fóox (i.e. not *fóxx)

Early MLb *ee > Gel. Rm. ée, Sitt. éi: déef m. ‘thief’, léef ‘nice, cute’, léex(t) ‘light’ (OLF lihoht), déep ‘deep’, jéet ‘shoot-IMPSG’, yóonéet ‘enjoy yourself’

Early MLb *oo > Gel. Rm. óo, Sitt. éi: wóóstan ‘savage-MASC’


---

9 Some imperative singulare have a circumflex in the Low Franconian – Ripuaric transition dialects of Moresnet (Jongen 1972: 42): jíóp.
4.5. Diphthongs

I propose that the MLb diphthongs *ei, *œy, and *uu were monomoraic. When short vowels in open syllables lengthen to half-long, their duration will approach that of the diphthongs, which do not have to lengthen (their duration is already compatible with foot headship). As the duration of short vowels in open syllable increases, a child learning MLb becomes more likely to perceive a diphthong as a single mora, as long as the comparably long lengthened vowel is perceived as a single mora.

Structurally, the diphthongs *ei, *œy, and *uu can be interpreted as monomoraic if we regard them as the underlying VC sequences /ɛj/, /œɥ/ and /ɔw/, and if coda consonants are still non-moraic. Conversely, if the diphthongs are VC sequences, they side with other VC sequences in not requiring lengthening of the first part in open syllables, and in being interpreted by learner as equally long as the lengthened vowels in open syllables, i.e. as monomoraic. We see some example words in (16), which assumes, as before, default left-to-right tone assignment on moras.

(16) Early MLb structures for diphthongs

\[
\begin{array}{cccc}
H & L & H & H \\
\mu & \mu & \mu & \mu \\
klejno & brejt & rœqvaɾo & lówpɔn & drɔwn \\
\text{‘small’} & \text{‘broad’} & \text{‘robber’} & \text{‘walk’} & \text{‘dream’}
\end{array}
\]

If Middle Limburgian had the default phonetic interpretation of the link between segments and tones (§4.3), *bupɔn must have been pronounced as [bɔpɔn] or [bɔwpɔn] depending on the intonation contour of the sentence. Aligned with H*L, the words in (16) sounded like [klɛjno], [bɾɛjt], [rœqvaɾo], [lɔwpɔn], and [drɔewn], with the usual restriction of not sounding tone on voiceless segments.

The new situation. If we compare the data in (16) with those of the previous section, we see that Middle Limburgian had moving tones on long vowels, and level tones on diphthongs. The same diversion between monophthongs and diphthongs occurred in the early history of Lithuanian tonogenesis. Garde (1976) gives the form /sėdėtė/ı, in which the two long vowels receive an acute, and the diphthong a circumflex.¹⁰

4.6. The long high vowels: monomoraic

The cross-linguistic weight distinction between CVV and CVC (§4.4) and the parallel development found in Lithuanian (§4.5) are enough for me to judge the proposed early MLb structures as typologically feasible. We do still have to explain why the high vowels (*ii, *yy, *uu) side with the diphthongs and short vowels rather than with the other long vowels, as they do in Lithuanian. In Lithuanian, the long high vowels receive an acute accent, suggesting that they were bimoraic in Lithuanian just like the non-high vowels. By contrast, I propose that in early MLb the long high vowels were monomoraic. Unlike Lithuanian /iː/ and /uː/, the MLb long high vowels did not have

¹⁰ Garde’s notation indicates that the diphthong was bimoraic, as in a later stage of MLb. It may have started its life as monomoraic, though.
to contrast with short vowels (all MLb short vowels were non-high), so that they were not pushed towards the duration of 220 ms that I proposed for the non-high long vowels. Also, long high vowels tend to be universally shorter than long non-high vowels, so that their duration may have been shorter than the old duration of the non-high vowels, which was 200 ms. Perhaps it was 170 ms, close to the duration of the lengthened short vowels. It was easy for a learner, then, to interpret these high vowels as monomoraic.

If the MLb long high vowels were monomoraic, there are still two possibilities for their phonological surface representation: they were phonologically simple short vowels (/i/, /y/, /u/), or they were, like the diphthongs, VC structures (/ij/, /yu/, /uw/). It is unlikely that *ii and *uu were short, since their later reflexes before /st/ are long (Rm. lii̯st̯an ‘lists’, vuu̯st̯an ‘fists’), whereas the later reflexes of the short vowels before /st/ are still short (Rm. kaston ‘cupboards’, kest̯on ‘cost’, keest̯on ‘chestes’, koest̯on ‘coasts’). So it is likely that *ii and *uu were diphthongal VC structures (with non-moraic C). Liberman (1999) actually argues that *ii and *uu were the diphthongs /ij/ and /uw/ in the whole West-Germanic area. This would explain the fact that when later the lengthening of vowels in open syllables started to crowd the vowel space, the high vowels changed towards [aj] and [aw] independently in at least three unconnected areas (England, Brabant, and Bavaria, ultimately leading to the diphthongs in ‘wine’ and ‘house’ in standard English, Dutch, and German). The fact that none of the Scandinavian languages has developed this kind of diphthongs, despite the same lengthening of vowels in open syllables, should then be attributed to the idea that the Scandinavian high vowels were genuinely bimoraic /iː/ and /uː/. Thus, an explanation for the difference between Lithuanian and Limburgian is given in the structures in (17).

(17) Early MLb structures for long high vowels

<table>
<thead>
<tr>
<th></th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>H</th>
<th>L</th>
<th>L</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>μ</td>
<td>μ</td>
<td>μ</td>
<td>μ</td>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>bl̅</td>
<td>b̅</td>
<td>j̅</td>
<td>v̅</td>
<td>̃</td>
<td>ū̂</td>
<td>t̃</td>
<td>j̅</td>
</tr>
<tr>
<td>‘stay’</td>
<td>‘time’</td>
<td>‘owl’</td>
<td>‘grape’</td>
<td>‘house’</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Foreshadowings. Given the diversion between non-high monophthongs on the one hand, and diphthongs and high vowels on the other hand, we can now already see the contours of an explanation for the behaviour of the words in §1 and §2: modern fli̯s̅op̅an ‘large’ has a moving tone because it has an original long vowel (MLb *sλ̅a̅p̅o̅n̅), while bre̅it ‘broad’ and la̅n̅k ‘long’ have level tones because they have an original diphthong or short vowel. But we can also see that several issues still have to be settled: the apparent bimoraicity of modern bre̅it and la̅n̅k is related to a MLb process of open syllable lengthening (§5), and the fact that the moving tone in kni̯n ‘rabbits’ is different from the level tone in kni̯n ‘rabbit’ is related to a later process of final schwa drop (§7).

4.7. Geminate consonants: moraic

There is an exception to the non-moraicness of coda consonants. If the coda consonant is the first half of a geminate, it has to be represented lexically by a separate mora, at least according to the usual view of the singleton–geminate distinction in universalist
phonology. Thus, both long vowels (§4.1) and long consonants have an additional underlying mora. Surface structures will reflect this. Examples are in (18).

(18) Early MLb structures for geminates

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>µ</td>
<td>µ</td>
<td>µ</td>
</tr>
</tbody>
</table>

bed  katt
‘bed’ ‘cat’

I propose, therefore, that geminates project a mora, whereas syllable-final sonorants do not, e.g. that *katta ‘cat’ has three moras but *kanta ‘side’ (§4.4) only two.

Under the usual assumptions, the articulations must have been [bɛ́dɔ́] and [kátɔ́]. The auditory forms must just have been [bɛ́dɔ́] and [kátɔ́], because tones can only be heard on voiced consonants. In other words, an intrasyllabic fall was heard on *bedda, but not on *katta.

4.8. The predictable accent contrast and its phonetic correlates

The previous sections illustrate that Early MLb and other Franconian dialects had a predictable (i.e. non-lexical) phonological accent contrast. The accent could be predicted by the number of moras in the syllable, which was always unambiguously derivable from the phonetic duration.

First, there was the predictable phonetic acute accent: when aligned to H*L, this was realized as a short H mora followed by L. It audibly occurred in the long non-high vowels [dɔ́], [ɛ́ɛ́], [ɛ́ɛ́], [ɛ́ɛ́], [ɔ́ɔ́], [ɛ́ɛ́], [ɔ́ɔ́], and in the voiced geminates such as [ɛ́ɛ́]. There was also a predictable phonetic circumflex accent: when aligned to H*L, this was realized as a long H mora. It audibly occurred in the lengthened vowels [á́], [ɛ́ɛ́], [ɛ́ɛ́], [ɔ́ɔ́], and [ɔ́ɔ́], in the long non-high vowels [iʃ], [yɨ́], and [uʃ], in the diphthongs [ɛ́ɣ], [ɛ́ɣ], and [ɔ́ɣ], and in sequences of a short vowel and a voiced non-geminate coda (which was always a sonorant) such as [ɛ́]. The remaining rhymes were sequences of a short vowel and a voiceless coda. The geminate case was articulatorily acute, i.e. had an early fall ([ɛ́ş],), while the non-geminate case was articulatorily circumflex, i.e. had a late fall ([ɛ́ʃ],), but auditorily both were ambiguous ([ɛ́ʃ], [ɛ́ʃ],), because tone cannot be heard on voiceless segments.

5. The Late Middle Limburgian bimoraic reanalysis

It is a surprisingly small step from the predictable phonetic accent contrast described in §4.8 to a lexical accent contrast. Since the predictability in §4.8 depends on knowing the number of moras in the first syllable, all that is needed for the switch to occur is that the lexical length contrast, which relies on having different numbers of moras in a syllable, is suspended. Precisely that is what happened when Open Syllable Lengthening proceeded in Late Middle Limburgian and its Central Franconian neighbours.
5.1. Even more lengthening of vowels in open syllables

In §4.3 we saw that as a result of the West-Germanic initial stress shift, phonologically short (i.e. monomoraic) vowels in open syllables were phonetically half-long. Thus, *mákon ‘make’ was pronounced [maˈkən].

When this lengthening progressed over the generations, the phonetic durations of the phonologically short vowels in open syllable came very close to the durations of the phonologically long vowels. As a result, some learners decided to ignore the duration distinction between the two groups and to analyse the lengthened vowels as bimoraic. We know that this happened in the histories of many current Germanic languages, and our Franconian dialects formed no exception. But whereas in most languages the lengthening vowels completely coalesced with the originally long vowels, the Franconian dialects kept the distinction alive, albeit not in the mora count.

The location of the pitch drop in Early MLb was after the first syllable in these words, i.e. [máˈkən] and [náˈmə], and it is this syllable alignment that the learners honoured in their newly constructed phonological representations. If the vowels in [máˈkən] and [náˈmə] are reinterpreted as bimoraic, and the tone movement is interpreted as occurring after the first syllable, the learner has no option but to interpret the H tone as including both the first and the second mora. The structures in (19) now become those in (19). For the lengthened vowels, the distinction between *æ and *e was lost, either at this point or later; I will write both as ee from now on.

(19) Late MLb surface structures for lengthened non-high vowels

<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>n</td>
<td>a</td>
<td>a</td>
<td>m</td>
<td>o</td>
<td>w</td>
<td>e</td>
<td>e</td>
<td>k</td>
<td>o</td>
</tr>
<tr>
<td>r</td>
<td>ʃ</td>
<td>p</td>
<td>ə</td>
<td>n</td>
<td>h</td>
<td>e</td>
<td>m</td>
<td>ə</td>
<td>l</td>
</tr>
<tr>
<td>k</td>
<td>o</td>
<td>k</td>
<td>ə</td>
<td>n</td>
<td>o</td>
<td>s</td>
<td>t</td>
<td>o</td>
<td>o</td>
</tr>
</tbody>
</table>

Present-day reflexes. For the lengthened non-high vowels in (19), the structures in (19) have survived to the present day, at least for those words that did not lose the second syllable (phonetically, the present-day circumflexes are longer than the acutes, a length reversal that I return to in §9). Examples from present-day Limburgian are listed in (20) and (21). All of these forms necessarily have two or more syllables, since no short vowels occurred word-finally in Early MLb monosyllables.

(20) Modern forms with lengthened vowels in open syllables, non-voiced case: always circumflex

Early MLb *a > aː: maɑkən ‘make’, naɑtə ‘wet-Pl./FEMSG’, aɑpən m.pl. ‘apes’


Early MLb *e > eː: beɛkən f.pl. ‘brooks’, peɛpər m. ‘pepper’


---

— 21 —
Early MLb *e > eé: yweékən ‘give way’, yleékən ‘seemed’, ybeéṭən ‘bitten’, leékən ‘leak’

Early MLb *o > oō: koókən f. ‘kitchen’ < #kókəna (MHG küchene), jloótal m. ‘key’

Early MLb *o > oō: (no examples)

(21) Modern forms with lengthened vowels in open syllables, voiced case: usually circumflex


Early MLb *e > eé: zeéyən ‘saws’, Rm. zéyən ‘saw’ (denominative verb)


Early MLb *e > eé: jpeéllən ‘play’, nheêməl m. ‘heaven’, zeévən ‘seven’, yableévən ‘stayed’, reéyəl m. ‘ruler’ (NHG Riegel)

Early MLb *o > oō: oovər ‘over’ < *ovər (NHG über), bəoɔəl m. ‘braces’ (NHG Bügel), mɔɔlən f. ‘mill’ < *molən, yaboɔərən ‘happen’, ləoɔən f. ‘lie’ (NHG Lüge)

Early MLb *o > oō: zoōmər m. ‘summer’, wʊoɔən ‘dwell’, vʊyəl m. ‘bird’

The new situation. For the originally long non-high vowels, the structures will still be those in (9). The alignment of H*L with moras is no longer predictable from the number of moras in the syllable. It is possible, of course, that the H*L alignment was predictable from vowel quality, i.e. the lengthened vowels might have been ‘lax’, the originally long vowels ‘tense’, or some such contrast. However, at some point in time the qualities of the lengthened vowels have fallen together with those of the originally long vowels, in all languages involved. Present-day East Limburgian constitutes no exception, as we can see when comparing (11), (12) and (15) with (20) and (21) for present-day ɔɔ, ee, oo, and oō.

If Early MLb *əa had already shifted to *əə in Late MLb (and Early MLb *əə had shifted to *əə, *əə, *əə, and *əə already coalesced with the lengthened vowels *əə, *eə, *eə, and *eə in Late MLb. In that case, Late MLb had a lexical mora-accent contrast for these four vowels.

11 With a z introduced from the infinitive kéezən.
We do not have sufficient information yet as to whether and where the vowel groups coalesced. Some relevant examples, though, can be found. From 14th century Sittard, forms like daighen ‘days-DAT’ (< *dayan), saick’en ‘things’ (< *zakan), and aepen/oopen ‘open’ (< *open) have been transmitted (Dols 1944: 200–202), with i and e used as length symbols, indicating that the vowel lengthening had reached phonological (i.e. bimoraic) status; this is confirmed by writing an original *aa with a single vowel symbol, as in beswaren ‘burden’ and na ‘after’, which indicates coalescence with the lengthened vowel.

If such written evidence is valid, a lexical mora-accent contrast must have emerged for the non-high long vowels already in Late MLb. But even if Late MLb vowels were also distinguishable on the basis of tenseness or some such thing, the mora alignment distinction must have been a major auditory cue to the new distinction between *ɔ̄/éé/ôô/ôô on the one hand and *ɔ̄/ëë/ôô/ôô on the other. In such a case, one could just as well say that vowel quality was predictable from mora alignment as that mora alignment was predictable from vowel quality.

5.2. Bimoraic reanalysis of diphthongs

Now that ‘short’ vowels had been reanalysed as bimoraic, the diphthongs had to follow suit. That is, children had to interpreted these as bimoraic a fortiori. We can therefore use VV notations (/ei/, /œy/, /ɔu/) again. The structures in (16) now become those in (22).

(22) Early MLb structures for diphthongs

<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>l</td>
<td>e</td>
<td>i</td>
<td>n</td>
<td>o</td>
<td>b</td>
</tr>
<tr>
<td>b</td>
<td>r</td>
<td>e</td>
<td>i</td>
<td>t</td>
<td>r</td>
<td>õ</td>
</tr>
</tbody>
</table>

Present-day reflexes. In words that did not lose their final syllable, the diachronic predictability of the accent is good. As usual, some morphological classes and disyllabic voiced cases diverge.

(23) Modern forms with diphthongs in open syllables:
non-voiced cases: always circumflex


Early MLb *œy > œi: dœípan ‘baptise’ (NHG taufen has lost the umlaut)

Early MLb *ɔu > ɔû: lûpan ‘run, walk INF’, kûpan ‘buy-INF’

(24) Modern forms with diphthongs in open syllables:
voiced cases: usually circumflex

Early MLb *ei > ei: eíyan ‘own (adj.)’, kléínan ‘small-MASC SG’, feívan ‘skewed-MASC SG’, eínan ‘one-MASC SG’

—23—
Early MLb *œy > œi: dœımän ‘dream’, ylœıvän ‘believe’ (NHG glauben has lost the umlaut), böeıyan ‘bend, bow’ (note that NHG buegen; Du. buigen [bœyya] is a false friend)

Early MLb *ou > ř: řύvān n.pl. ‘eyes’, důvān ‘deaf-MASC SG’

(25) Modern forms in closed syllables: always circumflex


Early MLb *œy > œi: (probably no examples)

Early MLb *ou > ř: bœ̂up ‘run, walk (leap) IMP SG’, knœ̂up m. ‘button’, rœ̂uk m. ‘smoke’, bœ̂uk n. ‘leek’, fiœ̂up m. ‘heap’ (note that NHG Haufen < MHG hüfe is a false friend), řux (Venlo cœ̂k) ‘also’ < *œk (k > x testifies of being in the Rhenish fan), bœ̂um m. ‘tree (beam)’, zœ̂um m. ‘seam’, drœ̂um m. ‘dream’, řœ̂um m. ‘bridle (team)’, dœ̂uf ‘deaf’

5.3. Bimoraic reanalysis of long high vowels

High vowels were now interpreted as bimoraic as well. The forms in (17) were reinterpreted as those in (26), with two high-toned moras (in sentence-internal H*L alignment) each carries by a full vowel.

(26) Late MLb structures for long high vowels

<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ</td>
<td>µ</td>
<td>µ</td>
<td>µ</td>
<td>µ</td>
<td>µ</td>
<td>µ</td>
</tr>
<tr>
<td>b</td>
<td>l</td>
<td>i</td>
<td>i</td>
<td>v</td>
<td>ŭ</td>
<td>v</td>
</tr>
</tbody>
</table>

Present-day reflexes. The structures in (26) have survived in NLb, at least if the final syllable was not lost.

(27) Modern forms with high vowels in open syllables:
non-voiced case: always circumflex


Early MLb *yy > řyy: kyňkän n. ‘chicken’ (< kiukin), ryňkän ‘smell’

(28) Modern forms with high vowels in open syllables:
voiced case: usually circumflex


Early MLb *yy > yy: zyvvar ‘clean’, yylan m.pl. ‘owls’, hiyran ‘hire’, jtyran ‘send, steer’


(29) Modern forms with high vowels in closed syllables: always circumflex


Early MLb *yy > yy: vvyr ‘fire’


5.4. Bimoraic reanalysis of vowel-sonorant sequences

The long H tone was audible on all sequences of short vowel and tautosyllabic sonorant coda. As in the case of the diphthongs and high vowels, learner will have interpreted this sequence as a bimoraic circumflex. The relevant cases in (13) will be reanalysed as the structures in (30).

(30) Early MLb structures for short vowels in closed syllables

<table>
<thead>
<tr>
<th>H</th>
<th>H</th>
<th>H</th>
<th>L</th>
<th>H</th>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ μ</td>
<td>μ μ</td>
<td>μ μ</td>
<td>l μ</td>
<td>μ μ</td>
<td>μ μ</td>
<td>μ μ</td>
</tr>
<tr>
<td>m an</td>
<td>h on t</td>
<td>h a l d an</td>
<td>l a ūk</td>
<td>l a ū g e</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Present-day reflexes. The structures in (30) have been preserved in NLb, at least in words where no syllable was later lost (by final schwa drop, see §7) or gained (by schwa insertion into sequences like -If and -rx, see §12.2) and otherwise no segments dropped (by lenition and degemination, see §7.7 and §12.1). The present forms are listed in (31) and (32). As usual, forms where there is a following voiced consonant are listed separately; all these are from Venlo, because lenition and degemination later deleted a segment in the other dialects, causing these forms to go into a different accent class (§7.7).

(31) Modern forms with tautosyllabic vowel-sonorant sequences:
non-voiced case: always circumflex
(for nonhomorganic cluster cases see §12.2)

Early MLb *am > amn: dāmp m. ‘vapour’

12 The underlining of the t is based on the MLb reconstructed form, which must have had d (e.g. NHG Braut). Present-day Roermond has the unexpected plural bruutan.
Early MLb *om > oǐn: *dumʔ13 ‘dumb’, koũp m. ‘bowl’ (MHG kumpf)


Early MLb *en > eń: eń ‘in’, Rm. kińc, Gel. keńc n. ‘child’, Rm. weńćar, Gel. weńćar m. ‘winter’

Early MLb *on > oń: hońc m. ‘dog’, yrońc m. ‘ground’, mońc m. ‘mouth’, yazońc ‘healthy’, blońc ‘blonde’

Early MLb *ań > ań: lańk ‘long’, dańk m. ‘thanks’, yańk m. ‘gait, passage’

Early MLb *eń > eń: deńkən ‘think’

Early MLb *eń > eń: Rm. deńk, Gel. deńk n. ‘thing’, Rm. reńk, Gel. reńk m. ‘ring’


Early MLb *æl > æl: yæcₜ n. ‘money’, fæl ‘hard’

Early MLb *øl > øl: vɔl ‘full’

Early MLb *el > elː: wɛl ‘want-1SG’, Rm. wɛc, Gel. wɛc ‘wild’

(32) Modern forms with tautosyllabic vowel-sonorant sequences:

voiced case: usually circumflex

Early MLb *an > ań: Venlo anđar ‘other’

Early MLb *en > eń: Venlo beńdən ‘bind’

Early MLb *on > oń: Venlo ońdər ‘under’

Early MLb *al > ál: Venlo15 fiałdən ‘hold’

5.5. Reanalysis of voiced and voiceless geminates

The next question to answer is how the learning child interpreted the auditory forms [bɛdaː]₁₃ and [kátə]₁₃ (§4.7). Now that the language allows acute as well as circumflex syllables, it is no longer evident that the child should interpret both forms as acute, as their parents were forced to do. In fact, we know that the present-day dialects tend to distinguish these forms (as least their MLb plurals *beddən ‘beds’ and *kattən ‘cats’ which did not undergo final schwa drop later). In the modern language, where the difference between the two groups has become larger, ‘beds’ has a clearly

13 The underlined final clusters mp, nc, nk, and Ac derive from the MLb ‘underlyingly voiced’ mp, nt, nk, and l̂t, which became mb, nd, ng, and ld before a vowel. Late MLb deleted the plosives in prevocalic position, leaving just the present-day m, n, ñ, and k in prevocalic position (as well as word-finally in cases of schwa drop). See §7.7 for more detail.

14 These Venlo forms end in -aæt or -aaut etc. in the other dialects. According to Van der Meer (1949: 299), Venlo mainly had -aat in the 14th century as well, and -aalt-like forms were reintroduced in the 15th century.

15 This form is fiaājan in the other dialects. The same comment as in the previous footnote applies here.
audible acute whereas ‘cats’ has a clearly audible circumflex (Ben Hermans, p.c.; see §12.1 for details).

Although the acute for *bedo and the circumflex for *katte could have arisen later, it is tempting to seek the cause of the distinction in the bimoraic reanalysis of Late MLb, when children had the first chance to create it. Thus, I propose that the structures of (18) turned into the contrasting pair in (33).

(33) *Late MLb structures for geminates, aligned to H*L

```
<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
</tr>
</thead>
</table>
| µ | µ  
| µ | µ  
| b | d | d | o | k | a | t | t | o |
```

Taking the structures in (33) at face value, the first thought of a phonologist is that the explanation for the split must lie in the commonly attested correlation of tone with voice, namely that H tones go together with voicelessness and L tones with voicedness. This correlation is visible in (33), and in fact a similar explanation has been provided by Hermans (2006) for a similar but different case in Limburgian. However, the voice-tone correlation exemplified so beautifully in (33) in fact owes its plausibility entirely to the presence of the H*L (declarative) contour that I used to illustrate sentence-internal surface structure. I could just as well have used the L*H (interrogative) contour. In that case, the surface structures would have been those in (34).

(34) *Late MLb structures for geminates, aligned to L*H

```
<table>
<thead>
<tr>
<th>L</th>
<th>H</th>
</tr>
</thead>
</table>
| µ | µ  
| µ | µ  
| b | e | d | d | o | k | a | t | t | o |
```

Both the structures in (33) and those in (34) must have coexisted in Late MLb. Unless the declarative contour H*L was *much* more frequent than the interrogative (or continuative) contour L*H, no universal correlation between voice and tone can explain why *bedo received an acute accent and *katte a circumflex.

I propose instead that the split was caused by a difference in the audibility of the tones. The auditory form [bedo]... contains much more information about the tone on the second mora than the auditory form [katte]... does. It is not surprising that [bedo]..., with its overtly low first [d], was interpreted as acute. The form [katte]..., by contrast, had a voiceless second mora (the first [t]), which was ambiguous with regard to tone, so we know that it was phonetically more circumflex than [bedo]... But if [katte]... was ambiguous, why did children decide to analyse it as circumflex? Wouldn’t an acute analysis have been equally likely?

One explanation could involve a directional on-line perceptual-phonological bias. If you hear a H tone, you are waiting for the next L tone, and you will decide that the tone has changed to L only when you hear positive evidence of it, i.e. a low pitch on a voiced segment. If a voiceless stretch intervenes between the H vowel and the L vowel, this stretch contains no information on the fall, so it is better for you not to assume yet that it has happened. After all, the next vowel could still be high-pitched, in which case you should perceive a continuous H tone shared by both syllables. If you wait until you get
positive evidence, you will perceive both a disyllabic H tone and a disyllabic HL contour correctly. So the second, voiceless mora of [káttəₗ] is perceived with the same tone as the preceding [a].

Another explanation could lie in the non-directional competition between mora-based and syllable-based cues. Perceiving the second mora of [káttəₗ] as having a H tone (i.e. perceiving the first syllable as circumflex) violates the cue constraint that says that “a mora without phonetic high pitch should not be perceived as a phonologically high-toned mora”. Perceiving the second mora of [káttəₗ] instead as having a L tone (i.e. perceiving the first syllable as acute) would violate the cue constraint that says that “a syllable without a phonetic pitch movement should not be perceived as an acute”. If the syllable-based constraint outranks the mora-based constraint, i.e. if the ranking follows the prosodic hierarchy, the interpretation of [káttəₗ] as circumflex is explained.

A third explanation could lie in a language-specific structural constraint. A comparison of the number of forms in (11), (12) and (15) on the one hand, and (20), (21), (23), (24), (25), (27), (28), (29), (31) and (32) on the other suggests that in Late MLb the circumflexes must have outnumbered the acutes by a factor of two or so. The MLb-specific markedness constraint “syllables are circumflex” could have caused the interpretation of [káttəₗ] as the default, i.e. as circumflex.

### 5.6. Reanalysis of voiceless non-geminate codas

Two of the forms in (13) have not been discussed yet. It is those with a voiceless coda that is not part of a geminate, namely *kɔp and *kestə. The stressed syllables of all forms that we have seen so far, including those ending only in a half-long vowel, were interpreted by Late MLb learners as bimoraic, and there is no reason to suppose that it would be otherwise for these forms. Following the same reasoning as in §5.5 (with the same three possible explanations), the accent must have been analysed as circumflex *a fortiori, because the parent articulation [késtəₗ] is even less likely than [káttəₗ] to have had a small cue on the first mora to the impending pitch drop. The structures that the child builds are those in (35).

(35) **Early MLb structures for short vowels in closed syllables**

<table>
<thead>
<tr>
<th>H</th>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>kɔp</td>
<td>kestə</td>
<td></td>
</tr>
</tbody>
</table>

Present-day reflexes. For words that did not lose final schwa (as e.g. *kestə itself), present-day Limburgian retains the structures in (35). The current pronunciation of these forms is such that the movement to L occurs well after the stressed syllable, as in (2), so that the circumflex on e.g. kestən is no longer inaudible.

---

16 One counts all the forms, even the ones that have a different accent in present-day Limburgian (because the accent changes are of a later date). One should also count the Late MLb forms of the words introduced in later chapters, but these will not change the factor of two for Late MLb. For present-day Limburgian, the factor is much closer to 1, because of the later changes described from §7 on.
(36) Modern forms with sequences of a short vowel and a voiceless consonant:
circumflex

köp m. ‘head’ < *kɔp, krāx(t) f. ‘strength’ < *krāx, ek (Venlo ek) ‘I’, mēx ‘me’, dēx ‘you-Sg’, zēx ‘herself, himself, themselves’, rāx(t) ‘right’ (OLF reht), jlēx(t) ‘bad’, kēstan f.pl. ‘cheasts’ < *kēstan (NHG Kisten)

5.7. The influence of voicing
The tonogenesis described in the previous section provides the first opportunity for the split between Rule A and Rule A2.

In general, the tone contrast is more difficult to hear on disyllables with voiced consonants than on disyllables with voiceless consonants. In [kɔp̂n], the low tone starts one vowel plus one consonant later than in [slɔ̆p̂n], whereas in [løɔ̆n̂], the low tone starts only one vowel later than in [vøɔ̆n̂]. It is possible that some reanalysing children were capable of positing a tone opposition only on the voiceless cases, while merging the voiced cases into acutes just as the non-tonal Germans, Dutch and English must have done.

5.8. The new situation: a lexical contrast for non-high vowels in polysyllabic words
In Late Middle Limburgian, all stressed syllables were phonologically long, i.e. bimoraic (as in present-day Swedish, for instance). On the surface, every stressed syllable either had the acute accent (where each mora had a different tone) or the circumflex accent (where each mora had the same tone).

In many cases, the Late MLb accent was predictable by grammatical rule. High vowels, closing diphthongs, *aa, *ee, monosyllabic words with short vowels, and rhymes with voiceless codas or with non-geminate voiced codas were always circumflex. The vowels ea, o, and oa and closed syllables with non-high long vowels were always acute. The only VC rhymes that were predictably acute were the geminate voiced codas like *bɛ́ddə. The explanation of this exception involved both a phonological and a phonetic observation: phonologically, geminates were the only VC rhymes that were forced to be bimoraic, hence had to host a L tone, and phonetically, voiced codas were the only codas on which an L tone could be audible.

In a minority of cases, namely for the vowels *ɔɔ, *εε, *øø, and *oo in an open syllable in polysyllabic words, the accented mora had to be specified in the lexicon (e.g. by a star on the first mora for acutes, and on the second mora for circumflexes; this lexical star then aligns on the surface with the star in H*L or L*H). This is what made Late Middle Limburgian a lexical mora-accent language. Hermans (1984) argues that it still is.

6. Analogical lengthening
After lengthening of vowels in open syllable, some verbal, nominal, and adjectival paradigms contained alternations between short and long vowels. In these cases the paradigm was levelled towards the long version, so that many short vowels in closed syllables lengthened as well. Since the model form, with a vowel lengthened in the previous step, necessarily had a circumflex tone, the analogically lengthened vowel was circumflex as well.

In the verbal paradigm, not much happened. In weak verbs, all forms had a theme vowel (schwa), so all forms had been lengthened already (e.g. lēvə ‘I live; live-
IMPSG’, leēvan ‘to live; we/they live’, leēvat ‘lives; you-Pl live; live-IMPPl’, leēvas ‘you-SG live’). In strong verbs, the infinitive was lengthened (yeēvan ‘to give’), as were several forms of the present indicative, namely the first person singular (yeēvə ‘I give’), the second person plural (yeēvat ‘you-Pl give’), and the first and third person plural (yeēvan ‘we/they give’). The only consonant-final form in strong verbs was the imperative singular. This stayed short (cf. present-day yef ‘give!’), perhaps because the second and third persons singular of the present indicative stayed short as well (cf. present-day yofs ‘you-SG give’ and yof ‘gives’).

In the nominal paradigm, the nominative/accusative singular of (mainly masculine) nouns with a plural ending in -ə, genitive singular in -əs, and dative singular in -ə, was lengthened: dax ‘day’ became daāx analogously to daāyə ‘days’. For neuter nouns with zero plural endings and for nouns without plurals, the source of analogy was restricted to the genitive or dative singular:17 fiʌf ‘garden’ became fiɔ̂f analogously to endən fiðɔva ‘in the garden-DATSG’, and yrʌs ‘grass’ became yraəs ‘grass’ analogously to optoŋ yraəzo ‘on the grass-DATSG’.

In the adjective paradigm, the predicative form, e.g. nat ‘wet’ was lengthened to naāt in analogy with attributive forms such as the feminine and plural nominative singular (naāta) and the masculine accusative singular (naātɔn).

It will turn out (§6.2) to be relevant that analogical lengthening created circumflex tones independently of whether the following consonant (or the following consonant elsewhere in the paradigm) was voiced or voiceless. Thus, analogical lengthening is the source of the following present-day Limburgian forms with an original voiceless consonant:

(37) Analogical lengthening in voiceless paradigms: circumflex


Early MLb *æ >> eː: (no cases known)

Early MLb *ɔ >> oɔ: fłaɔt n. ‘lock’, jpoɔr f./n. ‘track’

Early MLb *e >> eː: yabeet n. ‘teeth’, jeep n. ‘ship’, bleek n. ‘tinplate’

Early MLb *o >> oɔ: perhaps noott ‘nut’ < *not(a) (MHG nuz, MDu note)

It is also the source of the following forms that end in a voiceless consonant that corresponds to a voiced consonant elsewhere in the paradigm:

(38) Analogical lengthening in voiced obstruent paradigms: circumflex

Early MLb *a > aā: daāx m. ‘day’, yrʌas n. ‘grass’, fłaaɔ m. ‘stroke’, paat n. ‘path’, raat n. ‘wheel’, (for Rm. kāaf n. ‘chaff’ see §7.3)

Early MLb *æ >> eː: weex m. ‘way’, yabeet n. ‘prayer’

Early MLb *ɔ >> oɔ: fiɔf m. ‘court’, yɔbɔτ n. ‘commandment’, yrɔf ‘coarse, rude’ < *yaraf

Early MLb *e >> eː: fmezet m. ‘smith’ (pl. fmezet), yaleet n. ‘member’

17 Or sometimes perhaps the form that was the first part of a nominal compound.
Early MLb *o >> oō: (no cases known)

And it is the source of the following forms that end in a voiced consonant:

(39) Analogical lengthening in sonorant paradigms: circumflex

Early MLb *a > aā: laām ‘lame’, jmaāl ‘narrow’, taām ‘tame’
Early MLb *æ >> eē: (no cases known)
Early MLb *o >> oō: ŋoōl ‘hollow’
Early MLb *e >> eē: ŋpeē n. ‘game’, teēn n. ‘tin’
Early MLb *o >> oō: (no cases known)

A possible fourth group consists of four adjectives that are reported as ending in a consonant in Middle High German, but in a schwa in Middle Dutch. These are words that had *

(40) Possible analogical lengthening for û words: circumflex

yeēl ‘yellow’ (MHG gēl, MDu gele)
jeēl ‘squinting’ (MHG schēl, MDu schele)
kaāl ‘bald (callow)’ (MHG kal, MDu kale)
vaāl ‘pale (fallow)’ (MHG fal, MDu vale)

If these words ended in a vowel in Early MLb (*yæl, *jæl, *kal, *val), these must be cases of analogical lengthening. If these words had a schwa in early MLb (*yælə , *jælə , *kalə , *valə), their long vowels must be due to Open Syllable Lengthening (*yēlə , *jēlə , *kaālə , *vaālə), in which case the present circumflex accent suggests that the final schwa dropped early (see §7.1).

Analogical lengthening did not happen in Limburgian and Central Franconian alone. It generally happened in ‘standard’ Middle High German as well, although it was restricted there to cases in which the consonant was voiced in the oblique forms, i.e. in the cases of (38), (39), and (40) (NHG Tag ‘day’, Weg ‘way’, Gras ‘grass’, schmal ‘narrow’), but not in the voiceless cases of (37) (NHG Dach ‘roof’, Schloss ‘lock’). In Dutch, no analogical lengthening occurred (except perhaps in noot ‘nut’): it still has a dax ~ daaɣn alternation. The Franconian dialects are thus the only ones with lengthened vowels in naat and daaκ. And since Dutch adjectives were levelled towards the short vowel (naata ‘wet-Pl.’ turned into natə analogously to the predicative form nat ‘wet’), the Franconian dialects are also the only ones with lengthening in Limburgian naatə ‘wet-Pl.’ or Ripuaric naasə ‘wet-Pl.’.

The fact that lengthening in consonant-final syllables was analogical is proved by the existence of an unlengthened vowel in the cases where there was no paradigm or where the paradigm did not contain lengthened vowels. Examples of unlengthened vowels outside the paradigms can be found in prepositions. Limburgian still has short vowels in ŋn ‘in’, vun ‘of’, met ‘with’, whereas we find a regularly lengthened vowel in doōr ‘through’ (< thuru). Other examples are dut ‘that’ and especially the content word weex ‘away’, which was apparently felt to be outside the paradigm of weex ‘way’
(this word has a short vowel in NHG as well). Examples of unlengthened vowels inside paradigms are those that were originally followed by geminate consonants, as in man ‘man’, whose plural was menna ‘men’ (these examples are less convincing than the former, though, since it cannot be completely excluded that the pronunciation was mann).

6.2. The new situation: lexical contrast on monosyllables with long non-high vowels

Analogical lengthening led to a large reduction in the correlations between tonal structure, syllable structure, and segmental structure. Before the change, the tone in monosyllables with long vowels could be predicted from vowel quality: high vowels and diphthongs had a circumflex, non-high vowels an acute. After the change, tone has become contrastive in monosyllables. Thus, the new form ʃlɔɔt ‘lock’ contrasts with the old form rɔɔt ‘advice’, and ʃmeeıt ‘smith’ contrasts with ʃleeıt ‘song’.

6.3. Implications for dating the Rule A/A2 split

In the Rule A dialects, all forms in (24), (28) and (32) have an acute rather than the circumflex that is characteristic of the Rule A2 dialects under discussion here. Many authors have tried to explain the history of Rule A without assuming an intermediate Rule A2 stage. But if Rule A developed directly as a result of bimoraic reanalysis, the disyllabic forms on which the monosyllabic forms in (38) and (39) are based must have had an acute accent in the Rule A area at the moment when analogical lengthening occurred. In that case, the forms in (38) and (39) should have an acute accent in the Rule A area. They have not. They currently all have a circumflex, even in the Rule A area. This is evidence against an early split between between Rule A2 and Rule A, and evidence in favour of the theory (also assumed by De Vaan 1999) that the present Rule A dialects went through an earlier A2 stage.

6.4. Dating analogical lengthening

Analogical lengthening most probably started some time after Open Syllable Lengthening. In Van der Meer (1949) one can see that in the earliest records of Venlo MLB (the year 1320) long vowels in open syllables can be written with a single vowel symbol. Thus, jaer ‘year- Nom’ but jare ‘year-DAT’. The writing therefore coalesces with that of originally short vowels in open syllables, e.g. maken ‘make’. If we assume that the vowel in jare was long, the vowel in maken must have been long as well. We could thus place Open Syllable Lengthening in the 13th century at the last, i.e. not long after the start of Middle Limburgian, which was characterized by the coalescence of unstressed short vowels into schwa.

Analogical Lengthening in Venlo MLB happened in the 15th century, with some early forms in haoff (i.e. fɔɔf) and daegh (i.e. daax).

7. Schwa drop

There have been several rounds of the drop of schwa in final unstressed syllables, and these rounds had different effects on the tone system.

7.1. Early schwa drop

The earliest schwa drop was interconsonantal, and it occurred even before Open Syllable Lengthening. It happened in front of the final t of the second and third person
singular in the present indicative of strong verbs. Thus \(*{\text{brekä}}s > *{\text{breks}} \) ‘break-2SG’ and \(*{\text{brekat}} > *{\text{brekt}} \) ‘break-3SG’.\(^{18}\) This earliest schwa drop prevented the application of Open Syllable Lengthening, which affected most other forms in the paradigm such as the first person singular \( (*{\text{brek}}a > *{\text{brek}}ka) \), the first and third person plural \( (*{\text{brekan}} > *{\text{brek}}kan) \), or indeed the second person plural \( (*{\text{brekat}} > *{\text{brek}}kat) \). This gives us the present-day paradigm \{ {\text{brek}} \, {\text{breks}} \, {\text{brekt}} \, {\text{breek}}\}(t) {\text{brek}}kan \).

The earliest schwa drop just discussed was restricted to the second and third person singular of strong verbs ending in obstruents. The second schwa drop, which is more important to the story of the origin of tone in Limburgian, applied after Open Syllable Lengthening, and occurred when the schwa was preceded by a long vowel and a sonorant consonant but followed by a coronal obstruent \( (s, z, d, \) or \( t) \). The conspicuous characteristic of this second schwa drop (and what distinguishes it from the later general schwa drop discussed in §7.3) is that it had no effect on tone.

Unlike the morphologically limited first schwa drop, the second schwa drop occurred across the board, for instance in the second and third person singular of weak as well as strong verbs and in the past participle of weak verbs (the past participle of strong verbs did not end in \(-t)\). Thus, we crucially see that the círcumflex on lengthened vowels remained in the following present-day Limburgian forms, the infinitives of which were mentioned in (21): {\text{fi}ɔɔλs} ‘fetch-2SG’, {\text{fi}ɔɔlt} ‘fetch-3SG’ and {\text{yaf}ɔɔlt} ‘fetched’ from the weak verb {\text{f}iɔɔλ}an, and in {\text{v}oørs} ‘drive-2SG’ and {\text{v}oørt} ‘drive-3SG’ from the strong verb {\text{v}aæran}. Other examples are the forms of the weak verbs {\text{wo}øn}an ‘dwell’ \( (\text{wo}øn\text{s}, \text{wo}ønt, \text{yawo}ønt) \) and {\text{yabo}øran} ‘happen’ \( (\text{yabo}ørt, \text{yabo}ørt) \). Presumably (although the present-day tone cannot evidence it, as will become clear in §7.3), this second schwa drop also occurred in the acute verbs mentioned in (12), for instance {\text{v}oørs} ‘lead-2SG’, {\text{v}oørt} ‘lead-2SG’ and {\text{yav}oørt} ‘led’ from the weak verb {\text{v}øøran}.

Another set of forms that probably show this early second schwa drop are those with (usually sonorant) consonants flanked by two originally high vowels:

\[
\text{(41) Early drop of a schwa that used to be a high vowel after a high vowel}
\]

\[
\begin{align*}
\text{zoøn} & \text{ ‘son’ (OHG sunu)} \\
\text{døør} & \text{ ‘door’ (OLF duri), cf. the NHG variant Türe}
\end{align*}
\]

\(^{18}\) The divergently high vowel in {\text{breks}} and {\text{brekt}} is either due to an earlier i-umlaut \( (*{}{\text{breki}}s > *{}{\text{briki}}s) \), or to the non-application (because of the following high vowel) of the even earlier West-Germanic a-umlaut \( (\{ *{}{\text{briki}}s, *{}{\text{briki}n} \} > \{ *{}{\text{briki}}, *{}{\text{brek}}an \}) \), or to both of these. Not surprisingly, this vowel is often identical to the vowel in the non-lengthened imperative singular \( (\text{§6}) \), e.g. in {\text{et}} ‘eat-IMP\text{SG}’ ~ {\text{ets}} ‘eat-2SG’, although the two can diverge as well, as in our earlier example {\text{yef}} ‘give-IMP\text{SG}’ ~ {\text{yofs}} ‘give-2SG’. The 2SG and 3SG forms have been subject to an extensive morphologization of phonological alternations. One alternation is due to an original i-umlaut and explains the phonologically regular alternation of {\text{I}λøp}an ‘sleep-\text{Inf}’ \( (< {\text{s}lææp}an) \) ~ {\text{I}λæps} ‘sleep-2SG’ \( (< *{\text{slææp}}is) \). Another alternation is the regular long-short alternation of {\text{breek}an} ~ {\text{brek}s}, which was analogically extended to originally long vowels, as in {\text{b}iøp}an ‘walk-\text{Inf}’ \( (< {\text{I}læp}an) \) ~ {\text{læps}} ‘walk-2SG’, which occurs instead of the perhaps regular {\text{loips}}. The third alternation is the regular rounding alternation of {\text{z}øen} ‘see-\text{Inf}’ \( (< \text{WGm} *{}{\text{so}ø-} < *{}{\text{s}i}u- \text{with a-umlaut}) \) ~ {\text{zy}ø}s ‘see-2SG’ \( (< \text{WGm} *{}{\text{s}i}u- \text{without a-umlaut}) \), which was analogically extended to forms like {\text{yofs}} and {\text{I}læps} ‘sleep-2SG’ \( (\text{an alternate form of } \text{I}læps) \). Thus, the present-day strong-verb 2SG and 3SG morphemes are synchronically characterized to various extents by umlaut, shortening, and rounding, instances of which can be seen in several examples in the text.
**door** ‘through’ (OLF *thuro*; Old Saxon *thuru*)

**voör** ‘for, before’ (OLF *furi*)

Some of these forms could be dismissed as cases of schwa drop before Open Syllable Lengthening, followed by analogical lengthening (e.g. *sunu* > **zon** > **zoon**). Quite apart from the need to explain such an earlier schwa drop, it would not account for the case of *doör*, which has no source for analogy. De Vaan (1999) mentions some of the words in (41) separately as well as possible cases of an early schwa drop (namely ‘son’ and ‘door’, but also ‘sow’, which is *zoön* in some dialects).\(^{19}\)

The idea that schwa dropped rather early between sonorants and coronals obstruents is confirmed with the data from Middle Dutch as transcribed in the dictionary by Verdam (1961), who allows forms like *geweget* ‘aimed’, *gevoedet* ‘fed’, and *gevollet* ‘filled’ (beside *geweecht*, *gevoet*, and *gevolt*) but not *gewonet* ‘resident’ or *gemalet* ‘painted’ (only *gewoont* and *gemaelt*).

### 7.2. Drop of final schwa: voiceless version

All words that ended in a schwa, or that ended in a schwa followed by an obstruct, eventually dropped it. The main exception is the plural and feminine singular of adjectives ending in a plosive or voiceless consonant cluster. Thus present-day Limburgian still has *naaṭa* ‘wet-FEMSG’, *riika* ‘rich-FEMSG’ and *yauṣa* ‘whole-FEMSG’, but in nearly all other cases final schwa was lost.\(^{20}\)

We know that the loss of schwa ultimately led to a change in phonological structures across generations: original *strọtə* ‘street’ and *dọt* ‘deed’ consisted of three and two moras, respectively, as shown in (7) and (14), while present-day *strọt* and *dọt* rhyme perfectly, i.e., they must consist of the same number of moras, which I will assume to be two. As in the account of Open Syllable Lengthening, the account of Schwa Drop will involve three elements: the phonological structure maintained by the first generation (cf. (8)), the variation in pronunciation allowed by this structure, and the reinterpretation of selected overt forms as a new phonological structure by the next generation (cf. (19)). The lexical tonal representations for generation 1 of the acute form *strọtə* ‘street’ and the circumflex form *wēkə* ‘week’, aligned to an HL intonation contour, are given in (42), which also includes the structures for words without final schwa.

(42) **Surface structures of words with and without final schwa, voiceless version**

```
<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
</tbody>
</table>
```

```
<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>μ</td>
<td>μ</td>
</tr>
</tbody>
</table>
```

```
<table>
<thead>
<tr>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
</tr>
</tbody>
</table>
```

- *strọtə*. ‘street’
- *wēkə*. ‘week’
- *dọt*. ‘deed’
- *tiit*. ‘time’

In these graphs syllable boundaries are represented as periods.

---

\(^{19}\) Perhaps the word *aān* ‘at, on’ (< *aana*) lost its schwa in this round as well, perhaps in order to improve the distinction with *āana* ‘without’ after Open Syllable Lengthening (*aānā*).

\(^{20}\) Other scattered exceptions exist, for instance the word *néaʃa* ‘sewstress’ < *nææjaʃa*, cf. attested MLb (sermons) *minnerse* ‘female lover’.
Now that we have the surface structures of generation 1, the next question is how the structures were actually pronounced. For \( \text{dōt} \) and \( \text{tiit} \) we can assume the pronunciations \([\text{dōt}]\) and \([\text{tiit}]\) (in H*L-focus environments); in the absence of evidence to the contrary we can assume that the final consonants were fully released, as they are in present-day Limburgian. For \( \text{strōta} \) and \( \text{weēkō} \), obviously possible pronunciations are \([\text{strōtō}]\) and \([\text{weēkō}]\), with a full final vowel. But in a situation of imminent schwa loss there must have been variant forms with a reduced final vowel, which after a voiceless consonant could well be voiceless: \([\text{strōtō}]\) and \([\text{weēkō}]\). Note that in these forms the L tone is not audible on the final vowel, because this vowel is voiceless. Such situations, with vowels that are fully present in the phonological surface structure but are hardly audible in the overt form, can in some languages, like Japanese, apparently easily be maintained by speakers and transferred to the next generation.

But Limburgian is not Japanese. Learners of Japanese “only” have to know that word-final consonants are generally ruled out in their language, as is evidenced by the full vowels that have to occur after voiced obstruents and sonorants. Limburgian learners, however, had ample evidence that Limburgian did allow word-final consonants of all sorts. In a situation where the learner interprets \([\text{dōt}]\) as the corresponding structure in (42), she also has to interpret \([\text{strōtō}]\) in a way that makes sense in her emergent phonology. While some learners may indeed come up with the bisyllabic structure in (42), perhaps aided by some overt adult forms with full vowels, some learners will act differently. We have to understand that the transcription \([\text{strōtō}]\) suggests a final vowel, but that a voiceless vowel, especially a short one, often cannot be distinguished from the glottal fricative \([h]\), so that an almost equivalent transcription is \([\text{strōtōth}]\). Since utterance-final plosives tend to be slightly aspirated anyway (by the continuation of uninhibited expiration), so that \([\text{dōt}]\) will sound very much like \([\text{dōt}ʰ]\), we have the ingredients for a merger, especially since word-final aspiration contrasts are cross-linguistically extremely rare. Some children, therefore, will perceive \([\text{strōtō}]\) and \([\text{weēkō}]\) as the monosyllabic structures in (43).

(43) Surface structures after schwa drop, voiceless version

\[
\begin{array}{ccc}
\text{HL} & \text{H} & \text{HL} & \text{H} \\
\mu & \mu & \mu & \mu \\
.\text{strōtō} & .\text{weēkō} & .\text{dōt} & .\text{tiit} \\
\text{‘street’} & \text{‘week’} & \text{‘deed’} & \text{‘time’}
\end{array}
\]

For \( \text{strōtō} \) the change was well integrated in Limburgian phonotactics: the resulting rhyme was identical with the already existing rhyme in \( \text{dōt} \). For \( \text{weēkō} \), the change was also reasonably well integrated, because the vowel \( \text{ee} \) was already allowed in monosyllabic words deriving from analogical lengthening (note that the MLb *\text{ee} had become \( \text{éä} \)). Now if some children create the structures in (43), they may go on to learn at a later point that some of these words can have a schwa appended to them. In effect, the structures have changed across the two generations from bisyllabic with variable schwa drop to monosyllabic with variable schwa extension (perhaps like modern French \( \text{sēc} \) ‘five’). It is likely that speakers with the structures in (43) produce forms with schwa less often than people who still have the bisyllabic structures. The third generation, then, will hear even fewer forms with schwa than the second and is thus
even more likely to posit a monosyllabic analysis, leading to even more schwa-less pronunciations. The merger, once started, appears irreversible, at least if schwa-less structures are fully licit in the language to begin with (this excludes the Japanese case).

If the consonant was voiceless, therefore, the lexical tone on the newly created monosyllabic word was identical to the lexical tone on the original bisyllabic word. Thus, originally long non-high vowels (mostly feminine; if masculine, they usually end in -en in present-day German)\(^{21}\), and the plural of some nouns. The following list presents up to four forms of each word mentioned: the current East Limburgian form, the reconstructed form just before schwa drop (but after open syllable lengthening), the reconstructed early MLb form, and sometimes the attested or reconstructed OLF form.

(44) **Schwa drop after acute plus voiceless consonant: acute**

- Early MLb **aa:** *strət* f. ‘street’ < *strəta* (NHG *Straße*), *mət* f. ‘measure’ (MHG *mâge*), *fɔk* m. ‘hook’ (NHG *Haken*), *ʃəp* ‘sleep-1SG’, *lɔt* ‘let-1SG’
- Early MLb **ee:** *tẽek* f. ‘cover’ (< Lat. *theca*; NHG *Zieche*)
- Early MLb **oo:** *zək* ‘seek-1SG’ < *zɔək* (NHG *sache*), *vɔt* ‘feet’, Rm. *bɔk* ‘beech’, *zɔt* ‘sweet’ (OLF *suoti*), *wɔos* ‘savage’ < *wɔostə* (OLF *wuosti*)
- Early MLb **oo:** *kɔk* m. ‘cake’ < *kooɔ* (NHG *Kuchen*)

And high vowels, diphthongs, and lengthened vowels retained the circumflex:

(45) **Schwa drop after circumflex plus voiceless consonant: circumflex**

(for nonhomorganic cluster cases see §12.2)

- Early MLb high vowels and diphthongs: *rîk* n. ‘empire’ < *riikɔ* (OLF *riki*), *rîk* ‘rich’, *liik* n. ‘dead body’ (NHG *Leiche*), *ruuıt* ‘diamond’, *zeip* ‘soap’ (NHG *Eiche*), *eik* ‘oak’ (NHG *Eiche*)
- Early MLb **an:** *kafç* ‘side’ (NHG *Kante*)
- Early MLb **om:** *kloŋp* ‘lump’ (NHG *Lumpen*), *fiəmp* ‘chunk’ (NHG *Humpen*), *loŋp* ‘rag’ (NHG *Lumpen*)
- Early MLb **ol:** *boɔt* ‘bolt’ < *bolte* (NHG *Bolzen*)
- Early MLb **a:** *zaŋk* f. ‘business’ < *zaŋkɔ* < *zako* (OLF *saka*, NHG *Sache*), *aŋp* m. ‘ape’ (NHG *Affe*), *fiaat* m. ‘hate’, *laat* ‘late’
- Early MLb **e:** *beɛk* ‘brook’ < *beɛkɔ* < *bekɔ* < *baki* (cf. umlautless NHG *Bach*)

---

\(^{21}\) Both the feminine and masculine nouns had a nominative in -e and an accusative in -en in early MHG. The feminine nouns soon changed their accusative into -e, generalizing the nominative affix. Most masculine nouns later changed their nominative to -en, generalizing the accusative. Some masculine nouns (e.g. *Name* ‘name’, *Wille* ‘will’, and nouns denoting males like *Junge* ‘boy’ and *Affe* ‘ape’) retain the -el-en alternation in present-day German.
The new situation. Like analogical lengthening, schwa drop led to less predictability in the relation of the mora accent with segmental and syllable structure. Thus, the new form ɦɔɔ̄p ‘hope-N; hope-1SG’ contrasts with the old form slɔ́ɔ̄p ‘sleep-N; sleep-IMPSG’ and with the new form slɔ́ɔ̄p ‘sleep-1SG’.

7.3. Drop of final schwa: voiced version

Something slightly different happened when the intervening consonant was voiced rather than voiceless. The structures of generation 1 are shown in (46).

(46) Surface structures of words with and without final schwa, voiced version

<table>
<thead>
<tr>
<th>H</th>
<th>L</th>
<th>H</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>μ</td>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>. b l o o . m a .</td>
<td>. d r u u . v a .</td>
<td>. ɲ o o n .</td>
<td>. w i i n .</td>
</tr>
</tbody>
</table>

‘flower’ ‘grape’ ‘chicken’ ‘wine’

These structures are completely analogous to (42). Again, the tones are only associated with the heads of the tonal moras, and onset segments cannot head moras. As before, there cannot be more than two moras in a syllable, simply because no more than two tonal moras are needed to represent the surface structure. This means that the final n of fióon or wiin does not head a mora (this contrasts with cases like mañ ‘man’, in which the final n is the second tonal mora of the syllable).

The next question is how these abstract structures were pronounced. I assume that every segment belongs to a mora, as in (46), and that every segment is realized with the tone that its mora head is linked to. Thus, the n of fióon or wiin can be regarded as a part of the second mora, hence will be pronounced with the tone linked to that mora: [fióö] and [wiíń]. For the full pronunciations of bló̆omə and druùvə I assume that the syllable boundary coincides with a mora boundary, so that the m and v can be regarded as a part of the mora in the second syllable, hence the pronunciations [bló̆omə] and [druùvə]. In a situation where final schwas are heavily reduced, some realizations must have sounded like [bló̆om] and [druùv]. The crucial difference with the voiceless forms of the previous section is that a low tone can now be heard on the final consonant. Forms like [druùv] may look weird, with a low-toned final segment, but it is the same pronunciation that was judged as ‘trivial’ by Kiparsky (1973) for the Lithuanian word dvaāras, which came to be pronounced [dváárs] when the final vowel was dropt (for more details, see §7.4).

Some learners of generation 2 will base their surface structures on the reduced forms [bló̆om], [druùv], [fióö] and [wiíń]. A perception as disyllabic would violate a constraint against having a syllable that is not headed by a vowel. This structural constraint is cross-linguistically high ranked and we can assume that it is also high ranked for beginning learners. So the learner will assign monosyllabic structures to all
of the four forms (note that the four forms have analogous segmental patterns: \([\text{drúúv}]\) looks different from the others since it ends in a fricative, but it stands in for a large number of forms that also include sonorant-final cases like the generation-1 word \(\text{duúma} \) ‘thumb’, which has the reduced form \([\text{dúúm}]\)). The forms show three overt tone patterns: an level high pattern in \([\text{wííń}]\), a fall before the last segment in \([\text{drúúv}]\), and a fall in the midst of the long vowel in \([\text{blóòm}]\) and \([\text{fióòñ}]\). The learner can make sense of this by positing a mora boundary at every change of tone. This requires that she posit the trimoraic analysis shown in (47).

\[
\begin{align*}
\text{H} & \quad \text{L} & \quad \text{H} & \quad \text{L} & \quad \text{H} & \quad \text{H} \\
/ \quad / & \quad / \quad / & \quad / \quad / & \quad / \quad / \\
\mu & \mu & \mu & \mu & \mu & \mu & \mu & \mu \\
.\text{bloom} & .\text{duuv} & .\text{noon} & .\text{wiin}.
\end{align*}
\]

Some generation-2 learners may indeed come up with the structures in (47), thus violating a cross-linguistically high-ranked constraint against having more than two tonal moras in a syllable. The result is a triple contrast: the tone moves after the first, second, or third mora. Such a situation is uncommon in languages, like e.g. the triple contrast between oral, nasal, and half-nasal vowels, or the triple contrast between dentals, alveolars and retroflexes: not impossible, but uncommon, either for perceptual reasons (the auditory contrast is too small) or for structural reasons (here: three moras is too crowded). In Limburgian there were also systemic reasons that disfavoured these trimoraic forms. First, the triple contrast is specific to monosyllables and does not occur in disyllabic words. When an ending is added, the third mora is typically resyllabified as a non-moraic consonant, as in \(\text{.drúuv} \) ‘grapes’. These restrictions on the third mora are in stark contrast with the freedom of sonorant consonants as a second mora. Thus, \(\text{n} \) can be the second mora in the monosyllabic \(\text{man} \) ‘man’, or when followed by a voiced plosive in MLb \(\text{lan} \) ‘land’, or when in the disyllabic \(\text{men.na} \) ‘men’, where it stays in the first syllable (for the tone structure of this word, see the next section).

With the problematicity of the trimoraic analysis, several generation-2 learners will directly create non-trimoraic analyses from the \([\text{blóòm}]\), \([\text{drúúv}]\), \([\text{fióòñ}]\) and \([\text{wííń}]\) of generation 1. And generation-2 learners that do create the forms in (47) will beget generation-3 learners, some of whom will create non-trimoraic analyses from the \([\text{blóòm}]\), \([\text{drúúv}]\), \([\text{fióòñ}]\) and \([\text{wííń}]\) of this generation-2 subgroup. All these non-trimoraic analysers will come up with a bimoraic analysis, and the two moras will be the two parts of the long vowels in (46) and (47). For the three forms \([\text{blóòm}]\), \([\text{fióòñ}]\) and \([\text{wííń}]\) the analysis is easy, since it can be the same as for \([\text{fióòñ}]\) and \([\text{wííń}]\) in (46). For \([\text{drúúv}]\), the choice is simply between the two forms in (48).

\[
\begin{align*}
\text{H} & \quad \text{H} & \quad \text{L} \\
/ \quad / & \quad / & \quad / \\
\mu & \mu & \mu \\
.\text{druvv} & .\text{druvv}.
\end{align*}
\]

The first of these forms honours the high tone audible on the second part of the vowel in \(\text{[drúúv]}\), but since the child must pronounce the first form in (48) as \(\text{[drúúv]}, \)
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analogously to [wíí], it does not honour the low tone audible on the final consonant. The second form, on the other hand, does honour the audible low tone in [drúuv], analogously to [fíóòn], it does so by severing the audible link between the high tone and the second part of the vowel in [drúuuv]. The choice is between two evils, and what the Franconians did is clear: they chose the second option in (48), thus creating an acute accent on drúuv ‘grape’. When we compare the new structure to the ‘grape’ versions in (46) and (47), we see that Limburgian has “preferred the stability of tones to the stability of segment-to-tone links”. The square quotes are necessary here, because the same “stability preference” would predict the same circumflex-to-acute change in the case of the voiceless consonants of the previous section. Speaking in terms of “stability”, i.e. speaking in terms of conversions between phonological structures, is of course incorrect for sound change, which must pass through the bottleneck of the overt-form-and-reanalysis scheme. The “voiceless” form weēka has to pass through the overt form [weék(ɔ)] and thereby loses the information about the low tone on the schwa in the surface structure. The four structures, then, are the ones shown in (49).

(49) Surface structures after schwa drop, voiced version

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>L</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>μ</td>
<td>μ</td>
<td>μ</td>
<td>μ</td>
</tr>
<tr>
<td>. bloom.</td>
<td>. d r u u v .</td>
<td>. h o o n .</td>
<td>. w i i n .</td>
</tr>
</tbody>
</table>

When comparing the voiceless and voiced forms, we see that only one of the eight forms changed the tonal contour on the first two moras: drúuv. Its structure has become indistinguishable from that of fíóon, so that we must assume that the F0 contour in the pronunciation of drúuv as spoken by generation 3 fell in the middle of the vowel, so that we must conclude that there was a pronunciation change from [drúuʌv] to [drúuuv] within a couple of generations. The seemingly weird accent alignment change is less exceptional than it may seem: for a comparable change in Lithuanian, see §7.4.

The change of the mora accent around voiced consonants has left its reflexes in present-day Limburgian. List (50) shows the present-day forms for original acutes, which stayed acute. The forms in the list do not take into account the effects of the second final devoicing (§11), so many forms end in a voiced obstruent in (50) whereas most of the present dialects have voiceless obstruents instead.

(50) Modern forms with schwa drop after acute and voiced consonant: acute

Early MLb *aa > śoci tóçy f. ‘layer’ < *laayə (NHG Lage), móčn f. ‘moon’ (OLF mâno), yrscov m. ‘count’

Early MLb *ææ > Gel. éa, Rm. Sitt. ée: kéay f. ‘cheese’ < *kææə (NHG Käse), léay ‘low’ (OHG lági), jéar ‘scissors’ (NHG Schere)

Early MLb *ee > Gel. éa, Rm. Sitt. ée: zéal ‘soul’ < *zeelə < sêla < WGM *saiwala (NHG Seele)

Early MLb *œœ > Gel. əa, Rm. Sitt. əə: dróay ‘dry’ < *dreeayə
Historical predictability of the present have become accent shows that the present

Early MLb *oo > Gel. Rm. óo, Sitt. ói: ból f. ‘bean’ < *boona (NHG Bohne), jóan ‘beautiful’, óar n. ‘ear’, dóaz f. ‘box’ (NHG Dose), jóal f. ‘school’

Early MLb *ee > Gel. Rm. éé, Sitt. éi: vléey f. ‘fly’ (NHG Fliege)

Early MLb *oo > Gel. Rm. óo, Sitt. ói: yrón ‘green’ < *yrōn (OHG gruoni), kól ‘cool’, vróoy ‘early’

Early MLb *oo > Gel. Rm. óo, Sitt. óu: blóom f. ‘flower’ < *bloom (NHG Blume), fór f. ‘whore’

The drúuv case extends to all high vowels, diphthongs, and lengthened vowels. In all these cases, an original circumflex shows up as an acute in the present language if schwa was dropped after a voiced consonant:

(51) Modern forms with schwa drop after circumflex and voiced consonant: acute
(for nonhomorganic cases see §12.2)

Early MLb *ii > *ii > íi: wíiz f. ‘melody’ (NHG Weise), líí f. ‘line’ (NHG Leine), píin ‘pain’ (Late Latin pêna), yerrydín ‘curtain’, ʃíív f. ‘disc’ (NHG Scheibe)

Early MLb *yy > *yí > ʃy: krýyn ‘crown of head’ < *krýn < *kryyna

Early MLb *uu > *uú > úú: kúul ‘mine’ < *kuúla ‘pit’ < *kuula, drúuv f. ‘grape’ (NHG Traube), dúuv f. ‘pigeon’ (NHG Taube), dúum m. ‘thumb’ (NHG Daumen)

Early MLb *ei > *ei > éí: kléín ‘small’ < *kleina, aléín ‘alone’ (NHG alleine), yaméin ‘nasty’ (NHG gemeine)

Early MLb *ou > *oú > óu: óúy n. ‘eye’ < *oúya < *çuya (NHG Auge), õolúv n. ‘belief’ (NHG Glaube)

Early MLb *a > *aá > áa: náam m. ‘name’ < *naama < *náma < *nama < namo, bán f. ‘road’, ʃwán f. ‘swan’ < *swana, rám m. ‘frame’ (NHG Rahmen), náaz f. ‘nose’, ráav m. ‘raven’ (NHG Raben), máay m. ‘stomach’ < *maay < *maya (NHG Magen), máax(t) f. ‘virgin’ < *máaxt < *maayət < *mayaθ (NHG Magd), ʃaaj f. ‘damage’ < *sxada (NHG Schade f., Schaden m.), kráay m. ‘collar’ (NHG Kragen), dráay ‘carry-1SG’ (NHG trage), Rm. (also in Belgian Limburg; Goossens 1977) káaf n. ‘chaff’ < *kava 22

Early MLb *æ > *æɛ > éé: nóev ‘nephew, cousin’ < *næwə, wéem ‘whom’ < *wæwe, léew ‘live-1SG’ < *læwe

Early MLb *e > *ɛɛ > éé: zéeeg f. ‘saw’ < *zaeq

Early MLb *o > *ɔɔ > ɔɔ: kőol f. ‘coal’ < *köola < *kola (NHG Kohle), bóor f. ‘drill’ (NHG Bohre), bóoy m. ‘bow’ < *booy (NHG Bogen)

22 Reported mediaeval forms from surrounding languages of the word meaning ‘chaff’ are kaf and kave. The present-day Dutch form kaf, with a short vowel, must come from kaf. As Goossens notices, the acute accent shows that the present-day Limburgian form comes from kave (if it had come from kaf, it would have become kaaf by analogical lengthening). Of course, this form cannot be an argument for the historical predictability of the present-day tone; rather, the tone disambiguates the mediaeval form in this case.
Early MLb *e > *eē > éé (Sitt. ěí): jméej m.pl. ‘smiths’ < *smëēdā < *smëđā (NHG Schmiede), jéem m. ‘shade’ < *sxëmā (Old Saxon scimo; different vowel NHG Schemen)

Early MLb *o > *oō > ōō (Sitt. ōu): jtóov f. ‘stove’ < *stoōva < *stova (NHG Stube)

The new phonology. The changes proposed in this section only work if the language can be regarded as a lexical mora-alignment language both before and after the change. Schwa drop after voiced consonants greatly extended the number of forms in which mora alignment could be contrastive. The acute accent could now appear on high vowels, on diphthongs (including short vowels followed by sonorant consonants), and on the long vowels aa and ee. It may be possible that schwa drop in this way saved the mora accent in contrast in the Franconian dialects, whereas the neighbouring High-German dialects lost the contrast because they retained final schwa.

Reflexes in present-day phonology. Schwa drop led to a large number of tone alternations within paradigms where the consonant was voiced and the vowel originally had a circumflex tone. In weak verbs, the first singular could receive an acute, while the infinitive retained the circumflex:

léčv ‘live-1SG; live-IMPSG’ ~ lečvān ‘to live’

In strong verbs, where the imperative singular ended in a consonant, some minimal pairs were introduced:

blīif ‘stay-IMP SG’ ~ blīiv ‘stay-1SG’ ~ blīivān ‘to stay’, draāx ‘carry-IMP SG’ ~

drāāy ‘carry-1SG’ ~ draāyān ‘to carry’

In adjectives, the plural and feminine singular could form a minimal tone pair with the predicative form:

wiis ‘wise’ ~ wiiz ‘wise-PL&FEM SG’ ~ wizān ‘wise-MASC SG’

This example also shows that the masculine singular received an unexpected acute, perhaps in analogy with the feminine and plural form (De Vaan 1999).

In nouns, we have to distinguish various classes. Consonant-final stems (mostly masculine) lost the schwa in the plural:

dāāx ‘day’ ~ dáāy ‘days’, knīin ‘rabbit’ ~ knīn ‘rabbits’

Schwa-final stems (mostly feminine) lost the schwa in the singular:

liīn ‘line’ ~ liīnān ‘lines’, dúuv ‘dove’ ~ duūvān ‘doves’, dúum m. ‘thumb’ ~

duūmān ‘thumbs’, jřūv ‘screw’ ~ jřūvān ‘screws’, drūv ‘grape’ ~


śuü n. ‘eye’ ~ śuūvān ‘eyes’, nāam m. ‘name’ ~ nāāmān ‘names’, bāan ‘job’ ~

baāāmān ‘jobs’, kōl ‘coal’ ~ kōlān ‘pieces of coal’

Later on, these alternations led to localized cases of analogy, with the normal exceptions in (12), such as Roermond blōom ~ blōomän, coming to follow the drūv ~

druvān pattern (Dols 1944). Another thing that arose locally was purely
morphological use of tone alternations, such as Moresnet ʃlɔɔp ‘sleep-IMPSG’ ~ ʃlɔɔp ‘sleep-1SG’, coming to follow the bliif ~ bliiv pattern (footnote 9).

7.4. Lithuanian parallels of tone change by schwa drop

This seemingly weird change, which has attracted the ingenuity of many researchers (§13), has a parallel in Lithuanian, where the form [dváärs] that we saw before is interpreted as an acute accent: dváars (Kiparsky 1973). The following makes the parallel explicit:

(52) Parallel between Lithuanian and Limburgian: schwa drop creates a fake acute

\[
\begin{align*}
dvaäras & \rightarrow [dváärs] \rightarrow dváars \\
drůuvə & \rightarrow [drůúv] \rightarrow drůuv
\end{align*}
\]

Kiparsky regards dváars as a ‘fake acute’ because he claims that it is pronounced as [dváärs] rather than [dváär]. If the pronunciation is indeed [dváär], Lithuanian would reflect a stage that has been intermediate in the development of Limburgian.

The parallel in (52) also resolves a different problem in Lithuanian that still eluded Kiparsky (1973: 830: fn. 22). In Lithuanian nominal inflection, all disyllabic endings used to have a circumflex in the first syllable, and this shifted later into a short accent on the second syllable, e.g. in the instrumental plural -oōmis > -oomis. The dative plural form, which can be reconstructed as -oōmus, escaped this shift because the u was dropped at some point. However, instead of the expected -oōms, this form presently turns up as -óoms. This form is understandable as a perfect parallel to Limburgian schwa drop: in a language that already has a Limburgian/Lithuanian-type tone contrast, a circumflex will turn into an acute if a schwa drops from the following syllable, at least if the intervening consonant is voiced:

(53) Parallel between Lithuanian and Limburgian: schwa drop creates a real acute

\[
\begin{align*}
drůuvə & \rightarrow [drůúv] \rightarrow drůuv \rightarrow [drůùv] \\
oōms & \rightarrow [óóms] \rightarrow óoms \rightarrow [óóm]
\end{align*}
\]

In (53) we see three steps: a speaker-induced drop of a final vowel, a reinterpretation by listeners as an acute (i.e. as a low tone connected to the second mora), and a new pronunciation based on the reinterpretation (i.e. a pronunciation with low F0 on the second part of the vowel).

7.5. The behaviour of obstruent geminates in schwa drop

After a voiceless geminate consonant such as in *katta ‘cat’, a dropping schwa would leave no trace of the low F0, and there is no reason why the resulting auditory form [kátt(ʃ)] should be perceived as anything else than two high-toned moras, just as the auditory form [stók] (I assume here that a trimoraic analysis is ruled out, so that the final consonant cannot be analysed as a geminate). After a voiced geminate obstruent

---

23 This opens up the question whether a structure like (((kat)\(t\))\(d\))\(s\) is universally ruled out or not. If it is not, then bimoraicity is compatible with syllable-final geminates, and my argument for assigning a mora to the first d in *bedda (§4.7) would vanish as well, because the structure could then be (((bed)\(d\))\(s\))(\(d\))\(s\).
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such as in \*bédda ‘bed’, a dropping schwa would still leave a trace of the low FO on the final voiced consonant, and given the analysis in §7.3 there seems to be no reason for the learner to interpret the new auditory form [bêd] as anything else than an acute. The structures in (54) show the results.

(54) Surface structures after schwa drop, obstruent version

```
H L       H
 μ μ       μ μ
 /\        /\
 . b ē d . . k a t .

‘bed’ ‘cat’
```

Present-day reflexes. In the areas that maintain a lexical tone contrast on short vowels before voiceless consonants, such as Moresnet (Jongen 1972), words like kafı currently have a circumflex, i.e. the pitch movement occurs in the next syllable, and words like béd currently have an acute, i.e. the pitch movement occurs in the syllable itself (instead of between e and d, the pitch movement nowadays falls within e as a result of the second final devoicing and/or degemination, see §11). Some present-day forms are listed in (55) and (56).

(55) Schwa drop after voiceless geminates

```
nač (Rm. nač) m. ‘neck’ < *načkə (NHG Nacken), plač m. ‘spot’ < *plačkə (MDu. plecke), fiač m. ‘heel’ < *fiačkə (NHG Hacke f.), tap m. ‘tap’ < *tačpə (NHG Zapfen), lap m. ‘piece of cloth’ < *lačpə (NHG Lappen)
```

(56) Schwa drop after voiced geminate obstruents

```
béč n. ‘bed’ < *bédda, brég f. ‘bridge’ < *brégga (NHG Brücke), lég ‘lie-1SG’ < *léggə (MDu ligge), léd ‘lay-1SG’ < *léggə (MDu legge), zég ‘say-1SG’ < *zégga (MDu segge), wég ‘loaf’ < *wéggə (MHG wecke), fiég ‘hedge’ < *fiégga (NHG Hecke), fiéb ‘have-1SG’ < *fiébbə (MDu hebbe)24
```

7.6. The behaviour of sonorant geminates in schwa drop

After a geminate sonorant, schwa drop led to a new kind of acute syllables. Thus, the word *zónnə ‘sun’ was pronounced as [zónnə] before schwa drop (§4.7) and as [zóñ] after schwa drop. In nearly all of the Limburgian and Central Franconian area (with the exception at least of the peripheral area around Horst, to the north of Venlo), the audibility of the low pitch (in H*L alignments) on the sonorant consonant was apparently enough to make the learners analyse [zóñ] as the structure in (62).

24 This word may not be actually attested as having an acute, because it is possible that all the areas in which short vowels before obstruent consonants have contrastive tone have the Ripuaric form fiédn instead (e.g. Jongen 1972).
(57) **Surface structures after schwa drop, sonorant version**

```
<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>µ</td>
<td>µ</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>z o n</td>
<td>v a l</td>
</tr>
</tbody>
</table>

**Present-day reflexes.** In words with schwa drop after a sonorant geminate, an acute is found in nearly all of the Limburgian and Central Franconian area, with the exception at least of the peripheral area around Horst, to the north of Venlo, where no tone contrast exists on this type of syllables. Present-day forms typical of Geleen, Roermond and Sittard are listed in (58).

(58) **Schwa drop after geminate sonorants**

vál f. ‘trap’ < vállə (NHG Falle), váл ‘fall-1SG’ < vállə (NHG falle), kál ‘speak-1SG’ < kálla, fiél ‘hard-PL/FEM-SG’ < *fiálla (NHG helle), vól (Rm. wól) f. ‘wool’ < wólla (NHG Wolle, Low Saxon Wulle), vól f. ‘full-PL/FEM-SG’ < vólla (NHG volle). José ‘silent’ < *stéllə, vár ‘far’ < *várra (NHG ferne), kær f. ‘car’ < *kárrə (NHG Karre, Karren m.), tár m. ‘tar’ < *tárrə, zón f. ‘sun’ < *zónna (MHG sunne), tón f. ‘barrel’ < *tónna (NHG Tonne), mám f. ‘female breast’ < *mámma (MHG memme), Sitt. José Rm. José f. ‘voice’ < *stémmə/*stémmə (NHG Stimme)

**The new phonotactics.** This change led to a new kind of lexical tone contrasts, namely in final sequences of a short vowel and a sonorant consonant, i.e. between the forms listed in (31) and those listed in (58). One of the many minimal pairs is vál ‘trap; fall-1SG’ versus váл ‘fall’.

7.7. **Geminate lenition and schwa drop**

Original sequences of a lateral or a nasal followed by a voiced homorganic plosive were at some point simplified to a geminate. All the later developments of this class of consonant clusters are identical to the developments in the original sonorant geminates. We can most easily account for this fact if we assume that this change occurred before the advent of the tone contrast. For instance, *bàŋə ‘scared’ > *bàŋə > *bàŋə > *bàŋə. Another possibility is that the gemination occurred later; in that case, however, there must have been a tone change when gemination happened: *bàŋə > *bàŋə > *bàŋə > *bàŋə. This question of this timing is not unlikely to be quite relevant to the whole question of Limburgian tonogenesis.

**Present-day reflexes.** The present Limburgian forms that derive from a schwa drop after a lenited geminate all have the acute tone.
(59) Schwa drop in geminate lenition environments

From *nd: mán f. ‘basket’ < *mānna < *mānja (MHG mante), fíen f.pl. ‘hands’ < *fīennja < *fīennja (MHG Hände)\(^{25}\), téin f.pl. ‘teeth’ < *tēnnja < *tēnja (MHG Zähne)\(^{26}\), wójn f. ‘wound’ < *wōnna < *wōnja (MHG Wunde), fōn or fōnj m.pl. ‘dogs’ < *fōnnja < *fōnnja (NHG Hunde), véjn ‘find-1SG’ < *vénnja < *vēnja (NHG finde), véns ‘find-2SG’ < *vénnas < *vēnjas (NHG findest), vénc ‘find-3SG’ < *vēnнат < *vēnja (NHG findet)

From *ng: bán ‘scared’ < *bānnja < *bāngja (NHG bange), lān ‘long (adv.)’ < *lānna < *lāngja (MHG lange), sprēn ‘jump-1SG’ < *sprēnnja < *sprēngja (MHG springe), sprēns ‘jump-2SG’ < *sprēnnas < *sprēngas (MHG springest), sprēnk ‘jump-3SG’ < *sprēnnat < *sprēngat (MHG springet), tōn ‘tongue’ < *tōnnja < *tongja (NHG Zunge)

From *mb: dóm ‘dumb-Pl/FEMSG’ < *dömmja < *domba (MHG tumbe)

From *ld: wḗa ‘wild-Pl/FEMSG’ < *wḗddja < *wéja (NHG wilde)

The new situation. This change led to an extension of the oppositions for forms ending in m: dóm (< *domba) joins jtom (< *stomma) in contrasting with jtom. More interestingly, a new contrast arose between forms like sprēnk (< *sprēngat) and rénk (< *réngk), leading to some minimal pairs such as zě́nk ‘sings’ (< *zě́ngat) versus zénk ‘sinks’ (< *zénkat). Also, a new correlation between segments and tones arose in the language: all words ending in a short vowel followed by n, ŋ, or ŋ originally had to be licensed by a following plosive (in the case of n and ŋ because palatalization required a plosive, and in the case of ŋ because ŋ was not a separate phoneme of West Germanic and in fact Proto-Indo-European) and the plosive had to be voiced (and therefore followed by a vowel, because of the first final devoicing) in order to be deletable.

7.8. Schwa drop after a vowel

Early Middle Limburgian had no cases of short vowels followed by a schwa, so Late MLb had no cases of lengthened vowels followed by a schwa. The only circumflex vowels before schwa could have been the high vowels ií, ýý, and ůű. Thus, there must have been forms like *biíja ‘bee’ and *buúua ‘build-1SG’. However, §4.6 has proposed that in Early MLb the high vowels were monomoraic, so the structures might have been better represented as *biija and *buúwa, but instead I propose that the actual structures were *biija and *buúwa, with geminated glides. The reason for this proposal is that in the general Late MLb bimoraic reanalysis of stressed syllables such structures would have become *biija and *buúwa, with acutes that we still see today in the plurals *bíjan ‘bees’ and *búwan ‘build-1PL’. The forms with a final schwa received a less surprisingly acute: bíj and bíú.

\(^{25}\) The present ae instead of the expected e is an example of the new regularized umlaut.

\(^{26}\) The present ae instead of the expected e is an example of the new regularized umlaut.
**Present-day reflexes.** All words with a schwa drop after a vowel have an acute in present-day Limburgian. Some cases are listed in (60).

(60) *Schwa drop after a vowel: acute*

bíj ‘bee’ < *biia* (MDu bije), vříj ‘free-PL/FEMSG’ < *vriia* (NHG freie), dýj ‘push-1SG’ < *dyya, nyj* ‘new-PL/FEMSG’ < *nyya, buw* ‘build-1SG’ < *buua* (NHG baue), júw ‘shy-PL/FEMSG’ < *sxuua* (NHG scheue)


7.9. **Schwa drop and ð loss**

At some point in early New Limburgian, a ð was lost between a vowel and a schwa. The schwa was also dropped, and if the preceding syllable had a circumflex, this changed into an acute, which comes to no surprise.

**Present-day reflexes.** All present-day forms with word-internal schwa deletion have an acute.

(61) *Drop of ð and schwa: acute*

ýáarən ‘collect’ < *yaadəran < *yaderan, éek ‘vinegar’ < *eeðak < *eðak, lécr ‘leather’ < *leðər < *leðər, wécr ‘weather’ < *weðər < *weðar, léex ‘empty’ < *leðəx < *leðəx, bóam ‘bottom’ < *baðəm < *baðəm, bóol ‘hangman’ < *boðəol < *boðəl, zíj ‘side’ < *ziidə (NHG Seide), zíj ‘side’ < *ziidə (NHG Seide), lýyk ‘Liege’ < *lyỳðək, šor f. ‘vene’ < *uðər, šom m. ‘breath’ < *uðəm, vôorən ‘fodder’ < *vóðəran

**The new situation.** Before this change, the lengthened vowels aa and ee and the high vowels ii, yy and uu could only have an acute in positions before a voiced consonant. While there are certainly statistical tendencies to that extent in present-day Limburgian, the list in (61) shows several new acutes for these vowels before a voiceless consonant (éek, léex, lýyk). The list also shows new acutes for these vowels in disyllabic forms (ýáarən).

8. **Neutralization in voiced environments**

The change from circumflex to acute in voiced environments described in §7.3 was conditioned by a drop of schwa in the next syllable. In the larger part of the present tone area, however, this change was not conditioned by schwa drop: it occurred as well in words that stayed disyllabic, such as in léévan ‘to live’ and káamər ‘room’. In this area, then, all disyllabic forms with voiced intervocalic consonants have an acute, and baļóvən ‘to promise’, from *balaļvən, rhymes with *trávən ‘to punish’, from *strávən.

The area in which this neutralization took place is called the *Rule A* area and roughly comprises the Central Franconian area (Ripuaric, Moselle Franconian) as well as the Limburgian-Ripuaric transition area. The more conservative area, where
balsəvən still does not rhyme with ʃtrəvən, is called the Rule A2 area and roughly comprises the Low Franconian (Limburgian) area.

There are at least two ways in which the neutralization could have happened. The first is by starting from a paradigmatic analogy, then overgeneralizing phonologically: the form leëvən could have become léevən by analogy to the related form léev ‘live-1Sg’, after which the number of disyllabic voiced circumflexes in the language was so low that the few non-alternating remaining ones, like kaámər, were changed to acute as well.

The second possibility is that the cause of the neutralization is purely phonological. We know that there are neighbouring non-tonal dialects that invariably have an acute in all long vowels, thus leëvən as well as étən. It is not unlikely that some of these dialects have been tonal at some stage in their development. When compared to present-day Limburgian, these dialects must therefore have gone through a general innovation exemplified by the changes leëvən → léevən and eëtən → étən. The question now is: if there were any intermediate dialects that changed circumflex to acute only in one of these two cases, what would such a dialect look like, i.e. would it change leëvən to léevən or would it prefer to change eëtən to étən? My answer is that it would prefer to change leëvən to léevən, simply because the auditory forms [leëvən] and [leëvən] are auditorily closer than [eëtən] and [eëtən]: in the former pair, the HL alignment difference is one segment, in the latter pair it is between one and two segments.

9. The Rule A – Rule B distinction

Here I first repeat something that I wrote to Carlos Gussenhoven in March 1998, before Köhnlein (2013) showed that this story would not account for interrogative intonation.

Circumflex accents nowadays tend to be longer than acute accents, although (in the Rule A and Rule A2 regions) they derive from vowels that were shorter (high vowels tend to be shorter than non-high vowels, and the lengthened vowels were shorter than the originally long vowels before OSL). So the Rule A and A2 regions have historically undergone a length reversal. I hypothesize that this is because there is a universal tendency for circumflexes to be longer than acutes.

Where does this universal tendency come from? I propose that the direct cue for mora alignment is the question whether or not the syllable contains a pitch movement. Thus, if the syllable contains a pitch movement, the accent must be acute, and if the syllable stays on the same pitch, the accent must be circumflex. Now, movement (e.g. pitch movement) can be perceived even if it is fast, whereas detecting constancy (e.g. monotonicity) takes a while. Hence the Limburgian correlation between pitch movement and duration. Similar correlations are found in some Slavic languages (Van Wijk 1935, 1939).

I propose that in the Rule A and A2 areas the accent distinction was about mora alignment, so that the pitch movement was the main cue and the durations adapted themselves later according to the universal movement-duration correlation. In the Rule B area, however, something different happened: these dialects did not create a mora alignment distinction. Rather, the original duration difference persisted. When vowels lengthened in open syllables, the originally long vowels just became longer (push chain). The dialects thus created a three-way length contrast, and the pitch movement became a cue only later. This new secondary cue was added in line with the universal movement-duration correlation, hence the longest vowels (i.e. the original long vowels)
received a constant pitch (which sounds like a circumflex accent), and the middle-length vowels (i.e. the vowels lengthened in open syllable, plus the high vowels and the diphthongs) developed a moving pitch (which sounds like an acute accent).

In this way, the Rule B dialects ended up having an acute everywhere the Rule A dialects had a circumflex, and the reverse. The resulting cross-linguistic apparent reversal is remotely comparable to that between Old Greek and Lithuanian (Kiparsky 1973), and a bit more directly comparable to that between Lithuanian and Latvian.

Recently, Köhnlein (2011) has shed doubt on this account, on the basis of the observation that while the declarative pitch contours are diametrically opposite in Rule A/A2 and Rule B, the interrogative pitch contours are the same in both regions. My analysis above could therefore hold only if the declarative contour is original in the Rule B area and the interrogative contour is somehow secondary, for instance borrowed by language contact. Köhnlein (pp. 197–199), however, sees the interrogative contour as original and the declarative contour as secondary, arguing that all dialects went through a stage when there was no opposition between declarative and interrogative intonation, a situation that stills exists in Hasselt (West-Limburgian). A further development of this theory appears in Köhnlein (2013).

10. Morphological uses of the accent contrast

During the development of Limburgian, much of the inflectional paradigm of nouns and adjectives was lost. In nouns the paradigm became restricted to the singular-plural distinction; in this case, the current singular continues the original nominative singular and the current plural continues the original nominative plural (these nominatives were often, but not always, identical to the accusative forms). In adjectives the paradigm became restricted to the attributive form, the masculine singular, the feminine singular, the neuter singular, and the plural (which is identical to the feminine singular); in this case, the forms are again based on the original nominative, except for the masculine singular, which is based on the original accusative, e.g. present-day naätən ‘wet-MASC SG’ and naätə ‘wet-FEM SG’.

The reduction of inflexion led to the situation that many nouns now had only a single form. This includes neuter nouns with an original zero plural ending (*bein ‘bone, leg-SG&PL, *woort ‘word-SG&PL, *fiʃʃ ‘court-SG&PL, *lant ‘land-SG&PL’) and mainly masculine and neuter nouns whose plurals came to be identical to the singular as a result of schwa drop (*fiʃp ‘sheep-SG&PL). In all cases, a new plural was constructed. In the case of back vowels followed by a voiceless consonant, the choice was the addition of umlaut in the plural: fiʃp ‘sheep-SG’ ~ fiʃɛep ‘sheep-PL’ (cf. NHG Schafe ‘sheep-PL’). In neuter nouns, this change was often accompanied by the addition of -ər, as in daakar ‘roofs’. This changes greatly added to the already existing use of umlaut in plurals not ending in -ə(n) and to the already existing use of -ər for neuter nouns. In the case of circumflex vowels followed by a voiced consonant, the tone changed to acute, as in the neuter bein ‘leg-SG’ ~ bəin ‘leg-PL’, completely analogously to the already existing masculine fiʃm ‘stone-SG’ ~ fiʃm ‘stone-PL’; if possible, this change is combined with umlaut and/or lenition: fiʃʃ m. ‘court-SG’ ~ fiʃɛɛ ‘court-PL’; ləɲic n. ‘land-SG’ ~ lɛɲ ‘land-PL’ (also lɛɲar); Rm. kamp m. ‘comb-SG’ ~ kæm ‘comb-PL’.

The chronology of these events probably varies widely. Given the fact that many of these changes also occurred in High German (Beine ‘legs’, Dächer ‘roofs’,
Worte/Wörter ‘words’, Höfe ‘courts’, Länderr ‘lands’), it is possible that some of them precede even schwa drop. Thus, the sequence bein ‘bones’ > beina > béin is not out of the question. Also, wórt ‘words’ > wóerda > wóerd is possible; the d would then have been based on a still existing dative singular or on compounds such as *wórdanbóok ‘dictionary’, or on the diminutive (present-day wóercjtja, not wóerjtja). More examples will be seen in the next section.

11. Second final devoicing

After schwa drop, many words ended in a voiced obstruent. These include first person singular verb forms such as blív ‘stay’ and zeg ‘say’, feminine singulars such as drúuv ‘grape’ and fieg ‘hedge’, and masculine plurals such as déev ‘thieves’. In some regions, the voiced fricatives made it into the 20th century and some voiced plosives still exist (Dupont 1910–11, Leenen 1915, Goossens 1977). In most regions, however, all final obstruents were devoiced, turning e.g. zeg into zek (where the underlining as usual denotes the fact that longer related forms still contain a g).

The second final devoicing must also have led to some new cases of homophony between singulars and plurals. Thus, déef ‘thief-Sg’ ~ déev ‘thief-Pl.’ merged into déef ‘thief-Sg&Pl.’. Just as in the previous section this merger gave rise to analogies that created new plurals. In the case of déef ‘thieves’, umlaut was not an option (the vowel was already front), neither was tone change (the tone was already acute), so that the only remaining option was to add an ending. In the case of the masculine déef, this ending had to be -an (the ending -or is restricted to neuters), so that the present-day form is deévan. The circumflex accent in this plural form, which does not correspond to the historically expected acute, is explained by the model on which this form must be based by speakers without access to the historical forms, namely the alternating-tone model of dúuf ‘dove’ ~ duúvan ‘doves’, which is the predominant pattern for nouns with -an plurals. This -an addition was originally restricted to cases where the less shocking modifications (umlaut, tone change) could not apply. In the twentieth century we find an extension of this change to all words with non-umlauting vowels (i.e. back vowels plus, as far as plurals are concerned, the vowel aa), independent of whether a tone change can apply. Thus next to the tone pair daax ‘day’ ~ dāax ‘days’, which is still in use, one can nowadays hear the plural daáyan. Another example is the extension of jór ‘year-Sg&Pl.’ to the new plural jórán ‘years’, analogously to, say, the historical kóol ‘coal’ ~ kóolán ‘pieces of coal’.

12. Four new kinds of tones

First let me assert that present-day Limburgian is not just a lexical mora-accent language. Instead, it may be closer to a tone language, because (for instance) sentence-final acute and circumflex syllables strongly contrast with each other even if the sentence-final word is not in focus. Thus, a Roermond question intonation on the word yawées ‘been’ will sound like [yáwées], with an octave drop in the final syllable, whereas a question intonation on the word yádsón ‘done’ will sound like [yádsoń], with both an octave drop and a fifth rise in the final syllable. Gussenhoven (2000ab) interprets [yáwées] as having only a HL interrogatory boundary tone, and [yádsoń] as having the same HL boundary tone followed by a H tone that must have been supplied in the underlying form. In Gussenhoven’s view, then, the contrast between acute and circumflex for Roermond is that between the absence and presence of a lexical H tone.
Meanwhile, the Roermond sentence-internal contrast is still often one of mora alignment, as in (1) and (2).

But present-day sentence-internal contrasts are not always cases of mora alignment contrasts. After schwa drop, the language was still thoroughly mora-accenting, in the sense that the only acute-circumflex contrast was that between a monosyllabic bimoraic acute and a monosyllabic bimoraic circumflex. Beside these two types of accents, however, the later sound changes of degemination and schwa insertion caused the emergence of four more types: the monomoraic acute, the second monomoraic circumflex, the disyllabic acute, and the disyllabic circumflex. These four new accents are discussed in the following sections.

12.1 Degemination and the rise of the monomoraic accents

From §5.5 we know that the words beddan ‘beds’ and kattan ‘cats’ were pronounced [bɛ̃dɔ̃] and [kɑ̃tɔ̃] (we now discuss only the plurals of these words, because the singulars have lost their final schwas in §7.5). A subsequent probably speaker-induced sound change was a gradual shortening of the geminate consonants. A certain generation of learners must then have interpreted these consonants as singletons. The question then is: with what alignment of the HL contour to the remaining moras?

There is a by now familiar difference between the auditory forms [bɛ̃dɔ̃] and [kɑ̃tɔ̃]: only in the former does a pitch movement occur within the first syllable (§5.5). If the geminate is reanalysed by a learner as a singleton, the first syllable must be reanalysed as monomoraic, and the original syllabic pitch movement can be reanalysed as a pitch movement within the new monomoraic syllable.27 The resulting form can be abbreviated as bédan. Likewise brēgan ‘bridges’, jwēman ‘to swim’, and so on. Since the pitch movement is (very) early, a structure like bédan can be called a monomoraic acute.

No acute reanalysis is possible in the case of a shortening geminate in [kɑ̃tɔ̃]. The only possibility is a reanalysis with a H tone on the first (now monomoraic) syllable. Since this means that the pitch movement now occurs after the first syllable, the resulting form can be abbreviated as kátan (likewise jtōkɔn ‘pieces’ and so on). This structure can be called a monomoraic circumflex.

The contrast just discussed has not received much attention, probably because the distinction is predictable on the basis of the voicing of the consonant. In fact, the post-lexical process of word-final prevocalic voicing causes acute-circumflex alternations within the same word form. Thus (Ben Hermans, p.c.), brek ‘bridge’ and jtōk ‘piece’ are both pronounced with a circumflex in an brek tɔ zeẽn ‘to see a bridge’ and a jtōk tɔ kriiyo ‘to get a piece’ (with question intonation: rising on t), and both with an acute in woo da brèg es ‘where the bridge is’ and woo at jtōg es ‘where the piece is’ (with question intonation: rising in œ).

Nevertheless, the phonetic distinction between bédan and kátan is large, especially in sentence-final focal position with question intonation: bédan has its pitch peak somewhere in the first vowel or the following consonant ([bɛ̃dɔ̃] whereas kátan has its pitch peak in the second vowel ([kɑ̃tɔ̃] (Ben Hermans p.c.). Moreover, scattered monomoraic circumflexes occur in voiced environments, for

---

27 I say “can be reanalysed”, not “must be reanalysed”, because if one looks closely at the auditory form, an alternative reanalysis with H-toned first syllable seems to be possible as well.
instance in the Geleen form hōman ‘shirt’. In this form, the cause of the exceptional circumflex can lie in a late degemination caused by an original heterorganic nasal- plosive sequence: *fiemā > *fiemā > *fiemā > *fiemā > *fiemā, with a drop of the first schwa bleedingly before Open Syllable Lengthening (§5.1), and the *d > *b change counterfeedingly after geminate lenition (§7.7). This word has an exceptional circumflex in Maastricht as well (C. Gussenhouwen, p.c.), and the long vowel in fiemā in Weert Limburgian (which is nowadays a toneless dialect according to Heijmans and Gussenhouwen 1998) must also reflect an earlier circumflex.

12.2 Schwa insertion and the rise of the disyllabic accents

When a liquid was followed by a non-coronal obstruent, a schwa was inserted. The circumflex words bæřx ‘mountain’ and wulf ‘wolf’ therefore became bæřx ‘mountain’ and wolaf, still with the tone movement during or after the final consonant. The resulting accent can therefore be called a disyllabic circumflex. Likewise, æram m. ‘arm’ and jaerf n. ‘splinter’ (MDu scerf, not NHG Scherbe f.), which could be added to (31), and with voiceless final schwa drop balak m. ‘beam’ (NHG Balken) and keřak f. ‘church’ (NHG Kirche), which could be added to (45).

In large parts of Limburg a schwa is also often appended phrase-finally after a word that ends in a high vowel, as in nuwā ‘now’, which is pronounced with a pitch pattern identical to that in huus ‘house’. In Sittard I have heard the same disyllabic circumflex on words where a sonorant consonant is flanked by two short high vowels: jyñi ‘June’, jyñi ‘July’, famili ‘family’, fiñi ‘chilli, Chile’, kiwi ‘kiwi’, bakini ‘bikini’; whether this phenomenon is widespread or idiosyncratic still has to be investigated.

A similar change occurred in acute words: bæry ‘mountains’ (< *bæرى; NHG Berge) became bæray. The simplest assumption about the pitch movement is that it stayed in the middle of the word, which in bæray must be close to the syllable boundary. This structure can be called a disyllabic acute. Likewise æray n. ‘premises’ (< *erfva; OLF ervi ‘inheritance’, NHG Erbe), æram pl. ‘arms’ < *erfma. These examples could be added to (51).

There is a clear phonetic distinction between the monomoraic circumflex as in kätan (pitch movement during t or a) and the disyllabic circumflex as in bæřx (pitch movement during or after x). Whether there is also a phonetic distinction between the monomoraic acute as in bēdan (pitch movement during e) and the disyllabic acute as in bæray (pitch movement between æ and r?) remains to be seen.

13. Comparing theories on Franconian tonogenesis

The crucial evidence that establishes the order of events in the Rule A2 regions is the retention of the original accent in disyllabic words, namely the retention of the acute in originally long non-high vowels, both in the voiceless cases of (11) and in the voiced cases of (12), and the retention of the circumflex in lengthened vowels, both in the voiceless cases of (20) and in the voiced cases of (21). This evidence clearly places the beginning of the lexical accent contrast in the result of the otherwise neutralizing process of open syllable lengthening. No other proposals than the present one realize that this evidence is crucial for establishing the order of events; all other proposals than the present therefore misplace the first occurrence of the contrast, typically locating it later, such as in the result of schwa drop or in the result of analogical lengthening. As a
consequence, these other proposals can handle only a small part of the data. I will now review several of these proposals.

13.1 De Vaan (1999)

Of all the other proposals, De Vaan (1999) comes closest to the correct chronology, albeit sometimes for the wrong reasons. I will therefore discuss his proposal in some detail.

De Vaan (p. 35) starts his chronology by stating, as I do here in §4.2, that in pre-OSL times long non-high vowels had a moving (De Vaan says “falling”) pitch, and that other vowels had a level (De Vaan says “rising”) pitch. Presumably (though De Vaan gives no examples here) this means that e.g. the word ‘seek’ from (11) was pronounced [zóøkən]. Next, De Vaan states that as a result of Open Syllable Lengthening, originally short vowels became level (De Vaan says “rising”) before single medial voiceless consonants. Presumably, the means that e.g. the word ‘kitchen’ from (20) became pronounced as [kóøkən]. Now, I argued in §5.1 that the result is a lexical accent contrast, because words like [zóøkən] and [kóøkən] differ only in their pitch pattern on the first syllable, which is unpredictable from the surrounding segments. De Vaan, however, does not realize that OSL caused the lexical contrast. Instead, he states next that “the tonal opposition of falling [i.e. moving] pitch versus rising [i.e. level] pitch reached phonemic status through [the process of] apocope [which happened after OSL].”

De Vaan’s oversight may be due to his failure to look at the system of oppositions at each stage of the language. This happens more often in his paper. In a footnote (p. 29), De Vaan dismisses a proposal by Goossens according to which Limburgian originally had Rule A and then turned many acutes into circumflexes “through analogy”, thus leading to Rule A2. Presumably, this would mean that an acute on lengthened vowels in voiced positions, as in léezan ‘read’, turned into a circumflex, as in lééezan from (21). De Vaan correctly notes that there is not much to base an analogy on, but his dismissal is further only based on a principle of “economy”. The logical-chronological reason, however, why the words in (21) could not have come from acutes is that in that case the words in (12), such as kéezan ‘choose’, would also have turned their acute into circumflexes, as in keéezan, a neutralizing change that according to the list (12) did not happen: circumflexes form a small minority in (12), while acutes form a small minority in (21). Again, De Vaan misses the crucial systemic argument that would derive from looking at the synchronic contrasts and oppositions at every stage of the language. On p. 34, De Vaan correctly states that the Rule A2 dialects “have preserved a more archaic situation” than the Rule A dialects, but he does so for the wrong reason, namely the geographical peripherality of the Rule A2 dialects. This is an invalid argument. In De Vaan’s view, the Rule A2 dialects form a contiguous area in the North and West; since there are more contiguous peripheral areas, not all of them can be archaic, which strongly indicates that peripherality points at archaism only if these peripheral areas are scattered and unconnected, which they are not. The logical reason for the greater age of Rule A2 is their non-neutralization, i.e. the fact that they retain the contrast between the forms in (12) and in (21), a distinction lost in the Rule A areas. Logically, neutralizations are innovations, and retentions of etymological contrasts are archaisms. The only example that De Vaan gives to illustrate the archaism of Rule A2 is váart ~ vaârən, and this does illustrate the problematicity of an analogical cause of
Rule A2 (why would váarən change into vaάrən if the other forms have an acute as well?), but it does not refer to the more crucial fact, which is the retention of, say, the váarən ~ kéezən contrast.

A third case of unclear argumentation for an original Rule A2 is the statement (p. 35) that “the sequences [...] VD [i.e., originally short vowels before voiced consonant] developed a falling pitch” during OSL. If this had been true, the lengthened V:D would have fallen together with the originally long V:D, as in Rule A. Since in Rule A2 the former nowadays have a circumflex and the latter an acute (as De Vaan acknowledges), this cannot be correct.

I conclude that De Vaan was correct in proposing phonetic pre-OSL contrasts, correct for the wrong reason in proposing the primacy of Rule A2, and incorrect in locating the inception of the lexical accent contrast in the results of schwa drop.

13.2 Gussenhoven (2000c)

Of all the proposals, the one by Gussenhoven (2000c) has been most widely distributed over the world. At the same time, it is the least credible of all the proposals, because it accounts for only a little corner of the data and has logical-chronological problems with the remainder of the data.

Gussenhoven proposes that the lexical accent contrast originated through a mechanism of “fake analogical lengthening” (Fake AL; p. 231). At a certain point in time, Franconian would have had a length contrast between dax ‘day’ and daax ‘days’, the length in daax resulting from open syllable lengthening followed by schwa deletion (dayə > daaγə > daax). At the same time, an influential neighbouring dialect would have had the older dax ~ daayə alternation but decided that vowel length should be homogeneous throughout the paradigm, leading to daax ~ daayə. This is the usual process of analogical lengthening (§6). At this point, dialect 1 would have had dax ~ daax, dialect 2 daax ~ daayə. According to Gussenhoven, the speakers of dialect 1 would decide to mimic speakers of dialect 2 in having a long vowel in the singular. However, doing so would have turned the paradigm into daax ~ daax, thus removing the distinction between singular and plural. Gussenhoven proposes that the speakers then decided to make a difference between the two forms, somehow adding a high tone to the singular: daacontrast ~ daax. This is what Gussenhoven calls “fake analogical lengthening”. Despite the evidence presented in the current paper, Gussenhoven has repeated this hypothesis numerous times, most recently in Gussenhoven (2012).

The largest problem with Gussenhoven’s proposal is that it cannot explain how the tone contrast spread from daax ~ daax to the rest of the lexicon. Presumably, fake analogical lengthening would have to have postdated schwa drop (otherwise, no threat of homonymy), which must have postdated open syllable lengthening (otherwise, no vowel lengthening in the plural daayə), and this is indeed the order in which Gussenhoven arranges these three changes on p. 233. Also, fake analogical lengthening by itself must have postdated open syllable lengthening, otherwise there would have been no long vowel that could be the source of the analogy. Now, with the order OSL → schwa drop → Fake AL, it is virtually impossible that the change could have spread through the lexicon along etymological lines. If tonogenesis (i.e. Fake AL) follows schwa drop (which comes with final devoicing, as G. states), an original huus ‘house’ and druuvə ‘grape’ would have neutralized their structures as huus and druuf. How could subsequently huus (and all other such forms without schwa drop) get a H tone,
whereas druuf (and all other such forms with schwa drop) did not? In other words, how could the neutralization be undone along etymological lines? Even more problematically, if tonogenesis (Fake AL) followed OSL, how did koökana ‘kitchen’ (and all other such forms with originally short vowels) get a H tone, whereas zoökana ‘seek’ (and all other such forms with originally long non-high vowels) did not? In other words, if Gussenhoven’s theory is correct, the spread of tones through the lexicon must have undone the neutralization caused by schwa drop, such as that between huus and druuf, as well as the neutralization caused by open syllable lengthening, such as that between koöka and zoöka. In reality, the original schwa-based contrast between huus ‘house’ and druuv ‘grape’ (and many other such forms) has been preserved as the present-day tonal contrast huus ~ druuf, and the original short-long contrast between koöka ‘kitchen’ and zoöka ‘seek’ (and many other such forms) has been preserved as the present-day tonal contrast koöka ~ zoőka. Neutralization can have no place in these changes, so Gussenhoven’s proposal must be rejected on the basis of an incompatibility with one the main heuristic axioms of historical phonology.

One can wonder what the causes are of Gussenhoven’s neglect of the huus ~ druuf and koöka ~ zoöka cases, i.e. of the majority of the data. One cause seems to be an incorrect view of the data themselves. Within six lines on p. 237, Gussenhoven incorrectly lists Tongeren zwōn ‘swan’ (< *zwana) and brýak ‘fracture’ (< *brōka) as having originally long vowels, and fiúak ‘hook’ (< fiaka) as having an originally short vowel; under such circumstances it is indeed difficult to arrive at correct generalizations, especially if multiple competing factors play a role, as they do here. Another cause seems to be the failure to acknowledge the known interactions of these competing factors. In a footnote on p. 254, G. claims that “OSL is an unlikely locus for the tonogenesis, since it systematically fails to appear in forms in Table 2 that underwent it.” Gussenhoven’s Table 2 is a list of singular–plural pairs where the singular has AL; the plurals, which underwent OSL, indeed have an acute (weēx ‘way’ ~ wēēy ‘ways’; jmeêt ‘smith’ ~ jméēj ‘smiths’), but this is just the group that received an acute secondarily during schwa drop (*weēyə → wēey; *smeēdə → jméēj), i.e. half of the forms in (51). The much greater number of forms in (20) and (21), which are still disyllabic, still have the circumflex.

I conclude that G.’s proposal accounts only for the accent in AL cases (here §6) and fails on all other monosyllabic and disyllabic cases, i.e. on over 90 percent of the data. I agree that it is tempting to start an account of the accent contrast from singular–plural pairs; in fact, the examples in (1) and (2) provide just such an example. However, the hypothesis developed here, which is that the accent contrast originated in OSL, explains the daāx ~ daāy alternation by turning an original dax ~ dayə first into dax ~ daāyə by OSL (with a contrastive circumflex accent), then into daāx ~ daāyə by AL (not “Fake”, because the accent is the same in singular and plural), and finally into daāx ~ daāy by schwa drop (it is a true minimal pair, because the final consonant is currently voiceless in both words). In other words, these singular–plural pairs are not the source of the contrast, but instead form the most complicated cases, resulting from an interaction of at least three changes.

28 For the huus ~ druuf case, G. tries to save the chronology (in an apparent defence against objections by the present author to an earlier version of G.’s paper) by proposing that there was a stage when schwa drop and Fake AL were optional rules that were in effect at the same time. This proposal cannot work for the koökana ~ zoöka case, though, where the ordering problem involves OSL as well.
13.3 Schmidt (2002)

Jürgen Erich Schmidt criticizes both De Vaan and Gussenhoven for problems such as the phonetic naturalness of their proposed changes, but he does not criticize them for problems with their chronological logic. In fact, Schmidt claims that the lexically contrastive accent originated ‘relatively late’ (p. 207: “relativ spät”) with schwa drop (p. 207: “nach dem Apokopierungsprozess” ‘after apocope’; p. 220 “Apokopierung der Endsilbe” ‘apocope of the final syllable’), summarized as “Auslöser der Tonakzentgenese war ein durchgreifender makrostruktureller Wortveränderungsprozess: der Ausfall einer Endsilbe (Apokope)” ‘the trigger of tonogenesis was a radical macro-structural word change process: the drop of a final syllable (apocope)’. Given that Schmidt is very well acquainted with the historical conditioning of the contrast, one has to wonder how he could have missed the contrast between the old long non-high vowels in (11) and (12), which have acutes, and the lengthened vowels in (20) and (21), which have circumflexes.

The answer is partly in Schmidt’s neglect of Rule A2. On p. 224, Schmidt claims that ‘Rule A2 has been insecurely documented’, because for the Rule A2 areas there sometimes exist dialect descriptions that describe them in terms of Rule A. Perhaps Schmidt thought here of work such as that by Tans (1938), who describes the situation in the Maastricht area (Rule A2) with Welter’s (1910) Rule A conditions; however, Tans’ data clearly show Rule A2 conditions, which Tans labels explicitly as exceptions to Welter’s conditions (p. 21, 160, 216). Such a situation, with an apparently uninformed researcher listing exceptions to Rule A that he cannot put in a wider perspective but are regular from a larger point of view (i.e. from the independently reported Rule A2 perspective), should be regarded as confirming the Rule A2 situation rather than questioning it. Because of his inappropriate neglect of Rule A2, then, Schmidt does not count the contrast between the originally long vowels in (12), which are acutes nowadays, and the lengthened vowels in (21), which are circumflexes nowadays, as relevant or even existing, because all of these vowels (before voiced consonants) have circumflexes in the Rule A areas today. Likewise, Schmidt may have missed the contrast between (11) and (20) as relevant, because in the Southern part of the area the vowels in (20), standing before voiceless consonants, may never have lengthened.

In an area where Rule A applies and lengthening did not occur before voiceless consonants, tonogenesis may indeed have originated in schwa drop. If it indeed happened so late in these areas, it must still have happened as well in the Rule A2 areas centuries earlier, when open syllables lengthened there. That is, any late tonogenesis in the Southern areas must have followed a much earlier tonogenesis in the North.

13.4 Alternative possible correct proposals

In my discussions of others’ proposals above, I not only pointed out their failures but also presented the hypotheses developed in the present paper as true. They do not have to be; there may be other thinkable logically-chronologically correct hypotheses.

The idea that tonogenesis originated with schwa drop can be saved by assuming that the originally long non-high vowels *ɑɑ, *ææ/*ɛɛ, *ɛɛ, *ɛɛ, *œœ, *œœ, *œœ and *oo turned into *ɔə, *ɛə, *θə, *θə, *θə, *θə and *θə before Open Syllable Lengthening, i.e. all of them “broke” into a diphthong ending in schwa. When OSL then lengthened the originally short vowels, the lengthened vowels would have been kept distinct as a
group from the originally long non-high vowels. Subsequently, schwa drop, which came with tonogenesis, would have turned the seven vowels into *ɔ̝, *ɛ̝, *œ̝, *ɔ̝̝, *ɛ̝̝, *o̝̝ and *o̝̝, which are not far removed from the present-day Limburgian forms. The evidence for pre-OSL diphthongs is scarce: it may only be in the OLF writing of the higher-mid series as ie and uo (the present-day diphthongization of the lower-mid series cannot count as evidence, because it would have to follow schwa drop, i.e. monophthongization), but those spellings may have a variety of different causes (e.g. coming from a different region, or representing only an earlier stage than MLb, or representing raised mid monophthongs). Weighing the evidence, I cannot regard this scenario as likely.

14. Conclusion
We have seen that a sequence of synchronic phonological systems, gradual shifts by speakers and discrete reanalyses by listeners accounts for much of the data. The true phonetic and phonological details may differ from the ones presented, but I firmly believe that the order of events is as depicted; especially, the claims are that the accent contrast originated with Rule-A2-like open syllables by Open Syllable Lengthening, that schwa drop did nothing more than produce many new acutes, and that Rule A came about later as a neutralization. Comparisons with similar sound changes in Lithuanian (lengthening yield circumflexes and vowel drop turns circumflexes into acutes) showed that my account is not peculiar to the Limburgian case. Realizing that about 95 percent of the Limburgian accents have been accounted for, and that no systematic exceptions remain, I conclude that the chronology of the Franconian tonogenesis, at least for Rule A2 and Rule A, has been settled. The main question that remains is how the mora accent language turned into the present-day language with its synchronic tonal and metrical analyses.
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