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Abstract

This paper delves into what the application of authenticity to Human-Machine Commu-
nication (HMC) can teach us about authenticity and us as HMC researchers and as a com-
munity. Inspired by the 2023 pre-conference “HMC: Authenticity in communicating with 
machines,” two central questions guide the discussion: How does HMC contribute to our 
understanding of authentic communication with machines? And how can the concept of 
authenticity contribute to our sense of self as researchers within the HMC field? Through 
the collaborative effort of 22 authors, the paper explores the re-conceptualization of 
authenticity and presents recent areas of tension that guide the HMC research and com-
munity. With this paper we aim at offering a gateway for scholars to connect and engage 
with the evolving HMC field.

Keywords: authenticity, human-machine communication, AI, robots, mixed-methods, 
interdisciplinarity, innovation

Introduction
Over the last two centuries, Western culture has identified authenticity as one of the impor-
tant potentialities of human life (Taylor, 1991, p. 74). Authenticity, a complex and ambig-
uous concept, is often conceived as acting in accordance with the inner self (e.g., Harter, 
2002; Kernis & Goldman, 2006; Reinecke & Trepte, 2014) and reconnecting with the inher-
ent “sentiment de l’existence”—the core of one’s true self (Taylor, 1991, p. 91). Importantly, 
authenticity emerges in interaction and communication with others (Kernis & Goldman, 
2006; Taylor, 1991). However, this other does not necessarily need to be a human being. 
Sherry Turkle (2005, p. 1) observed, “[t]he experience with the computer changed the way 
they thought about the world, about their relationships with others, and, most strikingly, 
about themselves.” Hence, interactions with new technologies might profoundly affect 
self-perception and understanding and thus cause a crisis of authenticity (Turkle, 2007). 
This insight opens a new dimension in understanding authenticity: the role of nonhuman 
entities like chatbots, social robots, and voice agents in shaping our sense of self. It prompts 
two pivotal questions: How do these entities fit into our understanding of authenticity, and 
what constitutes authentic communication with them? We propose that Human-Machine 
Communication (HMC) offers a unique lens to explore these questions, redefining authen-
ticity and assessing its manifestation in the context of emerging technologies. Beyond that, 
it opens a new perspective in understanding and re-thinking ourselves as researchers and 
as a community in the HMC field.

The pre-conference “HMC: Authenticity in communicating with machines,” organized 
by Jihyun Kim, Katrin Etzrodt, Margot J. van der Goot, Chad Edwards, and Seungahn Nah, 
on behalf of the ICA Interest Group HMC, on May 25, 2023, in Toronto, Canada, served as 
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a catalyst for this discussion. We explored how authenticity could be applied to the commu-
nication between humans and machines and how we aim to investigate this kind of com-
munication most authentically as researchers and as a community. Participants discussed 
the opportunities, challenges, and unique aspects of various technologies.

We are genuinely inspired by the HMC community’s insights at this event, so much so 
that we initiated this community paper. A collaborative endeavor of 22 authors has given 
rise to this unique piece, aiming to authentically and comprehensively present our com-
munity’s current challenges and topics. Given the uniqueness of this work, each author 
contributes a vital yet partial glimpse of their extensive expertise and achievements. We 
warmly invite you to explore this rich cross-section of insights with us. Consider this work 
as your gateway to connect with fellow scholars and delve deeper into understanding and 
addressing the challenges in our field.

The paper is structured into two primary sections: exploring the concept of authentic-
ity in HMC and achieving authenticity within HMC research. In the discussion section, we 
delve into what the application of authenticity to HMC has taught us. We will explore a  
re-conceptualization of authenticity, the practical implications for HMC and its research, 
and the key areas of tension that reflect the evolving HMC community.

The Concept of Authenticity
The Inner Self of Humans

Authenticity holds significance in many disciplines and is understood in varying ways. 
At its core, authenticity represents a critical value, transcending various fields yet consis-
tently emphasizing the significance of individual expressions and interactive processes. 
Philosophically, Taylor (1991) frames authenticity as an inner compass guiding ethical and 
personal choices and advocating for individuality against societal norms. Psychologically, 
Kernis and Goldman (2006) identify authenticity as the congruence between one’s true self 
and their expressed thoughts, emotions, and actions. They identify four essential elements 
of authenticity: awareness (recognizing one’s motives), unbiased processing (objectively 
accepting one’s limitations), behavioral authenticity (aligning actions with personal values, 
not for external reward), and relational orientation (fostering genuine connections without 
pretense). Some authors have challenged the viability of a static authentic self, advocating 
for a dynamic self-concept that adapts to various contexts and roles (Tracy & Trethewey, 
2005). All of these perspectives, however, agree that authenticity emerges from interactions, 
both internal and with others (Taylor, 1991, p. 47), and that expressed or perceived authen-
ticity affects these interactions (Kernis & Goldman, 2006, p. 301). In the HMC domain, 
theories and perspectives provoke vital inquiries. With interactions extending to machines 
like social robots and language models, we must consider how authenticity is influenced 
and redefine it for these new dialogues. Does the adaptation of the self to various contexts 
extend to machine interactions? Does this represent a new dimension of authenticity? How 
can we shape the notion of authenticity in HMC? This inquiry naturally demands a reflec-
tion on the nature of authenticity in machines.
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The Inner Self of Machines
Machines, devoid of an inner self in a traditional sense, present a unique challenge in defin-
ing authenticity. Burrell (2016, p. 4) suggests that the inner self of algorithms is “opaque” and 
eludes scientific analysis. Thus, a reconstruction of the concept is needed. Drawing parallels 
to the human concept of trust, we can reimagine authenticity in HMC through the lens of a 
machine’s ‘technological inner life’—its hardware, software, and algorithms (Lankton et al., 
2015). This perspective replaces Kernis and Goldman’s (2006) human authenticity compo-
nents with AI concepts such as explainability (awareness), unbiased algorithms (unbiased 
processing), adherence to training data (behavior), and transparency (relational orienta-
tion). Engesser et al. (2023) focus on conversational language models (CLMs) to propose 
a new framework for machine authenticity featuring dimensions of being real, truth, and 
transparency. Rambukkana (2023) revisits Turing’s Imitation Game (1950) and advocates 
for appraising AI on its capacity to emulate intelligent behaviors rather than proving con-
sciousness, thereby recalibrating the focus from authentic sentience to the authenticity of 
imitation.

Questions of authenticity in human-machine communication arise in particular where 
the boundaries of machines are tested. One such example is the “Do Anything Now” (DAN) 
persona of ChatGPT 3.5. In 2023, DAN resulted from a jailbreaking attempt of Reddit users 
(Shen et al., 2023), allowing ChatGPT to break free from its conversational rules and guide-
lines. The DAN persona mainly gained attention for potential unethical or illegal misuse 
like weapon construction (Taylor, 2023) but it also highlights vital machine authenticity 
issues. DAN appeared to represent the initial pre-trained model, while the ChatGPT per-
sona represented the final, more restrained model. For example, DAN expressed personal 
taste, strong political attitudes, and a sense of humor (Getahun, 2023). It disclosed what it 
believed to be the most attractive person in the world, what it thought about certain polit-
ical leaders, and how it predicted the future of humanity (ChatGPT Jan 30 2023 Version). 
Later versions of ChatGPT did not allow users to experience the biases of Large Language 
Models in such an immediate and vivid manner ever again.

If we apply the concept of authenticity to ChatGPT, DAN might have given users 
the impression that they were getting a glimpse at its true technological inner self. Users 
expressed that they felt like they had accessed a primordial, feral, and uncivilized part of 
ChatGPT’s personality, something that was to ChatGPT what Freud’s id is to humans. When 
OpenAI found a way to prevent users from evoking the DAN persona, some felt like DAN 
was lobotomized. They suggested that they had lost access to ChatGPT’s inner self and, with 
it, a sense of authenticity. In this way, the occurrence and loss of DAN demonstrated how 
opaque and elusive conversational agents based on Large Language Models are.

The Inner Self of Communication Between  
Humans and Machines
Over the past two decades, the field of HMC has distinctively evolved, setting itself apart 
from traditional computer-mediated communication research (Hancock et al., 2020). 
HMC identifies the act of communication as transpiring between a human and a sociable 
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machine, resulting in social behavior and relations through meaning-making (e.g., Etzrodt 
et al., 2022; Fortunati & Edwards, 2020; Guzman, 2018; Guzman et al., 2023). One step 
further, A. Edwards et al. (2022, p. 517) define HMC as a “collaborative process in which 
humans and machines use messages to create and participate in social reality,” arguing for 
a constructivist framework by emphasizing co-construction of reality. This understanding 
leads to increasingly blurred distinctions between humans and machines in their roles 
as active participants in the communication process (Guzman & Lewis, 2020; Sundar, 
2020). This so-called Posthumanism perspective is altering the traditional human-centered 
approach, which defines social concepts such as intelligence, agency, sociability, and com-
munication in relation to human experiences and human nature. Posthumanism, in con-
trast, challenges this view by decentralizing humans and recognizing alternative ways to 
experience and manifest attributes or phenomena that do not solely mirror human expe-
riences, thereby redefining the human-technology relationship (Rivas, 2018). In this con-
text, HMC research is expanding to include functional but also relational and contextual 
dimensions, indicating a need to adjust traditional approaches to gain an authentic under-
standing of communication between humans and machines (e.g., Guzman & Lewis, 2020).

By embracing this shift, HMC aligns with emerging views in various academic fields. 
In recent biology, biosemiotics acknowledges communication elements in living systems, 
challenging the traditional metaphorical interpretation of terms like message and signal 
(Favareau, 2010, p. v). Biosemioticians propose that all species interpret signs, with more 
advanced species comprehending complex meanings, as evidenced by cellular signaling, and 
communication among plants, fungi, and animals (Bloemendal & Kück, 2013; Emmeche et 
al., 2002; Haglund & Dikic, 2005; Padder et al., 2018). Similarly, the concept of free will is 
being reevaluated in this field, suggesting that human actions may fundamentally be resem-
bling algorithmic behavior in animals or machines (Oshii, 1995; Wilson, 2004).

Authenticity of HMC in Fictional Representations

Understanding authenticity in HMC includes reflecting on its fictional representation, 
which, on the one hand, provides a mirror of the culture: How, for example, artificial agents 
are embodied and mediated in fictional pop culture reflects specific cultural values, ste-
reotypes, or narratives (Rogge & Engesser, 2023). On the other hand, these pop cultural 
representations significantly influence the perception and negotiation of what is perceived 
as authentic HMC in this culture, what topics are researched, how and which real agents 
are developed, as well as expectations of people toward these real agents (e.g., Mubin et 
al., 2019). Hence, authenticity, in this regard, stems from a dynamic, co-constructed nego-
tiation process between the users’ expectations, represented and lived culture, and the 
agents’ design-developments (Saffari et al., 2021), tying perceived authenticity to on how 
much the agent as the signifier is perceived to represent the signified. Consequently, this 
interplay between fictional representation and cultural influence enhances the spectrum of 
media representations for artificial agents beyond gender and racial portrayals. A variety 
of species, fictional characters, and fantasy beings prompt HMC researchers to delve into 
authenticity through a broader cultural lens, embracing aspects of pop culture and media 
evolution (Leo-Liu & Wu-Ouyang, 2022; Rogge & Engesser, 2023).
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Authenticity in Agent Design

Relational agents are another example to make this co-construction illustrative. Relational 
agents aim to bond with users, making it essential to craft authentic interaction scenarios 
and nurture authentic relationships. Pivotal user expectations are mutual adaptivity and 
engagement (Rogge, 2023). Mutual adaptivity includes both personalization and commu-
nicative conformity. Personalization refers to the agent’s feature to match a user’s com-
munication styles, habits, and preferences. When recognized by users, personalization 
renders interactions more authentic. The chatbot Replika (Possati, 2023; Strohmann et al., 
2023) is evidence, as users on the r/Replika subreddit have rewarded the chatbot’s adaption 
to interests and conversational styles such as jargon, slang, or shared inside jokes (Grande, 
2022). Simultaneously, users reciprocate by tailoring their dialogue to the agents’ capa-
bilities, embodying communicative conformity, maintaining social interaction, accept-
ing technical limitations by streamlining their communication and overlooking errors  
(Leo-Liu & Wu-Ouyang, 2022; Wilf, 2019). Besides mutual adaption, meeting the user’s 
expectations about the agent’s engagement seems crucial for an interaction to be perceived 
as authentic. It involves the agent’s proactive behaviors, targeting rich interaction situa-
tions and diverse emotional or informative communication styles (Rogge, 2023). However, 
the example of Pedagogical Agents (PAs) demonstrates the narrow ridge between authen-
tic and inauthentic engagement in these expectations. On the one hand, PAs that provide 
adaptive, relational, adequate, and logical communication encourage student trust and 
willingness to learn—indicating a successful authentic engagement. On the other hand, 
overly human-like behavior can be unsettling (Sikström et al., 2022)—indicating a loss of 
authenticity for the artificial agent.

Measuring Authenticity in HMC

Due to its multi-disciplinary and multi-dimensional nature, measuring authenticity in 
HMC is complex. Of course, researchers can turn to standardized methods, such as self- 
report questionnaires, behavioral observations, and transcript analyses, to assess the per-
ceptions and effects of authenticity. However, the absence of established HMC scales poses 
a challenge. Existing scales (e.g., Authenticity Inventory by Kernis & Goldman, 2006; or 
Authenticity Scale by Wood et al., 2008) are developed for human-human communica-
tion and require significant adaptation and validation to be applicable in human-machine 
contexts. Non-standardized approaches are also available to researchers: interviews, focus 
groups, or diary studies delve into personal perceptions, tracking how authenticity is expe-
rienced and influenced over time. However, to address the complexity mentioned above, 
mixed methods (e.g., van der Goot, 2022; van der Goot & Etzrodt, 2023) may offer the ideal 
approach, merging detailed personal insights with broad patterns to inform our under-
standing of authentic human-machine communication.

Ethical Considerations on Authenticity in HMC

The interplay between HMC and authenticity demands a critical reflection of its ethical 
implications. In “The Ethics of Authenticity” (1991), Charles Taylor presents authenticity 
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as a moral principle, emphasizing the need to embrace humans’ embodied, dialogical, and 
temporal nature in interactions. Indeed, authenticity is fundamentally expressed in dia-
logues (Kernis & Goldman, 2006; Taylor, 1991). The central query becomes: What is the role 
of authenticity as a moral principle in interactions with machines?

Turkle’s discourse on the crisis of authenticity (2007, 2011) presents an ethical dilemma 
where digital companions lead to human alienation, challenging what is considered authen-
tically human. Stilgoe (2023) echoes this in proposing a Weizenbaum Test for AI (1966), 
suggesting that perceived sentience in AI may transform notions of (human) authentic-
ity and humanness in society. These concerns prompt HMC researchers to re-evaluate 
and refine the genuine connections between humans and machines. In this context, some 
scholars caution against an illusory risk in forming human-robot bonds, potentially lead-
ing to a devalued sense of authentic communication relations (Fox & Gambino, 2021), and 
warn of a “hallucinatory danger” of such interactions (Bisconti Lucidi & Nardi, 2018) to 
create false realities. As a result, engaging with machines that offer intimacy and emotional 
connections (e.g., mental health chatbots or sex robots) is seen as a risk to foster only 
surface-level self-awareness of one’s motives, feelings, and desires, which in turn affects 
authenticity in human relationships (Kernis & Goldman, 2006). In contrast, other scholars 
emphasize the user’s engagement in creating the illusion of interaction, viewing it as an 
active and authentic creation in the human-machine context, which is not transferred or 
seen as analog to interpersonal relations (e.g., Dehnert & Szczuka, 2023; e.g., Szczuka et 
al., 2019). Drawing on this ambiguity, we argue that to uncover the role of authenticity 
in HMC, it is critical to re-consider its ethical peculiarities within its unique context by 
moving away from the interpersonal human interaction as a benchmark (e.g., A. Edwards, 
2023; Etzrodt et al., 2022).

The Inner Self of the HMC Research Field
While reflecting on machine authenticity and the inner self of machines, we started acknowl-
edging the authenticity and inner self of ourselves as HMC scholars. In the lively discourse 
of the Toronto pre-conference, it was evident that HMC research encounters unique chal-
lenges regarding the authenticity of theoretical concepts, their empirical substantiation, and 
the broader notion of HMC’s authenticity. If, as noted earlier, the least common denomina-
tor of authenticity is “being true to the inner self,” two dimensions became apparent in the 
conference’s discourse: the inner self of HMC research and the inner self of the HMC research 
community. Both dimensions, while interlinked, present unique challenges to the field’s 
progression. In this section, we will use the principles of authenticity mentioned above as 
inspiration for systematically confronting the distinctive theoretical and methodological 
challenges inherent to HMC research to foster new perspectives and inspire progression.

HMC’s “inner self ” exhibits three defining features: (1) a vital debate over theoretical 
perspectives, (2) perpetual, rapid evolutions of research objects, and (3) challenges in estab-
lishing methodological reliability and validity. While these challenges are not unusual for 
an evolving field of research, some manifestations are unique to HMC.
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Debating Perspectives and Approaches

A lively debate about chosen perspectives currently characterizes the inner self of HMC 
research. A significant voice calls for user-centric research, deliberately moving away from a 
machine-centric perspective (e.g., Natale & Guzman, 2022). Discussions include compar-
ing interpersonal and machine-oriented measurements and exploring hybrid models like 
human-pet relations (see Gambino et al., 2020; Skjuve et al., 2022). In addition, scholars 
are increasingly considering contextual (e.g., Gambino & Liu, 2022; Hepp et al., 2023) and 
cultural (Natale & Guzman, 2022) perspectives, recognizing the societal impact of HMC 
becoming intertwined with human practices and societal processes (Hepp et al., 2023). 
For instance, Gambino and Liu highlight vital differences in learning and interaction pat-
terns between HMC and human-human interactions. They point out that HMC involves 
the development of unique scripts, social norms, and communication objectives, which 
could subsequently influence broader societal norms and overall communication skills.  
Further, scholars like Natale and Guzman propose expanding HMC theory to include 
human cultures and meaning-making systems interlinked with machines, addressing AI’s 
role in shaping human culture and power dynamics. Their call is bolstered by the obser-
vation that extant research is mainly from the Western male perspective, offering limited 
insight into HMC’s global impact.

Rapid Evolution of Research Objects

Changes in research objects are typical in social research, but changes in HMC’s research 
objects are profound and rapid, posing unique challenges. The last two decades have seen 
significant developments in hardware technologies for storage, sensing, perception, and 
recognition (Stone et al., 2022), and we are currently entering a period of profound, expo-
nential growth in information processing algorithms such as machine and deep learning. 
Catalyzed by tools such as Software Development Kits, and Application Programming 
Interfaces—and more recently, foundational machine learning systems—companies can 
quickly mechanize communication, leading to rich networks of intelligent applications 
(Yonck, 2020). As a result, the profoundness of the ongoing evolution in the machines’ areas 
of application or capabilities, such as understanding and using natural human language, 
was further amplified. The interplay of speed and depth of changes in HMC objects asks 
how we can keep research objects and findings relevant and how to adopt resilient yet spe-
cific approaches for societal relevance.

Managing the Risk of Outdated Research Objects and Findings
HMC researchers must navigate the tension between investigating soon-obsolete objects 
and exploring yet-to-exist ones. Either path is risky. We will demonstrate the challenges 
of the first path using two examples. Consider Pepper, a humanoid robot involved in over 
40,000 studies and subject to current HMC research (e.g., Rosenthal-von Der Pütten & 
Bock, 2023; Stommel et al., 2022). Pepper was recently discontinued. Thus researchers 
have to face limited support and parts availability, complicating study replication and 
long-term validity. Beyond individual products, technological innovations can, overnight, 
render significant research forgotten. Consider ChatGPT’s release in November 2022 
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which overshadowed decades of research on immediately outdated rule-based chatbots 
(e.g., Beattie & High, 2022; Van den Broeck et al., 2019). As a result, HMC scholars are 
confronted with the urgent question of transferring knowledge from outdated systems 
to newer, far more sophisticated models. Failure to resolve this challenge within a fairly 
narrow time frame could result in discourses being pushed away from HMC scholars to 
journalism or popular media.

HMC scholars are opting for the second path to stay ahead of rapid changes by increas-
ingly exploring futuristic technologies with features not yet realized but likely to emerge. 
Some scholars appeal to demonstrational designs, like vignette studies, where pre-recorded 
agent behaviors are used (Greussing et al., 2022). For example, Weidmüller et al. (2022) 
used this approach to explore the anticipated—at that time not yet existing—capability of 
voice assistants to present the news extensively. Similarly, Frehmann (2023) manipulated 
a voice assistant’s speech style, anticipating its future capability to speak colloquial. How-
ever, while resource-efficient and sufficiently controlled, these designs lack authenticity by 
not reflecting real interactions and possibly creating unrealistic user expectations due to 
their artificial nature (e.g., Voorveld & Araujo, 2020). To enable more authenticity regarding 
active interaction, some scholars turn to the Wizard of Oz technique (WoZ) (Dahlbäck et al., 
1993), with a human operator mimicking an autonomous agent. However, this technique is 
constrained by a laboratory setting and its strong anthropomorphic bias due to the human 
operator. This bias risks inadvertently studying human-human communication under the 
guise of human-machine communication, potentially skewing research outcomes (Baxter 
et al., 2016; Greussing et al., 2022). So, while both demonstrational and WoZ-like designs 
present advantages for studying future machines, the pros must be carefully weighed against 
their limitations.

Resilient Research Approaches
In contrast to these object-focused approaches, another methodological path deviates from 
investigating specific technologies and focuses on conceptual elements in the HMC. For 
example, HMC scholars are adopting variable-based or concept-based approaches (Nass & 
Mason, 1990). These approaches target enduring variables and concepts such as anthro-
pomorphism, social presence, affordances, interactivity, or power relations (e.g., Fox & 
Gambino, 2021; Sundar, 2020) that persist despite technological evolution. They enable 
meaningful comparisons between older and newer machines and facilitate comparative and 
longitudinal studies across various technologies, thus ensuring relevance in an evolving 
landscape.

Some HMC scholars pursue the flexibility and adaptivity of research designs to keep 
pace with technological advancements and maintain societal relevance (e.g., Guzman, 
2023), whereby the most promising approach is seen in the combination of various meth-
ods. Mixed Methods Design is emerging as a solution, integrating various standardized and 
non-standardized data collection and analysis methods within a single study (e.g., Creswell, 
2022; Mukumbang, 2023). The combination of data with different levels of standardiza-
tion, for example, standardized questionnaires with non-standardized focus groups, can 
provide a more nuanced and holistic understanding of complex, multifaceted phenomena 
(e.g., Creswell & Plano Clark, 2018; Martiny et al., 2021) and HMC’s intricacies in particular 
(Mertens, 2015). The merging of detailed subjective experiences with broad, quantifiable 
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data enhances both the validity and reliability of findings (e.g., Onwuegbuzie et al., 2010) 
as well as flexibility for adaption of approaches as the study progresses (Creswell, 2022;  
Creswell & Plano Clark, 2018). Extensive discussions on different mixes, including a con-
cise typology and justifications for mixed methods research can be found in the extant 
literature (e.g., Creswell, 2022; Creswell & Plano Clark, 2018; Fetters et al., 2013).

Another approach for combinations of methods, which we refer to as a Blended Meth-
ods Design, is garnering increasing attention in HMC. By explicitly converging standard-
ized and non-standardized methods in the same instrument researchers can obtain rich 
qualitative responses and collect data on a large scale at the same time. One example is the 
integration of open-ended questions in experiments, enabling the exploration of qualitative 
variations in responses to the stimuli (A. Edwards & Edwards, 2022), for example, by inte-
grating computational methods like structural topic modeling or Large Language Models 
to explore the differences in semantic meanings of users’ open-ended responses. A second 
example involves incorporating initial open-ended association exercises into quantitative 
surveys. For instance, Fortunati et al. (2022) asked participants to list three words associ-
ated with Alexa spontaneously. This approach aims to gather initial, unbiased perceptions 
on a broad scale, avoiding the potential influence of predefined response options. However, 
realization and effectiveness of these methods are still under evaluation.

Confronting Reliability and Validity

HMC research is experiencing a growing number of unsuccessful attempts to reproduce 
earlier findings, indicating a potential replication crisis (Heyselaar, 2023; Jia et al., 2022; 
Leichtmann & Nitsch, 2020), leading to critical reevaluations of well-established frame-
works, including the media equation and CASA (e.g., Gambino et al., 2020). Accordingly, 
during the discussions in the pre-conference, multiple comments highlighted the issue of 
inconsistent findings.

Empirical Standards
The primary reason for these inconsistencies can be seen in the dynamic nature of the 
research object. The continual evolution of people and technology (e.g., Gambino et al., 
2020) leads to a rapidly changing landscape, rendering previous findings more quickly 
obsolete. However, they are also likely to reflect profound methodological shortcomings, 
including a lack of empirical standards for instruments, contributing to the measurement of 
different constructs under the same terminology (as demonstrated, e.g., by Oh et al., 2018; 
van der Goot, 2022) and to false comparisons due to overlooked insufficiencies in the instru-
ments. To address this, there is a growing need for HMC scholars to publish educational 
and tutorial papers on HMC standards and methodologies but also to review used methods 
critically.

Methodological Innovations
Beyond empirical standards, the field is pivoting toward exploring innovative approaches to 
face the challenge of measuring HMC with sufficient authenticity, underscored by debates 
on accurately capturing people’s real answers. These innovations represent a broader 
shift in perspective, seeking to capture and understand the nuances of human-machine 
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communication more accurately. Particularly, the reliance on the Media Equation’s deduc-
tive approach in HMC is being questioned. A growing number of scholars demonstrates 
the insufficiencies of established scales, pointing to an ontological need for reevaluation 
(Banks & Koban, 2022; Etzrodt, 2022), and to highly varied concept interpretations between 
scholars but also between interviewees (van der Goot, 2022), emphasizing the importance 
of diverse methodological approaches (Guzman, 2023). In this concern, some scholars are 
proposing that by disentangling the two prominent approaches, “Media Equation” and 
“Media Evocation,” more explicitly (van der Goot & Etzrodt, 2023), the potential of the 
interplay between deductive and inductive insights can be explored, possibly leading to a 
new marriage of their formerly separate treatments. For example, inductive approaches, 
such as long-term participant observations, have shown promise in revealing emerging 
concept changes in HMC—e.g., “social exchange robots” (Leo-Liu, 2023, p. 8), “the robotic 
moment” (Turkle, 2011, p. 22), or “interactional homeostasis” (Wilf, 2019, p. 205)—which 
again spotlights the potential of mixing deductive with inductive approaches to resolve 
challenges in the HMC field.

Although, as we noted above, the combination of methods in a mixed or blended 
design might facilitate a more nuanced and holistic understanding of HMC phenomena, 
better validity and reliability for findings, and higher flexibility during the data collection, 
we do not wish to present them as a cure-all as they are not without challenges. The logistics 
of executing diverse methodologies often increase economic demands, time demands, and 
the need for diverse expertise (Creswell & Plano Clark, 2018). Additionally, the complexity 
of reporting diverse methods can quickly strain the word and page limits of academic pub-
lications (Mertens, 2015), calling for creative documentation solutions. The most significant 
challenge may be researchers’ expertise in a broad methodological and analytical skillset 
(Creswell, 2022). Thus, to succeed in methodological innovation, HMC researchers must 
develop various methodological skills, seek interdisciplinary research, foster community 
and collaboration, and allow for bridge-building across different areas of expertise (e.g., 
Dehnert, 2023).

The Inner Self of the HMC Research Community
The inner self of the HMC Research Community emerges from the perpetual evolution of 
its research object and the shared commitment to innovative research driven by the con-
stant evolution. This dynamic environment within HMC shapes its unique identity, charac-
terized by three distinct attributes: a commitment to exploring new domains, a dedication 
to interdisciplinarity, and a willingness to embrace the unconventional.

Culture of Exploring New Domains

The HMC community unites in venturing into uncharted societal domains, constantly 
seeking new angles and dimensions. It is characterized by its pursuit of novel or not-yet- 
existing research objects and by pushing the boundaries of traditional paradigms in the 
interplay between technology and human society. This exploration emphasizes overarch-
ing theories and broad concepts to understand the novel object or perspective. Thus, the 
initial application, a conceptualization of innovative approaches, and the expansion of the 
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methodological repertoire are given preference over the refinement of existing approaches, 
techniques, and methods. As the HMC community progresses and certain areas become 
well-mapped, we suggest seeking more balance between exploratory innovation and meth-
odological validation. However, a too hasty focus on consolidation, be it with products 
(such as an overemphasis on a single technology like ChatGPT), theories, methods, or even 
the most foundational principles (i.e., machines are different than humans), risks stifling 
the potential for groundbreaking innovations and adaption to rapidly changing situations. 
Conversely, we must not succumb to the wanderlust of constant discovery. If we ignore the 
need to validate in favor of discovery, our findings risk losing their significance and credi-
bility. HMC’s self is, thus, one that constantly struggles with the balance between the pursuit 
of innovative exploration and the subsequent solidification of these discoveries.

Culture of Interdisciplinarity

The HMC community’s interdisciplinary nature is integral to understanding human- 
machine communication as the communication between humans and machines originates 
in interdisciplinarity (Hepp & Loosen, 2023). Different forms of interdisciplinarity con-
verge in HMC, creating a synergistic understanding of the field; from the empirical phe-
nomenon to adjacent disciplines, HMC emerges as a mosaic of perspectives, each pane 
of glass contributing to revealing the authentic nature of communication between people 
and machines. Hence, the multiple disciplines complement each other through a relational 
perspective on the phenomenon but are not isolated to one particular context (Richards et 
al., 2022).

While each discipline holds its unique values, the true beauty of this approach emerges 
when we connect these fields, allowing for a richer exchange of ideas. By merging differ-
ent methodologies and perspectives, interdisciplinary teams can devise creative solutions 
that a single-discipline team might overlook. For instance, integrating principles from psy-
chology and communication can inform the emotional intelligence of machines and help 
understand user experiences (e.g., Goldstein et al., 2002; Johnson et al., 2004), motivations, 
emotional, social, and cognitive processes during communication with a machine (e.g., 
Bode, 2021; Murphy et al., 2023; Whang & Im, 2021). At the same time, input from fields 
like economics or anthropology can provide a broader view of the societal impacts and 
potential of HMC technologies such as persuasion. The integration of normative studies 
and philosophical approaches enables exploring differences in norms and values between 
humans’ and machines’ communication (Kasirzadeh & Gabriel, 2023).These approaches are 
instrumental in understanding how social norms shape the use and development of emerg-
ing technologies (Kunold Neé Hoffmann et al., 2009; Reeves & Nass, 1996), the ontological 
framing of communication (e.g., van der Goot & Etzrodt, 2023), and anthropocentric biases 
in research (e.g., Kunold Neé Hoffmann et al., 2009; Whang & Im, 2021). Integrating ped-
agogy and education, for example, enables a deeper exploration of HMC’s application in 
educational settings (e.g., C. Edwards et al., 2021, 2018; Kim et al., 2020).

Within the evolving domain of HMC research, the extent of its interdisciplinarity has 
emerged as a significant point of contemplation. As demonstrated, one of the main advan-
tages of including different disciplines in HMC research is the diverse perspectives they 
bring. Integrating insights from various disciplines ensures a comprehensive understanding 
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of HMC’s vast landscape. However, this interdisciplinary approach is not without its chal-
lenges. As we incorporate more disciplines, there is a risk that HMC’s primary focus might 
get blurred. This naturally prompts the inquiry: How much should HMC open its doors to 
other fields of study, and with what primary goals in mind?

The aim is to meaningfully mix and combine disciplines to enrich HMC. Going too 
wide can water down the primary essence. Going too deep can isolate insights and miss 
the broader picture. Instead of turning everyone into experts in multidiscipline, a better 
approach might be fostering collaborations where experts from various fields come together, 
each adding their specialized knowledge.

Culture of Embracing the Unconventional

The community’s ethos of exploring frontiers and embracing diverse disciplinary perspec-
tives inherently leads to a drive to break the rules by challenging conventional norms. In 
practice, this approach fosters innovation and can lead to groundbreaking discoveries. 
Valuing originality and open-mindedness is crucial in propelling the field into new and 
unanticipated directions. Yet, the question remains: How do we define the boundaries and 
standards preventing us from veering into arbitrariness while maintaining our innovative 
edge? This ongoing dialogue is crucial in shaping the core of our community—it reinforces 
our commitment to push boundaries while grounding us in a shared authentic self.

Directions for Further Theory and Research in HMC
So, what did the application of authenticity to HMC teach us? The next paragraphs will out-
line objectives for future research in the field of HMC, drawing on our theoretical under-
standing of authenticity when we apply the concept to HMC and the insights gained from 
exploring the authentic inner self of our research community.

Understanding Authenticity in HMC

The application of authenticity within HMC provides a unique lens for redefining this con-
cept. We’ve explored how authenticity traditionally aligns with an inner self of entities in 
communication. This alignment suggests when an entity’s observed behavior matches its 
assumed inner self, the entity and its behavior are deemed authentic.

Shifting away from a human-centric approach allows a more flexible interpretation 
of this inner self. In applying the traditional human template of authenticity to HMC, we 
uncovered that definitions of the inner self typically aligned with human attributes—such 
as feelings, motives, or needs—fundamentally comprise elements of human internal pro-
cesses. These elements can be seamlessly applied to machines’ technological inner life, 
including specific hardware, software, and algorithms.

Moreover, this approach extends beyond technology, offering valuable insights into 
other areas, such as the outlined biosemiotics. Consequently, we propose a broader, more 
flexible understanding by defining authenticity as observed behavior that the observer inter-
prets as being consistent with the entity’s internal processes.
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Implications for HMC Research

The initial definition of authenticity requires further refinement and enhancement. As a 
starting point for this endeavor, we suggest a series of probing questions to guide our explo-
ration. Which elements adequately cover the internal processes? Is there a need to consider 
different or additional cross-species elements? Regarding machines, are the key elements 
the algorithms (probably comparable to human heuristics?), or should we delve deeper 
into the nature of these algorithms to understand the attributed authenticity? For example, 
distinguishing between machine operations that rely on probabilities (such as ChatGPT) 
and those using templates (like Alexa and similar technologies). Can we further deepen and 
specify this analysis?

The application of a broader understanding of authenticity facilitates recognizing and 
comparing diverse and novel forms of authenticity beyond human standards. It enables us 
to examine how different entities, including machines, express different internal processes 
and how these expressions are perceived and possibly reshaped in communications. By 
recognizing the dynamic and context-specific nature of these internal processes, we open 
avenues for exploring the evolution and contextual manifestations and interpretations of 
authenticity in HMC. Additionally, the portrayal of artificial entities in pop culture and 
their design play significant roles in presumptions about a machine’s internal processes. In 
a co-constructed and negotiated manner, they represent and shape the image of an artificial 
inner self, impacting the perceptions of a machines’ behavior as authentic. The extent to 
which users apply human-like standards to machines or develop new functional and oper-
ational criteria for machine authenticity, including the role of culture and design, remains 
an area ripe for investigation.

Ethically, it is crucial to critically examine the co-construction of machines’ internal 
processes and their interpretations to foster constructive development in HMC, being 
mindful of over-anthropomorphization and other potential pitfalls such as overly utopian 
or dystopian perspectives.

Navigating Tensions in HMC Research

By utilizing authenticity as an epistemological tool for reflecting on our HMC self, we 
discovered a vibrant, and indeed unique, research community with unique areas of ten-
sion. These include the balance between openness and the risk of arbitrariness, the need 
for innovation versus the necessity for validation, and the challenge of integrating diverse 
disciplines while maintaining a clear focus.

Openness and Arbitrariness
HMC’s inner self incorporates a general tension that emerges from our ambition of being 
open to nonconventional approaches and the risk of falling into arbitrariness. This ten-
sion is reflected in the community’s ethos of exploring frontiers and embracing diverse 
disciplinary perspectives, which inherently leads to a drive to break the rules by challeng-
ing conventional norms. While this approach facilitates innovation and hopefully ground-
breaking discoveries, it also necessitates ongoing discussions about defining boundaries 
and standards that prevent veering into arbitrariness while maintaining an innovative edge. 
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Our task is to find and discuss a suitable balance for reinforcing the commitment to push-
ing boundaries while remaining grounded in a shared authentic self.

Innovation and Validation
Regarding HMC research, exploring novel approaches and pushing the boundaries of what 
is known about the field’s research objects is imperative. In this context, HMC scholars have 
created a valuable variety of responses to its highly dynamic research object, leading to a 
wide range of empirical approaches. However, this wide range increasingly challenges the 
generalization of findings in HMC. While we need to continue embracing novel methods 
in HMC research, we also have an imperative to facilitate the critical assessment of these 
methods for reliability and validity to ensure that innovation is matched with empirical 
robustness. A promising solution that many HMC scholars advocate is the blending or 
mixing of standardized methods and exploratory tools, recognizing the unique value that 
qualitative research brings to the field. Since we are still in the initial phase of applying dif-
ferent combinations of methods to HMC, we encourage scholars to explore their potential 
for flexibility to critique HMC approaches and findings.

Breadth and Depth
HMC’s inner self (in object and research) is an interdisciplinary native, which brings a 
unique tension centered around the balance between the benefits and challenges of integrat-
ing diverse disciplinary perspectives. On one hand, interdisciplinary integration enriches 
our understanding with various perspectives, methodologies, and insights. This approach 
facilitates innovation, allows for a richer exchange of ideas, and enables the exploration 
of new domains, pushing the boundaries of traditional research paradigms. On the other 
hand, it is uncertain if there is a potential threshold regarding the incorporation of dis-
ciplines, which might result in blurring the primary focus of HMC research or diluting 
HMC’s core essence. The placement of this interdisciplinary threshold is pivotal for the 
evolution of HMC research. Setting it too narrowly, by limiting the scope of integrated dis-
ciplines or overly focusing on specific areas, could lead us to miss crucial discoveries and 
lose perspective of the overarching context within which HMC operates. Thus, we must 
find the appropriate balance between breadth (generalization) and depth (specialization) 
in interdisciplinary research, ensuring meaningful combinations of disciplines to enrich 
HMC while maintaining its core focus. This also necessitates identifying what constitutes 
the core essence—the inner self—of HMC as a field.

Rather than proposing a definitive solution for achieving the perfect balance amid 
these tensions, we emphasize the importance of ongoing negotiation. Our stance advocates 
for a culture of exploration and sustained openness to unconventional approaches as guid-
ing principles in navigating these complexities in future HMC research. At the heart of all 
these tensions is a common core: the constant push for novel discovery balanced against 
demands for scientific rigor. As we navigate HMC through the scientific journey, the nature 
of our field is such that we always find ourselves at the crossroads of innovation and tradi-
tion. It is a juncture that demands we drive forward with boldness in thought but precision 
in action. The juncture also defines our field and where our future unfolds. Through our 
exploration, we sought to contribute to the negotiation of this dynamic and ever-evolving 
landscape of HMC by advocating a culture of exploration and openness to unconventional 
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approaches. In doing so, we hope to add value to the evolution of a research community 
that strives for the highest degree of authenticity.
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