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Fiducial and differential cross sections of Higgs boson production measured in the four-lepton decay channel in $pp$ collisions at √s = 8 TeV with the ATLAS detector

**ARTICLE Collaboration**

**ABSTRACT**

Measurements of fiducial and differential cross sections of Higgs boson production in the $H \rightarrow ZZ \rightarrow 4\ell$ decay channel are presented. The cross sections are determined within a fiducial phase space and corrected for detection efficiency and resolution effects. They are based on 20.3 fb$^{-1}$ of $pp$ collision data, produced at √s = 8 TeV centre-of-mass energy at the LHC and recorded by the ATLAS detector. The differential measurements are performed in bins of transverse momentum and rapidity of the four-lepton system, the invariant mass of the subleading lepton pair and the decay angle of the leading lepton pair with respect to the beam line in the four-lepton rest frame, as well as the number of jets and the transverse momentum of the leading jet. The measured cross sections are compared to selected theoretical calculations of the Standard Model expectations. No significant deviation from any of the tested predictions is found.
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1. Introduction

In 2012 the ATLAS and CMS Collaborations announced the discovery of a new particle [1,2] in the search for the Standard Model (SM) Higgs boson [3–8] at the CERN Large Hadron Collider (LHC) [9]. Since this discovery, the particle’s mass $m_H$ was measured by the ATLAS and CMS Collaborations [10–12]. The result of the ATLAS measurement based on 25 fb$^{-1}$ of data collected at centre-of-mass energies of 7 TeV and 8 TeV is 125.36 ± 0.41 GeV. Tests of the couplings and spin/CP quantum numbers have been reported by both collaborations [11,13,14] and show agreement with the predicted scalar nature of the SM Higgs boson.

In this Letter, measurements of fiducial and differential production cross sections for the $H \rightarrow ZZ \rightarrow 4\ell$ decay channel are reported and compared to selected theoretical calculations. The event selection and the background determination are the same as in Ref. [15], where a detailed description is given. For this measurement, an integrated luminosity of 20.3 fb$^{-1}$ of $pp$ collisions is analyzed. The data were collected at the LHC at a centre-of-mass energy of √s = 8 TeV and recorded with the ATLAS detector [16].

The ATLAS detector covers the pseudorapidity range $|\eta| < 4.9$ and the full azimuthal angle $\phi$. It consists of an inner tracking detector covering the pseudorapidity range $|\eta| < 2.5$ surrounded by a superconducting solenoid, electromagnetic and hadronic calorimeters, and an external muon spectrometer with large superconducting toroidal magnets.

Fiducial cross sections are quoted to minimize the model dependence of the acceptance corrections related to the extrapolation to phase-space regions not covered by the detector. The measured fiducial cross sections are corrected for detector effects to be directly compared to theoretical calculations.

The differential measurements are performed in several observables related to the Higgs boson production and decay. These include the transverse momentum $p_{T,H}$ and rapidity $|y_H|$ of the Higgs boson, the invariant mass of the subleading lepton pair $m_{34}$ (the leading and subleading lepton pairs are defined in Section 3) and the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with respect to the beam axis $|\cos \theta^\ast|$. The number of jets $n_{\text{jets}}$, and the transverse momentum of the leading jet $p_{T,\text{jet}}$ are also included. The distribution of the $p_{T,H}$ observable is sensitive to the Higgs boson production mechanisms as well as spin/CP quantum numbers, and can be used to test perturbative QCD predictions.

---

* E-mail address: atlas.publications@cern.ch.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) at the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln(\tan(\theta/2))$. 
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has been studied extensively and precise predictions exist (see e.g. Refs. [17–21]), including the effect of finite quark masses. The distribution of the $|y_H|$ observable can be used to probe the parton distribution functions (PDFs) of the proton. The distributions of the decay variables $m_{34}$ and $|\cos \theta^*|$ are sensitive to the Lagrangian structure of Higgs boson interactions, e.g. spin/CP quantum numbers and higher-dimensional operators. The jet multiplicity and transverse momentum distributions are sensitive to QCD radiation effects and to the relative rates of Higgs boson production modes. The distribution of the transverse momentum of the leading jet probes quark and gluon radiation.

2. Theoretical predictions and simulated samples

The Higgs boson production cross sections and decay branching fractions as well as their uncertainties are taken from Refs. [21,22]. The cross sections for the gluon-fusion ($ggF$) process have been calculated to next-to-leading order (NLO) [23–25], and next-to-next-to-leading order (NNLO) [26–28] in QCD with additional next-to-next-to-leading logarithm (NNLL) soft-gluon resummation [29]. The cross section values have been modified to include NLO electroweak (EW) radiative corrections, assuming factorization between QCD and EW effects [30–34]. The cross sections for the vector-boson fusion (VBF) processes are calculated with full NLO QCD and EW corrections [35–37], and approximate NNLO QCD corrections are included [38]. The cross sections for the associated $WH/ZH$ production processes ($VH$) are calculated at NLO [39] and at NNLO [40] in QCD, and NLO EW radiative corrections [41] are applied. The cross sections for associated Higgs boson production with a $t\bar{t}$ pair ($t\bar{t}H$) are calculated at NLO in QCD [42–45].

The Higgs boson branching fractions for decays to four-lepton final states are provided by ProPhoto4V [46,47], which implements the complete NLO QCD + EW corrections and interference effects between identical final-state fermions.

The $H \rightarrow ZZ^* \rightarrow 4\ell$ signal is modelled using the POWHEG Monte Carlo (MC) event generator [48–52], which calculates separately the $ggF$ and VBF production mechanisms with matrix elements up to NLO. The description of the Higgs boson transverse momentum spectrum in the $ggF$ process is adjusted to follow the calculation in Refs. [19,20], which includes QCD corrections up to NLO and QCD soft-gluon resummations up to NNLL, as well as finite quark masses [53]. POWHEG is interfaced to PYTHIA8 [54] for showering and hadronization, which in turn is interfaced to PHOTOS [55,56] to model photon radiation in the final state. PYTHIA8 is used to simulate $VH$ and $t\bar{t}H$ production. The response of the ATLAS detector is modelled in a simulation [57] based on GEANT4 [58].

The measured fiducial cross-section distributions are compared to three $ggF$ theoretical calculations: POWHEG without the adjustments to the $p_T, \eta$ spectrum described above, POWHEG interfaced to MINLO Multi-scale improved NLO) [59] and HERCUS (v.2.2) [19,20]. POWHEG with MINLO provides predictions for jet-related variables at NLO for Higgs boson production in association with one jet. The HERCUS program computes fixed-order cross sections for $ggF$ SM Higgs boson production up to NNLO. All-order resummation of soft-gluon effects at small transverse momenta is consistently included up to NNLL, using dynamic factorization and resummation scales. The program implements top- and bottom-quark mass dependence up to $NNLL+NNLO$. At NNLL + NNLO level only the top-quark contribution is considered. HERCUS does not perform showering and QED final-state radiation effects are not included.

The contributions from the other production modes are added to the $ggF$ predictions. At a centre-of-mass energy of 8 TeV and for a Higgs boson mass of 125.4 GeV, their relative contributions to the total cross section are 87.3% ($ggF$), 7.1% (VBF), 3.1% ($WH$), 1.9% ($ZH$) and 0.6% ($t\bar{t}H$), respectively.

All theoretical predictions are computed for a SM Higgs boson with mass 125.4 GeV. They are normalized to the most precise SM inclusive cross-section predictions currently available [60], corrected for the fiducial acceptance derived from the simulation.

The $ZZ$, $WZ$, $tt$ and $Z + $jets background events are modelled using the simulated samples and cross sections described in Ref. [15].

3. Event selection

The detector level physics object definitions of muons, electrons, and jets, and the event selection applied in this analysis are the same as in Ref. [15], with the exception of the jet selection and the additional requirement on the four-lepton invariant mass described below. A brief overview is given in this section.

Events with at least four leptons are selected with single-lepton and dilepton triggers. The transverse momentum and transverse energy thresholds for the single-muon and single-electron triggers are 24 GeV. Two dimuon triggers are used, one with symmetric thresholds at 13 GeV and the other with asymmetric thresholds at 18 GeV and 8 GeV. For the dielectron trigger the symmetric thresholds are 12 GeV. Furthermore there is an electron–muon trigger with thresholds at 12 GeV (electron) and 8 GeV (muon). The Higgs boson candidates are formed by selecting two same-flavour opposite-sign (SFOS) lepton pairs (a lepton quadruplet). The leptons must satisfy identification, impact parameter, and track-based and calorimeter-based isolation criteria. Each muon (electron) must satisfy transverse momentum $p_T > 6 \text{ GeV}$ (transverse energy $E_T > 7 \text{ GeV}$) and be in the pseudorapidity range $|\eta| < 2.7$ (2.47). The highest-$p_T$ lepton in the quadruplet must satisfy $p_T > 20 \text{ GeV}$, and the second (third) lepton in $p_T$ order must satisfy $p_T > 15 \text{ (10) GeV}$. The leptons are required to be separated from each other by $\Delta R \equiv \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} > 0.1 \text{ (0.2)}$ when having the same (different) lepton flavours.

Multiple quadruplets within a single event are possible: for four muons or four electrons there are two ways to pair the masses, and for five or more leptons there are multiple combinations. The quadruplet selection is done separately in each channel: $4\mu$, $2\mu2\nu$, $2\mu2e$, $4e$, keeping only a single quadruplet per channel. Here the first flavour index refers to the leading lepton pair, which is the pair with the invariant mass $m_{12}$ closest to the $Z$ boson mass [61]. The invariant mass $m_{12}$ is required to be between 50 GeV and 106 GeV. The subleading pair of each channel is chosen as the remaining pair with mass $m_{34}$ closest to the $Z$ boson mass and satisfying the requirement $12 < m_{34} < 115 \text{ GeV}$. Finally, if more than one channel has a quadruplet passing the selection, the channel with the highest expected signal rate is kept, in the order: $4\mu$, $2\mu2\nu$, $2\mu2e$, $4e$. A $J/\psi$ veto is applied: $m(\ell_i, \ell_j) > 5 \text{ GeV}$ for SFOS lepton pairs. Only events with a four-lepton invariant mass in the range 118–129 GeV are kept. This requirement defines the signal mass window and was chosen by minimizing the expected uncertainty on the total signal yield determination, taking into account the experimental uncertainty on the Higgs boson mass.

Jets are reconstructed from topological clusters of calorimeter cells using the anti-$k_t$ algorithm [62] with the distance parameter $R = 0.4$. In this analysis, jets [63] are selected by requiring $p_T > 30 \text{ GeV}$, $|\eta| < 4.4$ and, in order to avoid double counting of electrons that are also reconstructed as jets, $\Delta R(\text{jet, electron}) > 0.2$.

The events are divided into bins of the variables of interest, which are computed with the reconstructed four-momenta of the selected lepton quadruplets or from the reconstructed jets: the transverse momentum $p_T^{\text{rec}}$ and the rapidity $|y_H^{\text{rec}}|$ of the four-lepton system, the invariant mass of the subleading lepton pair
\( m_{34}^{\text{reco}} \), the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with respect to the beam axis \( \cos \theta_{34}^{\text{reco}} \), the number of jets \( n_{\text{jets}}^{\text{reco}} \), and the transverse momentum of the leading jet \( p_{T,j}^{\text{reco}} \). In order to distinguish them from the unfolded variables used in the cross section bin definition, they are labeled with "reco".

4. Definition of the fiducial region

The fiducial selection, outlined in Table 1, is designed to replicate at simulation level, before applying detector effects, the analysis selection as closely as possible in order to minimize model-dependent acceptance effects on the measured cross sections.

The fiducial selection is applied to electrons and muons originating from vector-boson decays before they emit photon radiation, referred to as Born-level leptons. An alternative approach would be to correct the lepton momenta by adding final-state radiation photons within a cone of size \( \Delta R < 0.1 \) around each lepton (dressing). For this analysis the acceptance difference between Born and dressed-lepton definitions is less than 0.5%. Particle-level jets are reconstructed from all stable particles except muons and neutrinos using the anti-k_t algorithm with the parameter distance \( R = 0.4 \).

Jets are selected by requiring \( p_T > 30 \text{ GeV} \), \( |y| < 4.4 \) and \( \Delta R(\text{jet-electron}) > 0.2 \). Muons (electrons) must satisfy \( p_T > 6 \) (7) GeV and \( |\eta| < 2.7 \) (2.47). Events in which at least one of the Z bosons decays into \( \tau \) leptons are removed. Quadruplets are formed from two pairs of SFOS leptons. The leptons are paired as in Section 3, including the possibility of incorrectly pairing the leptons, which happens in about 5% of the selected events for a SM Higgs boson with mass 125.4 GeV. The leading pair is defined as the SFOS lepton pair with invariant mass \( m_{12} \) closest to the Z boson mass and the subleading pair is defined as the remaining SFOS lepton pair with invariant mass \( m_{34} \) closest to the Z boson mass.

The three highest-\( p_T \) leptons in the quadruplet are required to have \( p_T > 20, 15, 10 \text{ GeV} \), respectively, and the lepton pairs must have \( 50 < m_{12} < 106 \text{ GeV} \) and \( 12 < m_{34} < 115 \text{ GeV} \).

The separation between the leptons is required to be \( \Delta R(\ell_i, \ell_j) > 0.1 \) (0.2) for same- (different-) flavour leptons. A \( J/\psi \) veto is applied: \( m(\ell_i, \ell_j) > 5 \text{ GeV} \) for all SFOS lepton pairs. Furthermore, the mass of the four-lepton system \( m_{4\ell} \) must be close to \( m_H \), i.e. \( 118 < m_{4\ell} < 129 \text{ GeV} \).

For a SM Higgs boson mass of 125.4 GeV, the acceptance of the fiducial selection (with respect to the full phase space of \( H \to ZZ^* \to 4\ell \), where \( \ell, \ell' = e, \mu \)) is 45.7%. The number of events passing the event selection divided by the number of events passing the fiducial selection is 55.3%; about 1% of the events passing the event selection do not pass the fiducial selection.

5. Background estimate

The background estimates used in this analysis are described in detail in Ref. [15]. The irreducible ZZ and the reducible WZ background contributions are estimated using simulated samples normalized to NLO predictions. For the jet-related variables, the simulation predictions are compared to data for \( m_{4\ell} > 190 \text{ GeV} \) where the ZZ background process is dominant; shape differences between the distributions in data and simulation are used to estimate systematic uncertainties.

The reducible \( Z + \text{jets} \) and \( tt \) background contributions are estimated with data-driven methods. Their normalizations are obtained from data control regions and extrapolated to the signal region using transfer factors. The \( \ell\ell + \mu\mu \) final state is dominated by \( Z + \text{heavy-flavour jets} \) and the \( \ell\ell + ee \) final state by \( Z + \text{light-flavour jets} \). The misidentification of light-flavour jets as electrons is difficult to model in the simulation. Therefore the distributions for \( \ell\ell + ee \) are taken from data control regions and extrapolated to the signal region, while the background distributions for \( \ell\ell + \mu\mu \) are taken from simulated samples.

After the analysis selection about 9 background events are expected: 6.7 events from irreducible ZZ and 2.2 events from the reducible background.

The observed distributions compared to the signal and background expectations for the six reconstructed observables \( p_T^{\text{reco}} \), \( m_Z^{\text{reco}} \), \( |\cos\theta^{\text{reco}}|\), \( n_{\text{jets}}^{\text{reco}} \), and \( p_T^{\text{reco}} \) are shown in Fig. 1. The signal prediction includes VBF, ZH, WH, t\( t \)\( W \), and the Powheg gg\( F \) calculation for a Higgs boson with \( m_H = 125 \) GeV and is normalized to the most precise SM inclusive cross-section calculation currently available [60].

6. Observed differential yields and unfolding

The extraction of the signal yield for the measurement of the fiducial cross section is performed through a fit to the \( m_{4\ell} \) distribution using shape templates for the signal and background contributions [15]. In this fit, the Higgs boson mass is fixed to 125.4 GeV and the parameter of interest is the total number of signal events. The extracted number of observed signal events in the mass window \( 23.7^{+5.9}_{-5.3} \text{(stat.)} \pm 0.6 \text{(syst.)} \).

In the differential cross-section measurements, given the low number of signal events expected in each measured bin \( i \), the signal yields \( N_{i}^{\text{reco}} \) are determined by subtracting the expected number of background events from the observed number of events. This is done within the mass window for each bin of the observable of interest. The total number of observed events in the mass window is 34 and the extracted signal yield is \( 25.1^{+6.3}_{-5.4} \text{(stat.)}^{+0.4}_{-0.5} \text{(syst.)} \) events.

The difference between the number of signal events extracted with the two methods is mainly due to fixing the Higgs boson mass to 125.4 GeV in the fit method. As reported in Ref. [10], the best fit mass in the \( H \to ZZ^* \to 4\ell \) channel alone is 124.5 GeV, causing smaller weights for some events in the fit.

After subtracting the background, the measured signal yields are corrected for detector efficiency and resolution effects. This unfolding is performed using correction factors derived from simulated SM signal samples. The correction factor in the \( i \)-th bin is calculated as

\[
\frac{N_i^{\text{reco}}}{N_i^{\text{obs}}} = c_i = \frac{N_i^{\text{reco}}}{N_i^{\text{obs}}},
\]

where \( N_i^{\text{reco}} \) is the number of reconstructed events in the \( i \)-th bin of the observed distribution and \( N_i^{\text{obs}} \) is the number of events in
the $i$-th bin of the particle-level distribution, within the fiducial region.

The unfolded signal yield in each bin is then converted into a differential fiducial cross section via

$$\frac{d\sigma_{\text{fid}, i}}{dx_i} = \frac{n_{i}^{\text{sig}}}{c_i \cdot L_{\text{int}} \cdot \Delta x_i},$$

where $\Delta x_i$ is the bin width and $L_{\text{int}}$ the integrated luminosity.

The correction factors used in this analysis are obtained from simulated samples for all SM Higgs production modes, using the relative rates as predicted by the SM. The inclusive correction factor is $c = 0.553 \pm 0.002^{\text{(stat.)}} \pm 0.015^{\text{(syst.)}}$. The correction factors for the different production modes are 0.553 (ggF), 0.572 (VBF), 0.535 (WH), 0.551 (ZH) and 0.417 (tH). In $t\bar{t}H$ production the Higgs boson is accompanied by light- and heavy-flavour jets as well as possible additional leptons from the top-quark decays. Since lepton isolation is applied to the reconstructed but not the
Table 2
Summary of the relative systematic uncertainties on the total background contribution (top rows) and on the parameters that enter the signal extraction (bottom rows). The ranges indicate the variation across observables and bins.

<table>
<thead>
<tr>
<th>Systematic uncertainties [%]</th>
<th>Background</th>
<th>Luminosity</th>
<th>1.4–2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reducible background</td>
<td>1.6–34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experimental, leptons</td>
<td>1.3–2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PDF/scale</td>
<td>3.0–24</td>
<td></td>
</tr>
<tr>
<td>Correction factors/conversion to σ</td>
<td>Luminosity</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experimental, leptons</td>
<td>2.1–2.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experimental, jets</td>
<td>2.7–13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Production process</td>
<td>0.1–15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Higgs boson mass</td>
<td>0.4–2.7</td>
<td></td>
</tr>
</tbody>
</table>

For fiducial objects, the correction factors for t̄H differ from those for the other production modes. For each bin, the number of expected background events, the number of observed events, the luminosity, and the correction factors are used to calculate a profile likelihood ratio [64]. The likelihood includes shape and normalization uncertainties of backgrounds and correction factors as nuisance parameters. For each variable all bins are included in the likelihood and correlations of uncertainties between the different bins and between backgrounds and correction factors are taken into account. The cross sections are extracted for each bin by minimizing twice the negative logarithm of the profile likelihood ratio −2 ln λ. The uncertainties on the cross sections are also estimated using −2 ln λ by evaluating its variation as a function of the parameter of interest (the cross section value in each bin). Under the asymptotic assumption [64], −2 ln λ behaves as a χ² distribution with one degree of freedom. For some of the fitted intervals, due to the low number of events, the distribution of the profile likelihood ratio does not follow a χ² distribution and the uncertainties are derived using pseudo-experiments.

The compatibility between the measured cross sections and the theoretical predictions is evaluated by computing the difference between the value of −2 ln λ at the best-fit value and the value obtained by fixing the cross sections in all bins to the ones predicted by theory. Under the asymptotic assumption [64], this statistical observable behaves as a χ² with the number of degrees of freedom equal to the number of bins; it is used as a test statistic to compute the p-values quantifying the compatibility between the observed distributions and the predictions. For all measured observables the asymptotic assumption is verified with pseudo-experiments.

7. Systematic uncertainties

Systematic uncertainties are calculated for the estimated backgrounds, the correction factors, and the SM theoretical predictions; the latter only have an impact on the quantitative comparison of the measurements with different predictions. An overview of the systematic uncertainties on the total background prediction and the correction factors is shown in Table 2.

The uncertainty on the integrated luminosity is propagated in a correlated way to the backgrounds evaluated from the MC predictions and to the unfolding, where it is used when converting the estimated unfolded signal yield into a fiducial cross section. This uncertainty is derived following the same methodology as that detailed in Ref. [65] from a preliminary calibration of the luminosity scale derived from beam-separation scans performed in November 2012.

Systematic uncertainties on the data-driven estimate of the reducible backgrounds are assigned both to the normalization and the shapes of the distributions by varying the estimation methods [15].

The systematic uncertainties on the lepton trigger, reconstruction and identification efficiencies [66,67] are propagated to the signal correction factors and the ZZ* background, taking into account correlations. For the correction factors, systematic uncertainties are assigned on the jet resolution and energy scales. The largest systematic uncertainty is due to the uncertainty in the jet flavour composition [63,68,69].

The uncertainties on the correction factors due to PDF choice as well as QCD renormalization and factorization scale variations are evaluated in signal samples using the procedure described in Ref. [15] and found to be negligible. A similar procedure is followed for most variables for the irreducible ZZ background. For the jet-related observables an uncertainty is derived instead by comparing the data with the predicted ZZ distributions for mH > 190 GeV, after normalizing the MC estimate to the observed data yield. The systematic uncertainty is estimated as the larger of the data-MC difference and the statistical uncertainty on the data. This systematic uncertainty accounts for both the theoretical and experimental uncertainties in the modelling of the ZZ jet distributions. Systematic uncertainties due to the modelling of QED final-state radiation are found to be negligible with respect to the total uncertainty.

The correction factors are calculated assuming the predicted relative cross sections of the different Higgs production modes. The corresponding systematic uncertainty is evaluated by varying these predictions within the current experimental bounds [14]. The VBF and VH fractions are varied by factors of 0.5 and 2 with respect to the SM prediction and the t̄H fraction is varied by factors of 0 and 5.

The experimental uncertainty on mH [10] is propagated to the correction factors by studying their dependence on the Higgs boson mass.

The systematic uncertainties on the theoretical predictions include the PDF and QCD scale choices as well as the uncertainty on the H → ZZ* branching fraction [60]. The procedure described in Ref. [70] is used to evaluate the scale uncertainties of the predicted n_jets distribution.

The upper edges of the uncertainty ranges in Table 2 are in most cases due to the highest bins in the n_jets and p_Tjet distributions. The background systematic uncertainties are large in some bins due to the limited statistics in the data control regions.

8. Results

The cross section in the fiducial region described in Table 1 is

σ_{tot}^{fid} = 2.11^{+0.53}_{-0.47}(\text{stat.}) \pm 0.08(\text{syst.}) \text{ fb}

The theoretical prediction from Ref. [60] for a Higgs boson mass of 125.4 GeV is 1.30 ± 0.13 fb.

The differential cross sections as a function of p_TH, y_H, m_{3j}, |\cos(\theta)|_i, n_jets, and p_Tjet are shown in Fig. 2. For all variables and bins the total uncertainties on the cross-section measurements are dominated by statistical uncertainties. POWHEG, MINLO and HRS2 calculations of ggF, added to VBF, ZH/WH and t̄H (see Section 2), are overlaid. The HRS2 calculation was developed for modelling the Higgs kinematic variables and is only used for p_TH and y_H. The theoretical calculations are normalized to the most precise SM inclusive cross-section predictions currently available [61].

The p-values quantifying the compatibility between data and predictions, computed with the method described in Section 6, are shown in Table 3. No significant discrepancy is observed.
Fig. 2. Differential unfolded cross sections for the transverse momentum $p_{T,\mu}$ and rapidity $y_{\mu}$ of the Higgs boson, the invariant mass of the subleading lepton pair $m_{34}$, the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with respect to the beam axis $|\cos \theta^*|$, the number of jets $n_{jets}$, and the transverse momentum of the leading jet $p_{T,jet}$ in the $H \rightarrow ZZ^* \rightarrow 4\ell$ decay channel compared to different theoretical calculations of the ggF process: Powheg, MINLO and HRes2. The contributions from VBF, $ZH/WH$ and $t\bar{t}H$ are determined as described in Section 2 and added to the ggF distributions. All theoretical calculations are normalized to the most precise SM inclusive cross-section predictions currently available [60]. The error bars on the data points show the total (stat. + syst.) uncertainty, while the grey bands denote the systematic uncertainties. The bands of the theoretical prediction indicate the total uncertainty. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

9. Conclusion

Measurements of fiducial and differential cross sections in the $H \rightarrow ZZ^* \rightarrow 4\ell$ decay channel are presented. They are based on 20.3 fb$^{-1}$ of pp collision data, produced at $\sqrt{s} = 8$ TeV centre-of-mass energy at the LHC and recorded by the ATLAS detector. The cross sections are corrected for detector effects and compared to selected theoretical calculations. No significant deviation from the theoretical predictions is observed for any of the studied variables.
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