Local orientational order in liquids revealed by resonant vibrational energy transfer
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We demonstrate that local orientational ordering in a liquid can be observed in the decay of the vibrational anisotropy caused by resonant transfer of vibrational excitations between its constituent molecules. We show that the functional form of this decay is determined by the (distribution of) angles between the vibrating bonds of the molecules between which energy transfer occurs, and that the initial drop in the decay reflects the average angle between nearest neighbors. We use this effect to observe the difference in local orientational ordering in the two hydrogen-bonded liquids ethanol and N-methylacetamide.

Many molecular liquids are believed to possess local structural ordering, in which neighboring molecules are preferentially at specific orientations with respect to each other. Such local orientational order in liquids is crucial for the properties of hydrogen-bonded liquids such as water [1], and evidence even exists that in these liquids phase transitions may occur in which the local orientational order is the order parameter [2–5]. As yet, local orientational order in liquids has been observed mostly in numerical simulations, and has been difficult to observe experimentally. Here, we show that local orientational order in liquids can be observed through its effect on the resonant transfer of vibrational excitations between the constituent molecules. Advances in ultrafast spectroscopy have made it possible to directly observe such intermolecular resonant vibrational energy transfer on surfaces [6], in clusters [7], in liquids [8–17], and in solids [18,19]. In these experiments, polarized optical excitation of a specific vibrational mode in part of the molecules creates an anisotropic distribution of excited transition-dipole moments, and resonant intermolecular transfer of the excitation causes this anisotropy to eventually vanish. We will show that the functional form of this anisotropy decay is determined mainly by the local orientational ordering of a liquid. We demonstrate this theoretically and experimentally, by comparing two hydrogen-bonded liquids with different local ordering.

In our calculation we assume that the energy transfer is incoherent (recent calculations on the OH-stretch resonant energy transfer in water suggest that this is a good approximation [20]) and caused by dipolar coupling, an approximation that has been validated by previous studies [6,7,14–16,18,19], and that the vibrational line shape is homogeneous on the time scale of the energy transfer. Nondipolar effects [21], coherence [22], and spectral inhomogeneity [11–13] can all be incorporated in a straightforward manner to obtain more accurate results, but these effects do not influence our main conclusions. For two vibrational modes $i$ and $j$ with transition-dipole moments $\mu_i$ and $\mu_j$ located at $\mathbf{r}_i$ and $\mathbf{r}_j$, the dipolar coupling is [23]

$$V_{ij} = \frac{\mu_i \mu_j}{4\pi\varepsilon_0 r_{ij}} \left[ \mathbf{e}_{\mu_i} \cdot \mathbf{e}_{\mu_j} - 3(\mathbf{e}_{\mu_i} \cdot \mathbf{e}_{\mathbf{r}_{ij}})(\mathbf{e}_{\mu_j} \cdot \mathbf{e}_{\mathbf{r}_{ij}}) \right],$$

(1)

where $\mu_i = |\mu_i|$ and $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$, and where $\mathbf{e}_{\mu_i} = \mu_i / \mu_i$ and $\mathbf{e}_{\mathbf{r}_{ij}} = (\mathbf{r}_i - \mathbf{r}_j)/r_{ij}$ are unit vectors, so that the term in square brackets (generally referred to as the orientation factor) depends only on the relative orientation of the two transition-dipole moments. The rate of energy transfer is given by Fermi’s golden rule [24]:

$$k_{ij} = \frac{2\pi}{\hbar} |V_{ij}|^2 \int \sigma_i(E)\sigma_j(E)dE,$$

(2)

where $\sigma_{i,j}(E)$ are the normalized line shapes of the vibrational modes between which transfer occurs. In a liquid, energy transfer between each possible pair of transition-dipole moments $i$ and $j$ can occur, and the probability $p_i$ of a vibrational excitation being located on the $i$th molecule will in general be time dependent.

In a vibrational pump-probe experiment, a small fraction of the molecules in a liquid is excited from the $v = 0$ to the $v = 1$ state of a specific intramolecular (typically stretching) mode using a linearly polarized resonant infrared pulse. The probability for a vibrational excitation to be at molecule $i$ is then proportional to $\cos^2 \theta_i$, where $\theta_i$ is the angle between the transition-dipole moment of the molecule and the polarization of the excitation pulse (here defined to be in the $z$ direction). Resonant transfer of the excitation between the molecules causes this anisotropic excitation-probability distribution to eventually become isotropic, so that the anisotropy, defined as $R = \langle \frac{1}{2} (3\cos^2 \theta - 1) \rangle$ (with $\theta$ the angle between the transition dipole of the excited molecules and the excitation...
polarization, and \( \langle \cdot \cdot \cdot \rangle \) denoting ensemble averaging),
decays from \( \frac{\pi}{2} \), the value for the initial \( \cos^2 \theta \) distribution,
to zero, the value for an isotropic distribution. The functional
form of the decay of \( R \) is determined by the time
evolution of the excitation-probability distribution. From
the conformation of the liquid, the complete set of transfer
rates \( k_{ij} \) can be calculated using Eqs. (1) and (2), and the
master equation for the time-dependent excitation proba-
bilities is [20]

\[
\frac{dp_i}{dt} = \sum_{j \neq i} k_{ij} p_j - p_i \sum_{j \neq i} k_{ij},
\]

(3)

where \( p_i \) is the probability of molecule \( i \) being in the \( v = 1 \)
state. The excitation-probability distribution at \( t = 0 \) is given
by \( p_i(0) \propto \cos^2 \theta_i \) (where \( \theta_i \) is the angle of transition-
dipole moment \( i \) with the excitation polarization), and the
anisotropy at any subsequent time \( t \) is given by

\[
R(t) = \left\langle \frac{1}{2} (3 \cos^2 \theta - 1) \right\rangle
= \sum_i \frac{1}{2} (3 \cos^2 \theta_i - 1) p_i(t) / \sum_i p_i(t).
\]

(4)

It should be noted that the random motion of the molecules
also contributes to the decay of \( R \). This additional con-
tribution can be included in the theoretical description
[14], but for the liquids and time scales investigated here,
it can be neglected (see below).

From Eqs. (1)–(4) we can see that the functional form of
the anisotropy decay \( R(t) \) is remarkably insensitive to some
of the properties of a liquid. In particular, from Eqs. (3) and
(4) it can be seen directly that scaling all the \( k_{ij} \) by the same
factor \( s \) will change the time dependences of the excitation
probabilities from \( p_i(t) \) to \( p_i(st) \), and so leads to an
anisotropy decay \( R(st) \); that is, it will renormalize the
time dependence by a factor \( s \), without any change in the
functional form of the anisotropy decay. An example would
be expanding or compressing the liquid (without changing
the angles between the molecules). Such a volume change
by a factor \( a \) corresponds to multiplying all distances \( r_{ij} \)
by a factor \( a^{1/3} \), and therefore scaling all rates \( k_{ij} \) by a factor
\( a^{-2} \) [see Eqs. (1) and (2)], so its only effect is to replace
\( R(t) \) by \( R(a^{-2}t) \), a time renormalization. Largely the same
holds for the spectral properties, represented by the integral
in Eq. (2). If the line shape function \( \sigma(E) \) of the liquid
changes (for instance due to a change in temperature), then
the integral in Eq. (2) changes value, but since this causes
all the \( k_{ij} \) to change by the same factor, the result is again a
renormalization of the time dependence of \( R(t) \), but no change
in the functional form.

The main determinant of the functional form of \( R(t) \) is in
fact the orientation factor in Eq. (1). This will be demon-
strated below by explicit calculations and experiments, but
it can already be understood from simple qualitative
argumentation (see Fig. 1). Because of the very strong
\( (r^{-2}) \) distance dependence of the transfer rate, the transfer
to nearby molecules occurs much faster than that to more
distant molecules. The orientation dependence of the rate
will scramble this relation between distance and transfer
rate, but only to a small extent [25]. The relation between
distance and rate has direct consequences for the functional
form of the anisotropy decay: at short times, the decay
is determined by transfer to nearby molecules, at long
times by transfer to more distant ones. In particular,
the initial drop at the shortest times is determined mainly
by energy transfer to the nearest neighbors of the initially
excited molecule. The magnitude of this initial drop
therefore depends strongly on the angle between nearest-
neighbor transition dipoles. It can be shown [26] that if the
angle between the donor and acceptor is \( \delta \), then transfer of
the vibrational excitation causes the anisotropy to decrease
from \( \frac{\pi}{2} \) to \( \frac{1}{2} (3 \cos^2 \delta - 1) \). Hence, the larger the angle \( \delta \)
between the transition dipole moments of the nearest
neighbors, the larger is the initial decrease in the
anisotropy: the initial drop in anisotropy at short times,
which is determined mostly by energy transfer to nearest
neighbors, is much larger if neighboring transition-dipole
moments in a liquid are at a nonzero angle than when they
are approximately parallel, see Fig. 1 for a schematic
illustration. The anisotropy decay at longer times is mostly
caused by transfer to molecules that are further away, and
since for large enough distances there is no correlation
between molecular orientations, for sufficiently long delay
times the anisotropy decay becomes similar for all liquids.

FIG. 1 (color online). Schematic representation of how the
structure of a liquid influences the functional form of the
vibrational anisotropy decay. Each arrow represents the vibra-
tional transition-dipole moment of a molecule. The initial drop in
the vibrational anisotropy is larger for a liquid in which nearest
neighbors are at a large angle (a) than for a liquid in which they
are approximately parallel (b).
To quantitatively investigate the relation between liquid structure and anisotropy decay, we performed molecular dynamics (MD) simulations of two hydrogen-bonded liquids for which evidence exists that the angles between nearest neighbors are very different: ethanol (CH\textsubscript{3}-CH\textsubscript{2}-OH, EtOH) and liquid N-methylacetamide (CH\textsubscript{3}-NH-CO-CH\textsubscript{3}, NMA). Simulations and experiments have shown evidence that in NMA the molecules form linear chains connected by NH\ldots OC hydrogen bonds, such that neighboring NH groups are approximately parallel \cite{27–29}, whereas in ethanol hydrogen bonding occurs between the OH group of one molecule and a lone-electron pair on the O atom of another, such that the angle between two hydrogen-bonded OH groups is approximately 180° – 109.5° ≈ 70° \cite{30,31}. This difference in local ordering is also observed in our MD simulations \cite{32}. Figure 2 shows the distribution of the angles between neighboring OH groups in ethanol, and of the angles between neighboring NH groups in NMA (where OH or NH groups are considered neighbors if their distance is less than the first minimum in their radial distribution function). In ethanol, hydrogen-bonded neighbors clearly tend to be at a nonzero angle with respect to each other, whereas in NMA they tend to be more aligned. In both liquids, there is a uniform, angle-independent background due to the non-hydrogen-bonded neighbors.

To derive the anisotropy decay due to energy transfer from the MD simulations we proceed as follows. We assume that energy transfer occurs much faster than the orientational random motion of the OH and NH bonds, which also causes the anisotropy to decay. For EtOH and NMA the rotational correlation times are 18 \cite{35} and \(\approx 30\) ps \cite{36}, so for the experimentally investigated time range (\(\leq 3\) ps) this assumption is certainly valid. By integrating Eq. (3) and using Eq. (4) we calculate the anisotropy decay \cite{32}. The result is shown in Fig. 3 as the solid curves. In this graph we plot \(R\) as a function of reduced (dimensionless) time

\[
\tau = \left[ \frac{2\pi}{\hbar} \left( \frac{\mu^2}{4\pi \varepsilon_0 a_0^3} \right)^2 \int \sigma(E)^2 dE \right] t,
\]

where \(a_0 = n^{-1/3}\) with \(n\) the number density. The functional form of \(R(\tau)\) obtained in this way is independent of density,
transition-dipole-moment magnitude, and spectral density (see the discussion above). In both liquids, the anisotropy at \( t = 0 \) is \( \frac{1}{2} \), but clearly the initial decrease in \( R(\tau) \) is much larger in ethanol than in NMA. Plotting the data with a logarithmic time axis shows that the difference between NMA and ethanol is not simply due to a difference in the magnitude of their transition-dipole moments [32]. That this difference is rather a consequence of the different distributions of nearest-neighbor angles in the two liquids can be seen by comparing the anisotropy decay for isotopically diluted EtOH. In Fig. 3 we show the result for isotopic fractions of \( x = 0.4 \) and \( x = 0.05 \). Clearly, the more dilute the EtOH/EtOD mixture, the less is the initial drop in \( R \). This is because in the isotopically diluted liquid an excited transition dipole will no longer have a resonant nearest-neighbor neighbor, so the energy transfer still occurs, but more slowly (because of the larger distance), and to transition dipoles that are at arbitrary angles to the initially excited one. Note that for long times (\( \tau > 1 \)), the decays of NMA and EtOH eventually become similar, since the decay at these delays is caused by transfer from initially excited OH (NH) groups to more distant OH (NH) groups, so that no orientational correlation between acceptor and donor exists, and the decay converges to that of a completely structureless liquid.

The calculations on NMA and ethanol show that differences in local orientational ordering result in different anisotropy decays. This functional relation between the orientational order and anisotropy decay is not invertible, and so the most accurate way of deriving information from the anisotropy decay would be to predict \( R(i) \) from different proposed liquid structures and compare to the experimentally observed \( R(i) \). But even without such modeling, it is already possible to derive some information about the angular distribution from the observed \( R(i) \). The magnitude of the initial drop in the anisotropy increases with increasing angle between nearest-neighboring liquid molecules. This explains the difference between NMA (no initial drop, as the nearest neighbors are approximately parallel) and ethanol (large initial drop, nearest neighbors at \( \approx 60^\circ \)). This qualitative relation can even be made semiquantitative. If an excitation is transferred to a transition dipole that is at an angle \( \theta \) with respect to the initially excited one, the anisotropy drops by a factor \( P_2(\cos \theta) \), where \( P_2(x) = \frac{1}{2}(3x^2 - 1) \) is the second Legendre polynomial [26]. Hence, if the nearest-neighbor angular dipole-dipole distribution peaks at \( \theta_{\text{max}} \), and a molecular transition dipole has \( n \) neighbors, then the factor by which the anisotropy decays initially can be approximated by \( \left( \frac{1}{n} \right) + \frac{(n - 1)}{n} P_2(\cos \theta_{\text{max}}) \). For ethanol, we have \( n = 2 \) [it forms hydrogen-bonded chains [30,31], and \( \theta_{\text{max}} \approx 60^\circ \), see Fig. 2(c)], so we obtain a factor of \( \frac{1}{2} \), in reasonable agreement with the experimentally observed drop from 0.4 to \( \approx 0.1 \) observed in the simulation and in the experiment (Figs. 3 and 4). Conversely, if the number of nearest neighbors is known, the initial drop in anisotropy can in principle be used to obtain a rough estimate of the nearest-neighbor angle. In the case of a probability distribution \( p(\theta) \) of nearest-neighbor angles, the initial drop in \( R(i) \) is \( 1/n + ((n - 1)/n) P_2(\cos \theta) \), where \( \langle \cdots \rangle \) denotes the average over the distribution \( p(\theta) \).

To investigate if the predicted differences in the local liquid structures of NMA and ethanol can be observed experimentally, we measure the decay of the anisotropy of the NH- and OH-stretch modes of these two liquids [32]. The results are shown in Fig. 4. We find that the predicted difference in the functional form of \( R(\tau) \) is indeed clearly observable. In particular, in EtOH a pronounced initial drop of \( R(i) \) is observed, which is absent in NMA (the NMA and ethanol data cannot be overlapped by rescaling the time axis [32]). We also observe that in isotopic EtOH/EtOD mixtures, this initial drop decreases in magnitude with increasing dilution, as predicted (see Fig. 3). The agreement between theory and experiment is not perfect; the predicted very sharp initial decrease in ethanol is probably too fast for our temporal resolution (and causes the initial value to be \( < 0.4 \) due to convolution), and for long times the experimentally observed anisotropy in EtOH decays faster than theoretically predicted. This might be because the simulations overestimate the local ordering in liquid EtOH, or because of orientational random motion, which was not included in the present theoretical analysis, and part of which occurs on a picosecond time scale [37,38].

To conclude, our results show that the functional form of the vibrational-anisotropy decay is determined by the local orientational ordering of the molecules in a liquid. As a probe of liquid orientational correlation, this effect may serve as a complement to (x-ray or neutron) scattering experiments which provide access to distance correlation in liquids, although the mathematical relation between observation and molecular correlation is not as straightforward in the former as it is in the latter. Interestingly, by measuring
the decay of the anisotropy for different vibrational modes in the molecules of a liquid, it can even be determined which particular parts of these molecules are locally ordered, and if so, at which (average) angle. Finally, as already mentioned, a more detailed theoretical analysis should include effects such as random orientational motion, spectral inhomogeneity, coherence, and nondipolar contributions to the intermolecular coupling. We hope that the results presented here will stimulate work in this direction.
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[25] To understand this, consider as an example the case of two parallel transition dipole moments, for which the orientation factor is $1 - 3 \cos^2 \phi$, with $\phi$ the angle between the direction of the dipole moments and the distance vector connecting them. This orientation factor has a maximum value of 1, and vanishes when $\phi = 54.7^\circ$. Doubling the distance decreases the energy-transfer rate by a factor of 64. To achieve the same reduction in rate by changing the relative orientation of the two transition dipoles, the orientation angle $\phi$ must be within $2.6^\circ$ of $54.7^\circ$; even librational motion is sufficient to prevent this from happening. Hence, the relation between distance and energy-transfer rate is only slightly blurred by the orientational dependence of the transfer rate.