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A Hierarchical Representation for Human Activity Recognition with Noisy Labels

Ninghang Hu¹,², Gwenn Englebienne², Zhongyu Lou² and Ben Kröse²,³

Abstract—Human activity recognition is an essential task for robots to effectively and efficiently interact with the end users. Many machine learning approaches for activity recognition systems have been proposed recently. Most of these methods are built upon a strong assumption that the labels in the training data are noise-free, which is often not realistic. In this paper, we incorporate the uncertainty of labels into a max-margin learning algorithm, and the algorithm allows the labels to deviate over iterations in order to find a better solution. This is incorporated with a hierarchical approach where we jointly estimate activities at two different levels of granularity. The model is tested on two datasets, i.e., the CAD-120 dataset and the Accompany dataset, and the proposed model shows outperforming results over the state-of-the-art methods.

I. INTRODUCTION

Activity recognition system is an important component for robots. For example, a robot can give suggestions of a daily routine to an elderly person by monitoring her activities [1]. A robot can also provide accurate assistance to the user by observing the activity that the user is currently performing [2]. Although many prior works have focused on this topic, recognizing complex activities remains a challenging task that still needs to be solved. In this paper, we propose a hierarchical model that models activities with different complexity, and the model is incorporated with a max-margin learning algorithm that allows labels to have uncertainty.

In our approach we refer to the low-level representation as actions, which are defined as the atomic movements of a person that relate to at most one object in the environment, i.e., reaching, placing, opening, and closing. Most of these actions are completed in a relatively short period of time. In contrast, activities refer to a complete sequence that is composed of different actions. The experiments on the CAD-120 dataset demonstrate that it is beneficial to add a low-level representation of the activities [3].

A first characteristic of our approach is the way we use the labels in the training. The approach is based upon our earlier work [4] on recognizing actions, where we used a layer of latent variables to improve the model expressiveness. However, in this paper, we build a hierarchical approach where the labels are jointly estimated by considering the interaction between activities and actions.
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Fig. 1. Data that are collected in the Accompany dataset. The dataset consists of images from the fish-eye images ((a), (b)) captured by the Care-O-bot 3 [5] RGB-D images ((d) and (c)), and (f) binary data from the ambient sensors. (e) Human skeletons are extracted based on the RGB-D data.

A second issue concerns the labels of the actions and activities in the dataset. The uncertainty of the labels in the CAD120 (also for TUM-Kitchen [6] and CAD-60 [7]) are unknown. We know that labeling data is a very subjective work and sometimes the annotators may make mistakes which add noise into the labels. Treating these noisy labels as the ground truth is very harmful for most learning methods. To deal with that, Hu et al. proposed to use the soft labeling [8], a method that models each label as a multinomial distribution rather than deterministic. They assume noise is located during the transition of action, and the soft label encodes the action both before and after the transition segment. In this
paper, in contrast, we treat all of the labels as noisy data, and we add small probabilities to the incorrect labels (i.e., labels that are different from the annotation we have), so that the model can converge to a better representation of the actions. Moreover, when learning model parameters, our method treats the action nodes as latent variables so that they evolve over iterations.

The third issue concerns the dataset. The CAD-120 is collected with a single modality sensor (i.e., an RGB-D camera), and actors who performed in the dataset are about the same age. For realistic scenarios, however, it is crucial to combine different sensors in order to increase the robustness of the systems, and the target users should not be limited to a certain age group. In this paper, we introduce the Accompany dataset (Fig. 1), which consists of data that are collected by multiple types of sensors, i.e., two ceiling-mounted fish-eye cameras, one RGB-D sensor, one magnetic contact sensor, and one pressure sensor. The Accompany dataset contains four subjects, including one elderly person, performing daily activities in an apartment. Labels are annotated by multiple human annotators, and the uncertainty can be easily generated from their voting.

In summary, the contributions of this paper are two-fold. Firstly, we propose a hierarchical approach that jointly models activities and actions, and the model is incorporated with soft labeling. This allows the learning algorithm to take labeling uncertainty into consideration, so that the labels can converge to a better representation. Secondly, we present the Accompany dataset, a challenging dataset where activities are performed by people with different age group. The labels are annotated by multiple persons and from that we can obtain the labeling uncertainly. The data are collected with multimodality sensors, which enable the research of data fusion.

II. RELATED WORKS

In this section, we review the recent works on human activity recognition in robot related scenarios along with the datasets that have been used for evaluation.

The early approaches recognize human activities directly based on the video data, e.g., Qian et al. [9] extract shape features based on the color images, and the activities are classified with a multi-class Support Vector Machine (SVM). Kasteren et al. [10] use a collection of binary sensors for estimating a sequence of activities. Recently, many approaches show that the activity recognition performance can be improved by adding a layer of low-level representation of the activities. Sung et al. [7] use the skeleton joints of a person for activity classification. The skeleton joints are detected by OpenNI using a RGB-D sensor. They proposed a hierarchical approach that models activities with two layers. The upper layer is a sequence of actions and the temporal dynamics of the sequence are captured by the model parameters. The lower layer consists of a sequence of latent variables for capturing the sub-level representation of the activities. Instead of treating actions as latent variables, Koppula et al. [3] explicitly defined the action layer by hand labeling. In addition, the objects are associated with several affordance labels that characterize properties of the objects, such as whether objects can be reached, moved, or placed. They model the human-object interaction using Conditional Random Fields (CRFs). The actions and objects are represented as separate nodes, and these are connected with undirected edges in the graph. Similar to [7], Hu et al. [4] also added a layer of latent variables, but their latent variables are used to describe the types of actions, and there is only one latent node associated with each video segment. The model parameters are learned with the latent Structured SVM [11], which is a generalized version of SVM that allows having structured outputs. These three approaches focus on modeling actions only, and the activities are predicted only after the action sequences are obtained. Similar to the idea of modeling human-object interaction [3], we propose an approach that models the interaction between actions and activities in a hierarchical framework, where the action labels and the activity labels are jointly estimated. To model the labeling uncertainty, our approach adopts the method of soft labeling [8], where we add a small portion of noise to the labels and each label is converted to a multinomial distribution over all possible labels. This helps with the situation where the labels provided by the dataset contain small errors. The proposed model combines the soft labeling approach with the hierarchical approach, and the model shows outperforming results over the state-of-the-art approaches.

There are a few public datasets available for evaluating the activity recognition systems. The TUM-Kitchen dataset [6] is recorded in a home-care scenario where subjects perform a few daily activities in a kitchen. The kitchen is equipped a set of ambient sensors (i.e., multiple RFID tag reader and magnetic sensors) and four static overhead cameras. The full body joints are tracked with a motion capturing system [12]. The CAD-120 dataset [3] contains data that are captured with an RGB-D sensor. Based on the depth and color images of the RGB-D sensor, both human skeletons joints and objects are detected and tracked. The dataset consists of two layers of activities, and a number of recent approaches have been evaluated on this dataset. Labels in both TUM-Kitchen and CAD-120 are manually labeled, which may contain errors. We collect a new dataset that uses multiple types of sensors, including overhead cameras, binary sensors, and RGB-D sensor. The dataset is annotated by multiple human annotators, and these annotations can be transformed into labeling uncertainty for learning.

III. MODEL FORMULATION

The goal of our task is to recognize human activities, denoted as a random variable \( y \), based on the data that are collected from different sensors (denoted as \( x \)). The sensory data changes over time and they can be represented as a spatial-temporal volume, where each slide of the volume contains the sensor measurements at a certain time. Because these measurements are usually sampled at a very high frequency, data are almost identical within a short interval
of time. Therefore we temporally partition the input volume into a sequence of segments. Each segment is a concatenation of all the data, i.e., $x_k$ that are measured within the time segment $k$. Let $\phi(x_k)$ be a function that maps the raw input of each segment into a feature space.

In order to increase the model expressiveness, we add two types of latent variables to the model, i.e., $h$ and $z$. Each segment is associated with the latent state pair $(h_k, z_k)$.

Fig. 2 shows how these variables are related. Formally, let us define the undirected graph as $G = (V, E)$, where a node corresponds to the random variables, and an edge measures the compatibility between the nodes. Specifically, Fig. 2 shows three types of nodes. The un-shaded nodes are the random variables that are unconstrained. The nodes in grey represent the target variables that we would like to estimate. The target node is observed during training but unknown during testing. The black nodes represent the observed data, which are fixed during both training and testing.

Given the graph $G$, we can write the following function by summing over potentials of all the cliques in the graph. Note that each clique is a fully connected sub-graph.

$$
\Psi(x, h, z, y) = \psi_1(x_0, y) + \sum_{k=1}^{K} \psi_2(x_k, h_k, z_k) + \sum_{k=2}^{K} \psi_3(h_{k-1}, h_k, z_{k-1}, z_k) + \sum_{k=2}^{K} \psi_4(h_{k-1}, h_k, y)
$$

where $\psi_i(\cdot), i \in \{1, 2, 3, 4\}$ are potential functions in terms of the random variables $h$, $z$, and $y$, and it measures the compatibility of nodes that fall in the same clique. The detail definition of the potential functions is as follows.

The first potential term in (1) measures the score of a special clique that only contains two nodes, and it favors a certain configuration of the activity when observing the global features $x_0$.

$$
\psi_1(x_0, y) = x_0^T w(y) + b_1(y) \tag{2}
$$

where both $w$ and $b$ are model parameters, $w(y)$ is a subset of parameters that are indexed by $y$, and $b_1(y)$ is a scalar that models the prior of seeing the activity $y$.

The second potential term $\psi_2$ models the score of the cliques $(x, h, z)$. For segment $k$, the second potential is computed as

$$
\psi_2(x_k, h_k, z_k) = \phi^T(x_k) \cdot w(x_k, h_k, z_k) + b_2(h_k, z_k) \tag{3}
$$

Similar to the first potential, $w(x_k, h_k, z_k)$ selects the parameters that correspond to the joint state $(x_k, h_k, z_k)$, and $b_2$ is the bias term of this linear function.

The third potential term encompasses the latent states of two contiguous segments, and it measures the score of transitioning between two segments states

$$
\psi_3(h_{k-1}, h_k, z_{k-1}, z_k) = w(h_{k-1}, h_k, z_{k-1}, z_k) \tag{4}
$$

The fourth potential measures the score of the latent states and the activity.

$$
\psi_4(h_{k-1}, h_k, y) = w(h_{k-1}, h_k, y) \tag{5}
$$

By summing these potentials over time, we obtain the potential function of the entire graph $\Psi(x, h, z, y)$. For clearance, the bias parameters $b_1$ and $b_2$ can be merged with $w$, and now we can see that $\Psi(x, h, z, y)$ is a linear combination of feature functions.

IV. Inference and Learning

Now that the graphical structure of the model are known and we know how these random variable are related to each other in terms of the model parameters $w$, in this section, we will explain how to use such a graphical structure for predicting activities as well as how to learn the model parameters.

A. Inference

The goal of our task is to estimate the correct activity label based on the observed data. This is usually referred as an inference problem. In particular, we would like to solve the following equation:

$$
(y^*, h^*, z^*) = \underset{h, z, y}{\text{argmax}} \Psi(x, h, z, y) \tag{6}
$$

Generally, solving (6) is an NP-hard problem that requires the evaluation of the objective function over an exponential number of state sequences. Considering the structure of cliques, however, we can efficiently decode the activity labels using the following equation:
\[ V_k(y, h_k, z_k) = \psi_2(x_k, h_k, z_k) + \max_{(h_{k-1}, z_{k-1})} \left\{ \psi_3(h_{k-1}, h_k, z_k) + \psi_4(h_{k-1}, h_k, y) + V_{k-1}(y, h_{k-1}, z_{k-1}) \right\} \]

where \( K \) is the number of segments in the video. The process is initialized with

\[ V_1(y, h_1, z_1) = \psi_2(x_1, h_1, z_1) \]

The above function is evaluated iteratively across the entire sequence, and the optimal assignment of the last segment \( K \) can be computed as

\[ y^*, h^*_K, z^*_K = \arg\max_{y,h_K,z_K} V_K(y, y_K, z_K) + w_5(y) \cdot \Phi(x_0) \]

Knowing the optimal assignment at \( K \), we can track back the best assignment in the previous time step \( K - 1 \). The process continues until all \( h^*_i \) and \( z^*_i \) have been assigned, i.e., the inference problem in (6) is solved.

### B. Max-Margin Learning

Let \((x^{(1)}, \pi^{(1)}, y^{(1)}), \ldots, (x^{(N)}, \pi^{(N)}, y^{(N)})\) be a set of labeled training examples, where \( x \) is a volume of observed data, \( y \) is the activity label, and \( \pi \) corresponds to the soft labels. The soft labels satisfy the following constraint

\[ \sum_a \pi_k(a) = 1 \]

\[ \forall j : \pi_j(a) \geq 0 \]

where the value of \( \pi_k(a) \) refers to the problem of segment \( k \) being labeled with activity \( a \). Intuitively, we can consider \( \pi_k \) as a multinomial distribution over all possible labels, and it can be obtained through multiple human annotators. To learn our parameters, we apply a Structured-SVM framework [13]. The objective of learning is to optimize the following term with respect to \( w \):

\[ \min_w \left\{ \frac{1}{2} \|w\|^2 + C \sum_i \Delta(\pi^{(i)}, \hat{h}, y^{(i)}, \hat{y}) \right\} \]

(12)

where \( \|w\|^2 \) is a regularization term and \( \Delta(\cdot) \) is a loss function that measures the distance between the prediction of the model and the ground truth labels. Specifically, the loss is computed in the following form:

\[ \Delta(\pi^{(i)}, \hat{h}, y^{(i)}, \hat{y}) = \lambda \mathbb{I}(y^{(i)} \neq \hat{y}) + \frac{1}{K} \sum_{k=1}^{K} 1 - \pi_k^{(i)}(\hat{h}) \]

(13)

where \( \mathbb{I}(\cdot) \) is an indicator function and that returns one when the condition is satisfied. \( \lambda \) is a weighting scalar that balances between the loss of activity labels and the loss of low-level labels.

Following [11], we introduce slack variables \( \xi \) into the objective function and use the Margin Rescaling Surrogate to reform (12) into a optimization problem that subjects to a finite set of linear inequality constraints

\[ \min_{w, \xi} \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i \right\} \]

(14)

\[ \text{s.t. } \forall i \in \{1, 2, \ldots, N\} : \]

\[ \Psi(x^{(i)}, h^*, z^*, y^{(i)}) - \Psi(x^{(i)}, \hat{h}, \hat{z}, \hat{y}) \geq \Delta(\pi^{(i)}, \hat{h}, y^{(i)}, \hat{y}) - \xi_i \]

where

\[ h^*, z^* = \arg\max_{h,z} \Psi(x^{(i)}, h, z, y^{(i)}) \]

(15)

and

\[ \hat{h}, \hat{z} = \arg\max_{\hat{h}, \hat{z}} \Delta(\pi^{(i)}, \hat{h}, y^{(i)}, \hat{y}) + \Psi(x^{(i)}, \hat{h}, \hat{z}, y, \hat{y}) \]

(16)

Note that both (15) and (16) can be solved efficiently using a variation of (6). The objective function of (14) is minimized using the Concave Convex Procedure (CCCP) [14]. This is an iterative algorithm that infers the latent variables \( h \) and \( z \), and then optimize the model parameters using a linear-kernel Structured SVM. This process is repeated until the convergence.

### C. Initialize Latent Variables

Before the learning algorithm starts, we need to initialize both of the latent variables, i.e., \( h \) and \( z \). Since \( h \) has its associated soft labels, we initialize the state of \( h \) by assigning the action labels that have the largest probability. In the case of draw, the labels are randomly picked. To initialize \( z \), we apply K-means clustering based on the observations \( x \), and assign latent states according to their cluster assignments.

### V. Experiments and Results

Our model was evaluated on two datasets. We used the benchmark CAD-120 dataset to compare the performance of our new model with the state-of-the-art and with our previous work. Secondly we used the dataset that was collected in the EU project Accompany\(^1\), i.e., the Accompany dataset. This dataset was chosen because it was annotated by multiple annotators, resulting in uncertainty in the labels, and also because it contains data from multiple modalities.

In this section, we first describe the benchmark dataset CAD-120, and the performance of our model. Then we describe details of the Accompany dataset, and demonstrate the performance of the proposed model on the Accompany dataset.

#### A. Experiments on CAD-120 Dataset

The CAD-120 dataset [3] consists of 120 RGB-D videos that are performed by 4 subjects. The dataset consists of 10 activities (i.e., making cereal, taking medicine, stacking objects, unstacking objects, microwaving food, picking objects, cleaning objects, taking food, arranging objects, having a meal) and 10 actions (i.e., reaching, moving, pouring, eating, drinking, opening, placing, closing, scrubbing, null). Both the activity labels and the action labels have been manually

\(^1\text{http://accompanyproject.eu/}\)
annotated. Both objects and human skeleton positions are tracked in the dataset.

The CAD-120 is very challenging dataset because the large variation of actions that are performed by the subjects, e.g., The subjects include both left and right handed person, and they grasp objects in opposite ways. Even the same subject can perform the same action many very different ways, depending on the context of objects. E.g., both opening a bottle and opening a microwave are the action opening, however, they may look quite different from each other in the input videos.

To make a fair comparison with the state-of-the-art approaches, we use the same training/testing splits as [3] and [4], i.e., we train the model based on videos of 3 subjects and the model is tested on a new subject. The same set of input features is extracted. The model is evaluated with 4-fold cross-validation. Each cross-validation is restarted for 3 times in order to test the stability. We report the accuracy, recall, precision, and F-score of the test performance, and the standard errors are also included.

B. Results

Table I reports the results of the CAD-120 dataset under the ground truth segmentation. Single Layer refers to the approach where the activities labels are directly inferred based on the observations, and there is no intermediate action layer embedded in the model. We show that the single layer approach is significantly outperformed by the hierarchical approaches, suggesting the benefits of adding the low-level representation into the model. Our model (row 5 and 6) is evaluated under two labeling configuration. Model Ori. indicates the model where the original labels of the CAD-120 dataset are used, i.e., hard labeling. In contrast, model Ori. refers to our soft labeling method, where we add noise to the data. We show that our best model is obtained by the soft labeling method, i.e., our model (Soft), achieving 96.4 for precision and 95.0 for recall. Both our models show outperforming results over the state-of-the-art approach [15]. Notably, the precision is improved by 1.4 percentage points and the recall is improved by 1.7 percentage points.

The confusion matrix of our best model (soft) is shown in Fig. 3. We can see high responses on the diagonal of the matrix, indicating most of the activities are correctly classified. The most difficult ones are among “arranging objects”, “stacking objects”, and “unstacking objects”. This is because these activities are all related to loops of reaching, moving, and placing a number objects, therefore they are similar in the low-level representation.

C. Experiments with Accompany Dataset

The Accompany dataset is consists of 4 subjects performing 8 daily activities in a living room. The image data contains 44 videos with in total 16531 image frames. Four subjects were asked to complete the activities based on their personal preferences, and there was no constraint in the way how the activities should be performed, i.e., it is up to the subjects in which order the actions are performed. This makes a large variation in performing these activities, and the order of actions to perform the same activity is different among the subjects. The activities are Taking Medicine, Drinking Water, Preparing Flowers, Placing Flowers, Reading Books, Watching TV, Having Cookie, and Making Phone Call. The action labels are reaching, moving, opening, closing pouring, eating, drinking, placing, holding, cutting, idle. These labels are independently annotated by multiple annotators. With the labeling of multiple annotators, we can generate the soft labels, which incorporate the uncertainty of labeling. The same evaluation procedure was used as CAD-120.

1) Data Acquisition: The dataset contains 44 videos in total, and each video contains data that are recorded by the sensing system. The sensing system contains a list of sensors and cameras which can be used for recognizing human activities. Specifically, we have one RGB-D sensor (ASUS Xtion Pro Live) mounted on the head of the CareO-bot 3, an additional RGB-D sensor for tracking human skeleton joints, two fish-eye cameras mounted on the ceiling to monitor the entire room, one pressure sensor under the

### Table I

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single layer</td>
<td>74.2 ± 5.1</td>
<td>78.5 ± 4.7</td>
<td>73.3 ± 5.1</td>
<td>75.8 ± 4.9</td>
</tr>
<tr>
<td>Koppula et al. [3]</td>
<td>84.7 ± 2.4</td>
<td>85.3 ± 2.0</td>
<td>84.2 ± 2.5</td>
<td>84.7 ± 2.2</td>
</tr>
<tr>
<td>Hu et al. [16]</td>
<td>90.0 ± 2.9</td>
<td>92.8 ± 2.3</td>
<td>89.7 ± 3.0</td>
<td>91.2 ± 2.5</td>
</tr>
<tr>
<td>Koppula et al. [15]</td>
<td>93.5 ± 3.0</td>
<td>95.0 ± 2.3</td>
<td>93.3 ± 3.1</td>
<td>94.1 ± 2.6</td>
</tr>
<tr>
<td>Our Model (Ori.)</td>
<td>93.6 ± 2.7</td>
<td>95.2 ± 2.0</td>
<td>93.3 ± 2.8</td>
<td>94.2 ± 2.3</td>
</tr>
<tr>
<td>Our Model (Soft)</td>
<td>95.2 ± 2.7</td>
<td>96.4 ± 2.1</td>
<td>95.0 ± 2.8</td>
<td>95.7 ± 2.3</td>
</tr>
</tbody>
</table>

---

The confusion matrix of our best model (Soft) is shown in Fig. 3. The confusion matrix for activity classification on the CAD-120 dataset. The ground-truth segmentation is used.
We host the ROS core on the robot. Data from the sensors are converted to time-stamped ROS messages once being recorded. To overcome the limited writing speed of the hard drive, we distribute the data writing tasks to several hard SSDs to facilitate high speed of data writing. The data are recorded as ROS bag files, so they can be played back and visualized using the Rviz component in ROS.

2) Labeling: We invited seven annotators to independently label the activities and actions by watching the videos. None of the annotators has background of related background in activity recognition. The videos are randomly distributed to the annotators. We also added an additional option for the annotator. When action labels are not clear, the annotators are allowed to choose “unknown” to assign empty labels to the associated video frames.

Fig. 4 shows the Graphical User Interface (GUI) of the data annotation software. The user is allowed to choose separate action labels for both left and right hands. To navigate, the user can play the video forward and backward. The annotated activities are visualized under the video. The red color indicates activity from the left hand and green color for the right hand. The yellow color indicates that both hands share the same activity.

The grayscale image in Fig. 5 demonstrates the annotated action labels for a video. The intensity represents different action labels. We can see the assigned labels are quite different across different annotators. We deal with the disagreement by converting them into soft labels.

3) Feature Extraction: The local feature representation consists of three parts. The first part of features is extracted following [7]. We compute the rotation matrix of 9 upper joints (i.e., head, neck, torso, shoulders, elbows, and hands) in the coordinate frame of the torso and head. The $3 \times 3$ rotation matrix is converted into 4-dimensional quaternion vector to obtain a more compact representation, giving us 72 features. To capture the posture of the person, i.e., whether the person is standing, sitting, we compute the location of both feet relative to the torso, giving us 6 features. To distinguish whether a person is bending, we compute the angle of the upper body against the vertical plane, and this gives us 1 feature. We compute the relative position of both hands with respect to the torso and head, giving us 12 features. The highest and lowest vertical positions of both hands are also computed for the last 6 frames, which gives us 4 features. The second set of features is extracted based on [3]. We compute the distance and displacement that the 9 upper body parts have moved within each segment, which gives us 18 features. Similarly, to capture the dynamics that cross the segments, we compute the distance that the upper joints has moved at the beginning, middle and end of the two consecutive segments (27 features) along with the maximal and minimal distance of all the frames (18 features). The third part encodes data of the binary sensors. We measure the most frequent value along with whether there is a switch in the segment, giving us 4 binary features for the two simple sensors.

The global features are used to capture features of the entire video, and they refer to $x_0$ in Fig. 2. We compute the total distance that the upper body joints move in each video, and the distances are normalized in order to be invariant to the video length. This gives us 9 features. For binary sensors, we compute the number of signal switches and the proportion of positive signal in the entire video for both sensors, giving us 4 features.

In addition to the skeleton features described above, we also extract the object features that capture the relation between a person and the objects. We refer to [3] for a detailed description of these features.

The final processing of these features is to discretize the data into 10 categories, and convert them using 1-of-N encoding. This pre-processing has two advantages. First, it reduces the effects of minor observation errors. Second, it encodes features into binary values. This is very beneficial for models like SVM, because they are known to be very sensitive to the scale of the data.

4) Results: We evaluate our model on the Accompany dataset to test how the model can be generalized on new data. Since the Accompany Data are labeled with multiple annotators, it is unfeasible to obtain the "ground truth" segmentation. Therefore we apply the uniform segmentation, where the videos are divided into segments with a fixed length (20 frames). Note that here we only use the uniform distribution to generate the baseline results for the
Accompany dataset. But we note that the performance can be improved by using other segmentation methods with heuristics, such as [17].

Table II shows the performance of our model (soft) on both datasets. We first evaluate the model only with the skeleton features. Then we add the additional features (binary sensor features for Accompany and object features for CAD-120). When there are only skeleton features, the model produces similar performance on the two datasets. By fusing with the other cues, however, the performance is improved significantly. Notably, the F1-score on CAD-120 has a gain of 22 percentage points after adding object information. In contrast, the F1-score on Accompany is increased by around 9 percentage points after adding the sensory features. We note this can be further improved by incorporating object information into the features.

VI. CONCLUSION

In this paper, we present a hierarchical approach that jointly estimates activities and actions, and the model parameters are learned with a max-margin approach. We assume the provided labels are noisy. By converting them into soft labels, our model shows outperforming results over the state-of-the-art approaches on the CAD-120 dataset.

A new dataset was collected for evaluating our model. The dataset contains multimodal data, and it is quite challenging because one of four subjects is a real elderly person. The dataset is labeled by multiple annotators, which allows the annotations having a natural conversion to soft labels. The baseline results on the Accompany dataset shows the benefits of fusing different cues for activity recognition, and the performance suggests that the Accompany dataset can be further improved by adding the object features.
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<table>
<thead>
<tr>
<th>Features</th>
<th>CAD-120 Dataset with Uniform Segmentation</th>
<th>Accompany Dataset with Uniform Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>skeleton only</td>
<td>45.6 ± 6.0</td>
<td>skeleton only</td>
</tr>
<tr>
<td>skeleton+object</td>
<td>70.2 ± 5.2</td>
<td>45.7 ± 9.6</td>
</tr>
<tr>
<td>skeleton+sensor</td>
<td>55.7 ± 8.8</td>
<td>skeleton+sensor</td>
</tr>
</tbody>
</table>

F1-Score