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We present a study of jet multiplicities based on 37,000 hadronic $\Z^0$ boson decays. From this data we determine the strong coupling constant $\alpha_s = 0.115 \pm 0.005$ (exp.) $\pm 0.001$ (theor.) to second order QCD at $\sqrt{s} = 91.22$ GeV.

1. Introduction

The observation of jets produced in $e^+e^-$ annihilation [1,2] opened an important area for tests of perturbative quantum chromodynamics (QCD) [3]. Hard quarks and gluons produced in hadronic events form jets, which preserve the energy and direction of the primary partons. Perturbative QCD predicts the fraction of events with two, three or more hard partons as a function of the parameter $A_\infty$, which determines the strong coupling constant $\alpha_s$ at a given scale $\mu^2$. QCD predicts that $\alpha_s$ decreases logarithmically with increasing energy.

The $\Z^0$ resonance is ideal for a determination of $\alpha_s$ from the measured jet multiplicities for the following reasons: (1) Hadronization effects are small at such a high center of mass energy. Jets are more collimated than at lower energies. (2) The hadronic cross section is large. (3) Initial state hard proton radiation is strongly suppressed.

We report here on measurements of jet multiplicities at the $\Z^0$ resonance using the L3 detector at LEP. Comparing our data to the predictions of perturbative QCD in second order we derive a value for $A_\infty$ and $\alpha_s(\sqrt{s} = M_{\Z^0})$. In order to explore the energy dependence of $\alpha_s$, the 3-jet rates measured at different center of mass energies are compared to the QCD calculations.

2. The L3 detector

The L3 detector covers 99% of $4\pi$. The detector includes a central vertex chamber, a precise electromagnetic calorimeter composed of bismuth germanium oxide crystals, a uranium and brass hadron calorimeter with proportional wire chamber readout, a high accuracy muon chamber system, and a ring of...
scintillation triggers counters. These detectors are installed in a magnet with an inner diameter of 12 m. The magnet provides a uniform field of 0.5 T along the beam direction. The luminosity is measured with two small angle electromagnetic calorimeters. A detailed description of each detector subsystem, and its performance, is given in ref. [4].

The fine segmentation of the electromagnetic detector and the hadron calorimeter allows us to measure the axis of jets with an angular resolution of 2.5°, and to measure the total energy of hadronic events from \( Z^0 \) decay with a resolution of 12%.

For the present analysis, we used the data collected in the following ranges of polar angles:
- for the electromagnetic calorimeter, \( 42.4^\circ < \theta < 137.6^\circ \),
- for the hadron calorimeter, \( 5^\circ < \theta < 175^\circ \).

### 3. Selection of hadronic events

Events collected at a center of mass energy of \( \sqrt{s} = 91.22 \pm 0.03 \text{ GeV} \) from the 1990 (March-June) LEP running period are used for this analysis.

The primary trigger for hadronic events requires a total energy of 15 GeV in the central region of the calorimeters (\( |\cos \theta| < 0.74 \)), or 20 GeV in the whole detector. This trigger is in a logical OR with a trigger using the barrel scintillation counters and with a charged track trigger. The combined trigger efficiency for selected hadronic events exceeds 99.95%.

The selection of \( e^+ e^- \rightarrow \text{hadrons} \) events is based on the energy measured in the electromagnetic detector and in the hadron calorimeter:

\[
0.6 < E_{\text{vis}} / \sqrt{s} < 1.4,
\]

\[
|E_i| / E_{\text{vis}} < 0.40, \quad E_\perp / E_{\text{vis}} < 0.40,
\]

\[
N_{\text{cluster}} > 12,
\]

where \( E_{\text{vis}} \) is the total energy observed in the detector, \( E_i \) is the energy imbalance along the beam direction, and \( E_\perp \) is the transverse energy imbalance. An algorithm was used to group neighbouring calorimeter hits, which are probably produced by the same particle, into clusters. Only clusters with a total energy above 100 MeV were used. The algorithm normally reconstructs one cluster for each particle produced near the interaction point. Thus the cut on the number of clusters rejects low multiplicity events \((e^+ e^-, \mu^+ \mu^-, \tau^+ \tau^-)\).

In total 36 728 events were selected.

Applying the same cuts to simulated events, we find that 97% of the hadronic decays from the \( Z^0 \) are accepted.

The contamination from \( e^+ e^- \) and \( \tau^+ \tau^- \) final states in the hadronic event sample is below 0.2% and can be neglected. Also the contribution to the event sample from the "two photon process" \( e^+ e^- \rightarrow e^+ e^- + \text{hadrons} \) is found to be negligible after the above cuts.

Monte Carlo distributions were generated by the parton shower program JETSET 7.2 [5] with \( \Lambda_{\text{QCD}} = 290 \text{ MeV} \) and string fragmentation. The b quark fragmentation function was adjusted to match our measured inclusive muon data [6]. The generated events were passed through the L3 detector simulation [7] which includes the effects of energy loss, multiple scattering, interactions and decays in the detector materials and beam pipe.

The measured distributions in the cut quantities and in event shape variables agree very closely with the corresponding simulated distributions [8].

### 4. Measurement of jet multiplicities

Jets are reconstructed out of clusters in the calorimeters by using the "JADE" version [9] of an invariant mass jet algorithm. In this recombination scheme there is a close agreement between jet rates on parton and detector level. First the energy and direction of all clusters are determined. For each pair of clusters \( i \) and \( j \) the scaled invariant mass squared

\[
y_{ij} = (2E_i E_j / E_{\text{vis}}^2) (1 - \cos \theta_{ij})
\]

is then evaluated. \( E_i \) and \( E_j \) are the cluster energies and \( \theta_{ij} \) is the angle between clusters \( i \) and \( j \). The cluster pair for which \( y_{ij} \) is smallest is replaced by a pseudo-cluster \( k \) with four-momentum

\[
\vec{p}_k = \vec{p}_i + \vec{p}_j.
\]

This procedure is repeated until all \( y_{ij} \) exceed the jet resolution parameter \( y_{\text{cut}} \). The remaining (pseudo-)clusters are called jets. Increasing \( y_{\text{cut}} \) lowers the fraction of multijet events but increases the separation of the jets.

Fig. 1 shows the measured distributions of scaled
Fig. 1. Measured $y$ distributions for jet pairs in 3-jet events at $y_{\text{cut}} = 0.08$ in comparison with the Monte Carlo predictions (parton shower, $A_{\text{cut}} = 290 \text{ MeV}$) [5,7]. The scaled invariant mass squared values $Y = (2E_m E_n / E_2^2) (1 - \cos \theta_{mn})$ for all three pairs of reconstructed jets $m$ and $n$ were calculated and ordered. (a) Distribution of the largest scaled invariant mass squared. (b) Distribution of the second largest scaled invariant mass squared. (c) Distribution of the smallest scaled invariant mass squared.

The relative jet production rates $f_i = \sigma_{i\text{jets}} / \sigma_{\text{tot}}$, where $i$ is the number of jets, are then determined as a function of the jet resolution $y_{\text{cut}}$. The data sample was subdivided into different subsamples to study a possible time dependence. In addition the jet multiplicities were analyzed as a function of the polar and azimuthal angle of the event thrust axis with respect to the beam line. No deviation from uniformity was observed within the statistical error of 3%. We conservatively assign a systematic relative error of 3% to the measured three jet rate $f_3$. Our jet multiplicities are shown in fig. 2a together with their statistical and systematic errors combined quadratically.

We have corrected our measurements for the detector effects, resolution and acceptance. We used the JETSET 7.2 Monte Carlo program as described

Fig. 2. (a) Measured jet fractions before and after corrections for detector effects and photon radiation. The smoothness of the $y_{\text{cut}}$ dependence comes from the fact that all points are measured with the same data sample, and are therefore correlated. (b) Multijet rates predicted by second order QCD [10] for $\mu^2 / s = 0.08$ and $A_{\text{cut}} = 190 \text{ MeV}$ without and with hadronization correction.
above. To correct for detector resolution, we determined the probabilities $D_\phi$ for an event with jet multiplicity $j$ on the generator level to appear as an $i$-jet event after all particles were passed through the detector simulation for each value of $\gamma_{cut}$. The number of jets on the generator level was calculated by applying the jet algorithm to the generated particles (after hadronization and decays). The raw jet fractions were then corrected using the inverse of the matrix $D$. The corrections amount to only a few percent due to the good angular and energy resolution of the L3 detector. The effects of the detector acceptance are also very small, since the polar angular range $-0.996 < \cos \theta < 0.996$ is covered. The detector effects change the 3-jet rate by typically $\Delta f_3/f_3 = (5-10)\%$.

The uncertainties of the detector correction were studied by changing the energy response in different detector components in the Monte Carlo simulation by up to 10%. Larger variations are incompatible with the measured energy distributions in the calorimeters. We find a systematic uncertainty in the 3-jet fraction of 4%. Combined with the 3% error on the uncorrected jet multiplicities we estimate the total experimental uncertainty in the determination of $f_3$ to be 5%.

In addition a small correction for initial and final state photon radiation was applied which changes the 3-jet fraction by typically $+3\%$.

Table 1 shows the corrected multijet fractions for jet resolution parameters $\gamma_{cut}$ in the range 0.02–0.20, together with the combined statistical and systematic errors. The same numbers are also displayed in fig. 2a in comparison with the uncorrected jet rates.

<table>
<thead>
<tr>
<th>$\gamma_{cut}$</th>
<th>2 jets</th>
<th>3 jets</th>
<th>4 jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>41.2±2.5</td>
<td>49.8±2.5</td>
<td>8.6±0.9</td>
</tr>
<tr>
<td>0.03</td>
<td>53.9±2.1</td>
<td>41.5±2.1</td>
<td>4.6±0.46</td>
</tr>
<tr>
<td>0.04</td>
<td>62.2±1.8</td>
<td>35.4±1.8</td>
<td>2.4±0.25</td>
</tr>
<tr>
<td>0.05</td>
<td>69.6±1.5</td>
<td>29.1±1.5</td>
<td>1.3±0.15</td>
</tr>
<tr>
<td>0.06</td>
<td>74.4±1.2</td>
<td>24.8±1.2</td>
<td>0.72±0.08</td>
</tr>
<tr>
<td>0.07</td>
<td>78.4±1.1</td>
<td>21.2±1.1</td>
<td>0.39±0.05</td>
</tr>
<tr>
<td>0.08</td>
<td>81.5±0.9</td>
<td>18.4±0.9</td>
<td>0.12±0.02</td>
</tr>
<tr>
<td>0.10</td>
<td>86.4±0.7</td>
<td>13.6±0.7</td>
<td>0.25±0.03</td>
</tr>
<tr>
<td>0.12</td>
<td>90.1±0.5</td>
<td>8.96±0.52</td>
<td>0.57±0.03</td>
</tr>
<tr>
<td>0.14</td>
<td>92.7±0.4</td>
<td>7.35±0.39</td>
<td>0.39±0.03</td>
</tr>
<tr>
<td>0.16</td>
<td>94.8±0.3</td>
<td>5.25±0.29</td>
<td>0.29±0.03</td>
</tr>
<tr>
<td>0.18</td>
<td>96.4±0.2</td>
<td>3.64±0.21</td>
<td>0.21±0.03</td>
</tr>
<tr>
<td>0.20</td>
<td>97.5±0.2</td>
<td>2.46±0.15</td>
<td>0.15±0.03</td>
</tr>
</tbody>
</table>

5. Comparison to perturbative QCD

For a given parton recombination scheme, QCD (calculated to second order) predicts the rate of 2-, 3- and 4-jet events as a function of the parameter $A_{KMS}$, the center of mass energy squared $s$ ($\approx M^2$), the scale $\mu^2$ and the jet resolution $\gamma_{cut}$. The dependence of the 3- and 4-jet fractions on $\alpha_s$ [10] is given by

$$f_i(A, s, \mu^2, \gamma_{cut}) = A_i(\gamma_{cut}) \alpha_s(A, \mu^2)$$

$$+ B_i(\gamma_{cut}, \mu^2/s) \alpha_s^2(A, \mu^2),$$

where $A_4 = 0$. The 2-jet rate is given by $f_2 = 1 - f_3 - f_4$. The renormalisation scale $\mu^2$ is not fixed in second order QCD.

For the functions $A_i$ and $B_i$ we use the parametrizations for the "E0" recombination scheme by Kunzst and Nason [10], which are based on the second order QCD calculations of Ellis, Ross and Terrano [11]. They are in good agreement with the multijet fractions calculated by Kramer and Lampe [12]. The E0 scheme is equivalent to the JADE jet algorithm as described above for up to four massless partons. The dependence of $\alpha_s$ on $A_{KMS} = A_{MS}^{(5)}$ is computed using the relation given in ref. [13] for 5 quarks.

The QCD predictions can be compared to the measured multijet rates after corrections for hadronization have been applied. For this purpose we generated events using the GKS [14] matrix element generator implemented in the JETSET 7.2 Monte Carlo program together with fragmentation parameters determined from a comparison of predicted and measured distributions for several event shape variables. Transition probabilities $H_{ij}$ for a transformation of an event with jet multiplicity $j$ on the parton level into an $i$-jet event after hadronization were evaluated. The second order QCD jet multiplicities were then corrected using the matrix $H$. The relative correction in the 3-jet rate amounts to about 1 to 5%.
in the $\gamma_{\text{cut}}$ range 0.05–0.20. Fig. 2b compares the jet multiplicities before and after hadronization as a function of $\gamma_{\text{cut}}$.

The theoretical uncertainty was estimated by changing the fragmentation parameters. Replacing those optimised for the matrix element generator by the JETSET default values (for parton shower) modifies the 3-jet rate by only 3%. To study the theoretical uncertainties further the whole analysis was repeated using the “E” recombination scheme \cite{10}. In this scheme the scaled invariant mass squared $\gamma$ is calculated taking into account the masses of the (pseudo)clusters to be recombined: $\gamma_{ij} = (p_i^2 + p_j^2)/E_{\text{vis}}^2$. In the E scheme fragmentation effects in the jet rate are much larger than in the JADE scheme. The $\alpha_s$ value found in the E scheme analysis was larger by about 0.008 than in the JADE scheme. We have assigned half of this difference as a theoretical uncertainty on the $\alpha_s$ value derived from the JADE scheme analysis. For the theoretical uncertainty due to fragmentation and recombination scheme dependence in the 3-jet fraction we obtain $\delta f_3/f_3 = 5\%$.

To interpret the measured jet rates in the framework of QCD the renormalisation scale $\mu^2$ needs to be fixed. It is not possible to restrict the renormalisation scale experimentally for the following reason: Jet multiplicities of four are predicted by second order QCD only on the tree level, higher jet fractions are not calculated at all. Therefore a meaningful comparison between data and theory can be performed only for values of $\gamma_{\text{cut}}$ where the 4-jet rate is negligible ($\approx 0.1\%$) while the 3-jet rate is still large (18.4\% ± 0.9\%). We find

$$A_{2S}^{(3)} = 190^{+60}_{-50} (\text{exp.})^{+170}_{-90} (\text{theor.}) \text{ MeV}$$

for $\mu^2/s = \gamma_{\text{cut}} = 0.08$. The theoretical error includes uncertainties due to fragmentation and recombination scheme dependence ($^{+50}_{-30} \text{ MeV}$) and due to the renormalisation scale ($^{+160}_{-80} \text{ MeV}$). This translates into

$$\alpha_s(\sqrt{s} = 91.22 \text{ GeV}) = 0.115 \pm 0.005 (\text{exp.})^{+0.012}_{-0.010} (\text{theor.}) .$$

This result is in agreement with those given in refs. \cite{16,17}.

The errors for $A_{2S}$ and $\alpha_s$ are dominated by theoretical errors, in particular by the renormalisation scale uncertainties. It can be expected that they can be reduced significantly should a complete O($\alpha_s^3$) QCD calculation become available.

Fig. 3 compares the jet multiplicities calculated in second order QCD with $\mu^2/s = 0.08$ and $A_{2S} = 190 \text{ MeV}$ to our measurements. The agreement is excellent for $\gamma_{\text{cut}} \geq 0.05$, where the 4-jet rate is below 1%. For smaller jet resolution parameters the measured

![Image](image-url)
number of events with high jet multiplicity exceeds the predicted rate. This difference indicates the importance of higher order contributions which have not yet been calculated.

6. Energy dependence of the 3-jet fraction

3-jet fractions for $y_{\text{cut}} = 0.08$ measured in $e^+e^-$ annihilation for center of mass energies between 14 and 91 GeV [9,16,18] are shown in fig. 4. Other measurements of $\alpha_s$ in $e^+e^-$ annihilation are compatible with these 3-jet rates [19]. The energy dependence is reproduced by QCD for our measured value of $A_{\overline{MS}} = 190$ MeV and $\mu^2/s = y_{\text{cut}} = 0.08$ for $\sqrt{s} > 20$ GeV. The QCD prediction shown in fig. 4 is corrected for hadronization effects which are assumed not to vary with energy. This approximation is good to a few percent for $\sqrt{s} > 20$ GeV [9,18]. From the comparison of all measured 3-jet fractions an energy independent strong coupling constant can be ruled out.

7. Conclusions

From the measured jet multiplicities in 37 000 hadronic $Z^0$ decays we determine the strong coupling constant $\alpha_s = 0.115 \pm 0.005$ (exp.) $\pm 0.012$ (theor.) to second order QCD at $\sqrt{s} = 91.22$ GeV. The errors are dominated by renormalisation scale uncertainties. The running of $\alpha_s$ as predicted by QCD is confirmed by a comparison of 3-jet multiplicities measured at different center of mass energies.
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