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ABSTRACT: Molecular simulations were used to compute the
equilibrium concentrations of the different species in CO2/mono-
ethanolamine solutions for different CO2 loadings. Simulations were
performed in the Reaction Ensemble using the continuous fractional
component Monte Carlo method at temperatures of 293, 333, and 353
K. The resulting computed equilibrium concentrations are in excellent
agreement with experimental data. The effect of different reaction
pathways was investigated. For a complete understanding of the
equilibrium speciation, it is essential to take all elementary reactions into
account because considering only the overall reaction of CO2 with MEA
is insufficient. The effects of electrostatics and intermolecular van der Waals interactions were also studied, clearly showing that
solvation of reactants and products is essential for the reaction. The Reaction Ensemble Monte Carlo using the continuous
fractional component method opens the possibility of investigating the effects of the solvent on CO2 chemisorption by
eliminating the need to study different reaction pathways and concentrate only on the thermodynamics of the system.

1. INTRODUCTION

Carbon dioxide (CO2) is the most important greenhouse gas
present in combustion flue gases. It accounts for an abundant
portion of the emitted greenhouse gases.1,2 The capture of CO2

from flue gases, its transport, and storage has been identified to
be of crucial importance to reduce the carbon footprint in the
atmosphere.3 Postcombustion CO2 capture processes are
particularly important for power plants operating on fossil
fuels, such as coal, natural gas, and so forth, as they contribute
∼25% of global CO2 emissions.4,5 Scientific progress has
contributed to the rapid growth of industries, and this has
drastically increased the demand for energy. This translates to
an increased dependency on fossil fuels, because alternate
energy sources have not yet been fully developed.6 To reduce
CO2 emissions into the atmosphere, it is necessary to capture
CO2 from flue gas streams. Typically, the removal of CO2 from
flue gas streams is carried out using liquid amine solvents.7

Monoethanolamine-containing (MEA) solutions were among
the first alkanolamine-based solvents used in the capture of
CO2. This system remains one of the most important solvents
in postcombustion CO2 capture.8 Some of the advantages of
using MEA solutions for CO2 capture are the high CO2

absorption capacity and reaction rates and low cost of
solvents.6,8 To regenerate the solvent, heat must be
supplied.6,8,9 Some of the disadvantages of using MEA solution
as solvents include the high energy demand to regenerate the
solvent and emissions of MEA solvents as aerosols.10,11 MEA
solutions are also susceptible to oxidative and thermal
degradation.10−12

The mechanism of CO2 absorption in MEA solutions is
chemical in nature. CO2 reacts with the MEA solution to form
stable carbamates.7−9,13,14 To study the chemisorption of CO2

in MEA solutions and to reduce the heat required to regenerate
the alkanolamine after CO2 capture, it is necessary to study the
chemical reactions that take place in the solution.14 There are
several possible mechanisms to explain how CO2 reacts with
alkanolamines.9,14−16 CO2 reacts through an acid−base buffer
mechanism with the alkanolamines to form protonated amines.
CO2 also reacts with some primary and secondary alkanol-
amines to form carbamates and reacts with tertiary alkanol-
amines to form bicarbonates.9,14,15 To design a CO2 amine

Received: February 19, 2015
Published: May 8, 2015

Article

pubs.acs.org/JCTC

© 2015 American Chemical Society 2661 DOI: 10.1021/acs.jctc.5b00160
J. Chem. Theory Comput. 2015, 11, 2661−2669

D
ow

nl
oa

de
d 

by
 U

N
IV

 A
M

ST
E

R
D

A
M

 o
n 

A
ug

us
t 3

1,
 2

01
5 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 M
ay

 2
1,

 2
01

5 
| d

oi
: 1

0.
10

21
/a

cs
.jc

tc
.5

b0
01

60

pubs.acs.org/JCTC
http://dx.doi.org/10.1021/acs.jctc.5b00160


treating process, it is important to understand the chemical
equilibrium as well as the kinetics of the different reactions.
There are many studies in the literature about the CO2/MEA
system.7,10,17,18 Sartori and Savage obtained equilibrium
constants for carbamate formation.19 Batt et al.20 and Maddox
et al.21 qualitatively investigated the reactions that occur in the
MEA system. Poplsteinova et al.22 have studied systems
containing MEA and N-methyl-diethanolamine using NMR
spectroscopy. Hasse and co-workers9 have studied the chemical
equilibria of CO2 in aqueous alkanolamines using online NMR
spectroscopy. Chemical equilibria and kinetics of CO2/
alkanolamine solutions are difficult to study experimentally at
the molecular level because of the extremely fast reaction rates
and different reaction mechanisms.
Molecular simulations play an important role in bridging the

gap between our understanding of reaction phenomena on a
molecular level and experimental observations on a macro-
scopic scale.23 The impact of individual reactions and reaction
mechanisms on the chemical equilibrium of a system can be
studied using molecular simulations. Quantum chemical
methods are widely applied to compute stationary points on
the potential energy surface, such as transition states and
activation barriers. Time dependent ab initio methods like
Car−Parrinello molecular dynamics24 can be used to model the
reactions directly. These methods scale poorly with system size
and are sometimes difficult to apply to liquid phases. A
classical-based approach developed by Van Duin et al. uses
“Reactive” force fields (ReaxFF) that are parametrized to study
the chemical reactions of a few systems using classical
molecular dynamics simulations.25 ReaxFF treats the inter-
molecular interactions between the atoms and molecules
through a classical force field that has been parametrized
from experimental data or quantum simulations.25 Another
classical-based approach called the Reaction Ensemble Monte
Carlo (RxMC) for studying chemical reactions in equilibrium
ignores transient events like bond breaking and formation
(reaction mechanisms in general). This approach is ideal for
studying the equilibrium distributions of the reacting species,
because the effect of the intermolecular interactions with the
surrounding molecules are taken into account. It is important
to realize that equilibrium speciation is determined by the
thermodynamics of the system, for which classical molecular
simulations are a suitable tool. The RxMC was developed
independently by Johnson et al.26 and Smith and Triska.27 An
important feature of RxMC is the actual reaction. Its transition
path is not simulated; only the equilibrium configurations of the
molecules before and after the reaction are sampled. The
forward and backward reactions are sampled using stochastic
trial moves. In the case of a forward reaction, the reactant
molecules are chosen at random and are deleted from the
simulation box while the product molecules are inserted
randomly according to the stoichiometry of the reaction. This
RxMC method requires the input of stoichiometric coefficients
of the reactants and products and the ideal gas partition
functions of isolated reactant and product molecules along with
the intermolecular potential parameters to describe the
interactions between the molecules. These ideal gas partition
functions of isolated molecules can be obtained from
thermophysical tables or quantum mechanical calculations.28−30

The partition function of ideal gas molecules depends on the
volume of the simulation box and must be taken into account in
the acceptance rules of the RxMC algorithm (see the
Supporting Information for details).

Previous research pertaining to RxMC has focused on small
molecules with fixed internal degrees of freedom.26,27,31−34 Lisal
and co-workers35,36 have developed the Reaction Ensemble
Monte Carlo for systems with flexible internal degrees of
freedom to study the synthesis of methyl-tert-butyl-ether
(MTBE) from isobutene and methanol. The acceptance rules
for the reaction move derived by Lisal and co-workers also
include the change in energy due to intramolecular
contributions. Intermolecular interactions are counted twice
in their derivation of the acceptance rules, which is
incorrect.30,35,36 Rosch et al.30 have derived the correct
acceptance rules. Keil et al.28,29 have studied propene
metathesis reactions within confined environments. These
authors have combined the configurational-bias Monte Carlo
(CBMC) approach with the RxMC for linear alkanes and
alkenes. The CBMC algorithm is useful for simulating larger
molecules, because inserting these large molecules in confined
systems is extremely difficult. To the best of our knowledge,
application of the RxMC for complex molecules and reactions
in a dense liquid phase has not been studied.
A reaction in the Reaction Ensemble involves the deletion of

reactants and the insertion of the reaction products. These so-
called “insertions” and “deletions” are accepted in such a way
that the correct equilibrium distribution is sampled. The
efficiency and accuracy of these simulations depend on the
probability of successful insertions and deletions of the
molecules. At the high densities typically encountered in a
liquid phase, the probability of successful insertions and
deletions is very low due to a large number of overlaps with
existing molecules in the simulation box.23,37,38 To increase the
efficiency of successful insertions and deletions, Maginn et
al.37,39 have developed the continuous fractional component
Monte Carlo (CFCMC) method to insert/delete molecules in
a more gradual manner. Torres-Knoop et al.38 have combined
the CBMC with the CFCMC to obtain higher computational
efficiencies. Other works have been published proposing
methods that try to increase the efficiency of insertions and
deletions in dense liquids.40−42 Rosch et al. have extended the
CFCMC method for the Reaction Ensemble, coupling the
CFCMC for inserting the product molecules and deleting the
reactant molecules based on their respective stoichiometry.30

In this work, we use the Reaction Ensemble Monte Carlo
using the continuous fractional component (RxMC/CFC)
method to study the chemical equilibrium of CO2 in MEA
solution and to determine the equilibrium concentrations of the
different species in the system. The results are compared to
experimental results from the literature. We study the effects of
different reaction mechanisms on the equilibrium concen-
trations of the various species. The rest of this paper is
organized as follows: section 2 deals with simulating the
reactions of CO2 in MEA solution along with derivation of the
acceptance rules for the RxMC/CFC algorithm, and section 3
contains the different results, discussion, and summary of our
findings from section 2.

2. SIMULATING THE REACTIONS OF CO2 IN
MONOETHANOLAMINE SOLUTION

The reactions of CO2 with primary and secondary amine
solutions usually take place through an acid−base buffer
mechanism, which results in the formation of stable carbamates
and bicarbonate followed by the subsequent protonation of the
amine.21 Nonhindered primary and secondary amines react
rapidly with CO2 to form carbamate ions, and the addition of
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water increases the absorption capacity and rate. Tertiary
amines react with CO2 via the bicarbonate pathway to form a
bicarbonate ion and the ammonium salt of the amine. Because
monoethanolamine (HOCH2CH2NH2) is a primary amine, the
reactions take place via the carbamate ion pathway:14,15

MEA + CO2 (carbamate pathway) reactions:

+ ⇌ +− +CO 2H O HCO H O2 2 3 3 (R1)

+ ⇌ +− − +HCO H O CO H O3 2 3
2

3 (R2)

+ ⇌ ++ +HOCH CH NH H O HOCH CH NH H O2 2 2 3 2 2 3 2

(R3)

+ ⇌ +− −HOCH CH NH HCO HOCH CH NHCOO H O2 2 2 3 2 2 2

(R4)

These reactions are generally described in the literature.9,14,15,22

It is important to note that, in the reactions mentioned above,
the appearance of H3O

+ is to avoid the presence of H+ in the
system, because H+ does not obey the Born−Oppenheimer
approximation for classical simulations.23 Some other additional
reactions have also been described in the literature.9 MEA is
also able to form 2-oxazolidone, which is a heterocyclic
component.9,43 Other amine degradation reaction mechanisms
are also possible.43,44 In spite of the different possible reaction
mechanisms, the aim of all modeling and experimental studies
is to obtain the equilibrium concentrations of the different
species. In this regard, reactions R1, R3, and R4 may be
combined to result in the simplified reaction R5, which is given
by

+

⇌ ++ −

CO 2HOCH CH NH

HOCH CH NH HOCH CH NHCOO
2 2 2 2

2 2 3 2 2 (R5)

2.1. RxMC/CFC Algorithm. To obtain the equilibrium
concentrations of the different species in a reacting mixture, we
used the Reaction Ensemble Monte Carlo (RxMC).26,28,29,45

The RxMC algorithm samples the reactions directly and
bypasses transition states. The RxMC algorithm only requires
the stoichiometric coefficients of the reactions as an input and
the partition functions of the isolated molecules or ions, along
with the force field parameters, to compute the intermolecular
interactions. Therefore, the RxMC method allows for a
systematic study of the effect of the medium (or solvent) on
the reaction equilibrium constant.
The reaction trial move within the RxMC framework

involves choosing the forward or reverse reaction at random.
If the forward reaction is chosen, the reactant molecules are
deleted, and the product molecules are inserted according to
their stoichiometries. For dense systems, these insertions and
deletions of molecules, if performed in a single step, often lead
to overlaps with the surrounding molecules. The probabilities
of successful insertions/deletions of the molecules are very low.
To circumvent this problem, Maginn et al.37,39 have developed
the continuous fractional component Monte Carlo method.
Fractional molecules of the reactants and products are
introduced into the system. By controlling the interactions of
these fractional molecules with their surrounding molecules, the
reactants/products are gradually inserted or removed. This is
controlled by a pseudocoupling factor (λ). Changes in λ will
gradually insert or delete the molecules appropriately.
The reaction ensemble is best described by taking the

osmotic ensemble as the starting point because most chemical
reactions take place in a system at constant pressure. Let Ni

denote the number of molecules of type i, P the imposed
hydrostatic pressure, V the volume, and μi the chemical
potential of species i. For an expanded osmotic ensemble, the
partition function for a system of n species can be expressed
as30

∫ ∫∑ ∑ ∑ ∑

∑

μ μ

β λ β μ

β β ω λ

η λ ω ω

Ξ

= ··· − !

+ ̂ − −

···

=

∞

=

∞

= =

=

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

p T

P N N

N q T V PV U s

k T s s V

( , ... , , , )

d exp ln

ln( ( ) ) ( , , )

exp[ ( )/ ] d d d d d

n

N N i

n

i i
i

n

i

i

n

i i
N N

N N N N

biased 1

0

1

0 0 1 1

1

B

i n

n n1 1 (1)

where sNi are the configurations of the Ni molecules of type i,
ωNi are the orientations and internal configurations of Ni
molecules of type i, U(sN,ωN,λ) is the potential energy of the
system, β = 1/kBT, qî(T) is the temperature dependent term in
the molecular partition function for the molecule of type i, and
η(λ) are the biasing factors introduced to improve the
probabilities of transitions in λ. The reader is referred to the
Supporting Information for a detailed explanation of the
molecular partition functions and partition functions of the
osmotic ensemble.
From eq 1, it follows that the probability that the system is in

a certain state is

∑ ∑ ∑β μ

β β ω λ η λ

∼ − !+ ̂

− −

= = =

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

p N N N q T V

PV U s k T

exp ln ln( ( ) )

( , , ) exp[ ( )/ ]

i

n

i i
i

n

i
i

n

i i

N N

biased
1 1 1

B
(2)

This equation can be used to derive the acceptance rules in our
Monte Carlo algorithm.

2.1.1. Reaction Ensemble Monte Carlo Using the
Continuous Fractional Component Algorithm. Let us
consider a reaction involving species c in a system consisting
of n molecule types. For the species not involved in the
reaction, the stoichiometric coefficient νi is set to 0 by
definition. If a reaction takes place in the forward or reverse
direction, there will be a change in the molecules of each
component. The state before the reaction takes place is now
denoted by old state “o”, whereas the state after the reaction
takes place is denoted by new state “n”. Because the reaction
has taken place, we know how the number of molecules of each
component changes

ν= +N Ni i i,n ,o (3)

The probabilities of existing in states “o” and “n” can be
obtained from eq 2. Substituting eq 3 in eq 2 for the new state,
the expressions for the probabilities to exist in the old and the
new states are

∑ ∑ ∑β μ

β β ω λ η λ

∼ − ! + ̂

− −

= = =

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

p N N N q T V

PV U s k T

exp ln ln( ( ) )

( , , ) exp[ ( )/ ]

i

n

i i
i

n

i
i

n

i i

N N

o,biased
1

,o
1

,o
1

,o o

o o
,o ,o

o o B
(4)
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∑ ∑
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2.1.2. Acceptance Rules in RxMC/CFC. Averages in the
Boltzmann ensemble (denoted by ⟨···⟩) follow directly from
biased averages (denoted by ⟨···⟩biased) according to46

η λ
η λ

⟨ ⟩ =
⟨ − ⟩
⟨ − ⟩

A
A exp[ ( )]

exp[ ( )]
biased

biased (6)

In the RxMC/CMC method, four types of trial moves are
possible.
(1) Change the position of a randomly selected molecule

(either a regular or a fractional molecule).
(2) Change the orientation of a randomly selected molecule

(either a regular or a fractional molecule).
(3) Change the volume of the system.
(4) Change the coupling parameter λ of a randomly selected

reaction chosen with equal probability that can be further
divided into 3 cases (Δλ is the change in λ)
(a) 0 ≤ λ + Δ λ ≤ 1.
(b) λ + Δ λ < 0.
(c) λ+ Δ λ > 1.
The first two Monte Carlo moves are trivial and have the

same acceptance rules as the ones derived previously.23,46 For
the volume change Monte Carlo trial move, random walks are
made in ln (Vn/Vref)

23 in which Vref is an arbitrary reference
volume. The probabilities of existing in the old state “o” and the
new state “n” are

∑ ∑ ∑β β μ

β β ω λ η λ

∼ − ! + ̂

− −

= = =

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

p PV N N N q T V

PV U s k T

exp ln ln( ( ) )

( , , ) exp[ ( )/ ]

i

n

i i
i

n

i
i

n

i i

N N

o,biased o
1

,o
1

,o
1

,o o

o o o B
(7)

∑ ∑ ∑β β μ

β β ω λ η λ

∼ − ! + ̂

− −

= = =

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

p PV N N N q T V

PV U s k T

exp ln ln( ( ) )

( , , ) exp[ ( )/ ]

i

n

i i
i

n

i
i

n

i i

N N

n,biased n
1

,o
1

,o
1

,o n

n n n B
(8)

For random walks in ln (Vn/Vref), λo = λn and η(λo) = η(λn).
The acceptance rule is therefore

β

β ω λ ω λ

→ = − −

− −

+⎛
⎝
⎜⎜

⎛
⎝⎜

⎞
⎠⎟

⎡⎣ ⎤⎦
⎞
⎠
⎟⎟

o n
V
V

P V V

U s U s

acc( ) min 1, exp[ ( )]

exp ( ( , , ) ( , , ))

N

N N N N

n

o

1

n o

n o
(9)

This expression is the same as the acceptance rule derived
previously.23

We now consider the reaction move as a change in λ of the
system for the reaction move, V0 = Vn. Looking in more detail
at the three different cases when λ is changed as follows:
First case (a), where 0 ≤ (λ + Δλ) ≤ 1, involves no addition

or deletion of molecules. The old state is denoted by “o”, and λo

is the old coupling factor of the reaction. The new state is
denoted by “n”, and λn = λo + Δ λ. From eq 2, we can obtain
the probabilities of existing in the old and new states. As the
number of molecules in the system remain the same for the old
and the new configurations, the acceptance rule is

β ω λ

ω λ η λ η λ

→ = −

− −

o n U s

U s k T

acc( ) min(1, exp[ ( ( , , )

( , , ))] exp[( ( ) ( ))/ ])

N N

N N
n n

o o n o B (10)

Second case (b), where λ + Δλ > 1, involves a reverse
reaction. The λ of the old fractional reactant and product
molecules are set to 1 and 0, respectively. New fractional
reactant molecules are inserted into the system with λn = (λo +
Δλ) − 1. Random product molecules are selected from the
system, and their λ is set from 1 to 1 − λn.
Third case (c), where λ + Δλ < 0, involves a forward reaction.

The λ of the old fractional reactant and product molecules are
set to 0 and 1, respectively. New fractional product molecules
are inserted into the system with λn = (λo + Δλ) − 1. Random
reactant molecules are selected from the system, and their λ is
set to 1 − λn.
In the second and third cases, the reaction has proceeded in

either the reverse or forward direction, respectively. For a
reaction involving n species, equilibrium is achieved when

∑ ν μ =
=

0
i

n

i i
1 (11)

Substituting eq 11 in eq 5, because the reaction takes place at
equilibrium, the expression for the acceptance rule for the
forward/reverse reaction (cases b and c) is

∏
ν

β ω λ ω λ

η λ η λ

→ =
!
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̂

− −

−

ν

=

⎛
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i

n
i

i i
i

N N N N

1

o

o

n n o o

n o B

i

(12)

The acceptance rule for the RxMC derived above for one
reaction can be easily generalized to include many reactions in
the same system. It is important to note that in the acceptance
rule (eq 12) the volume term is included explicitly because
during the simulation the volume of the system changes.
It is instructive to consider the case of a reaction in a mixture

of ideal gases. In this case, the acceptance rule of eq 12 reduces
to

∏
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If the total number of molecules does not change during the
reaction (∑i = 0

n νi = 0), it is well-known from classical
thermodynamics that the equilibrium constant is only a
function of the molecular partition functions.47 From eq 13,
it can also be observed that there will be no dependence on the
volume of the system when ∑i = 0

n νi = 0, as the volume term V
cancels out in eq 13 and the expression reduces to

∏
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→ =
!
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If there is a change in the number of molecules during the
reaction (∑i = 0

n νi ≠ 0), the acceptance rule will now depend on
the volume of the system, as can be seen from eq 13. It is
important to consider the volume dependent term of the
partition function explicitly in the acceptance rules because in
many cases the number of molecules during the reaction
changes (∑i = 0

n νi ≠ 0). It is unclear whether this volume term
was taken into account correctly in previous studies from the
literature. Of course, the final results will not be affected if the
simulations consider reactions where the number of molecules
does not change due to the reaction.28−30

2.2. Simulation Details. Two different sets of reactions are
studied to obtain the equilibrium speciations by including: (1)
reactions R1−R4 and (2) only reaction R5. All simulations are
performed in the Reaction Monte Carlo Ensemble (RxMC) in
the constant temperature, constant pressure ensemble. The
hydrostatic pressure of the system equals 1 bar. The effect of
temperature on the equilibrium compositions of the mixture
and different loadings of CO2 are also investigated. The initial
concentration of MEA in the aqueous MEA solution is 30 wt %.
Boettinger et al.9 measured the speciations at different loadings
higher than 0.5 mol CO2/mol MEA using online NMR
spectroscopy. To achieve high loadings of CO2 in experiments,
the partial pressure of CO2 ranged from 5 to 25 bar. In our
simulations, a system with a fixed number of CO2 molecules is
simulated and only the hydrostatic pressure of the system needs
to be specified. As the properties of a liquid phase do not
depend much on the hydrostatic pressure, and the total loading
of CO2 is specified, a hydrostatic pressure of 1 bar can be safely
assumed.
Quantum mechanical simulations using GAUSSIAN 0948 are

performed to obtain the partition functions qî of the isolated
molecules required for the RxMC/CFC molecular simulations.
All molecular species involved in the reaction were optimized
with a second order Møller−Plesset perturbation method
(MP2) in combination with a 6-311+G(2d,2p) basis set at
temperature of 293, 333, and 353 K. Frequency analysis was
performed on the optimized geometries to confirm the true
minima on the potential energy surface and to obtain partition
functions of all of the molecules. All of the calculations were
performed with GAUSSIAN 09.48 Mulliken atomic charges
were obtained from population analysis of a self-consistent field
density matrix. The individual contributions of translational,
vibrational, rotational, and electronic motions are considered
for the calculation of the partition function for every
molecule.49 The partition functions were split into temperature-
and volume-dependent parts (details are provided in the
Supporting Information). The values of the computed partition
functions of the molecules at different temperatures are listed in
the Supporting Information.
Force fields for the MEA have been taken from the OPLS

force field.50 Intermolecular and intramolecular potential
parameters for MEACOO− and MEAH+ have also been
taken from the OPLS force field. Force field parameters for
CO2 have been taken from the TraPPE force field,51 and for
water, the Tip4p water model has been used.52 The force field
parameters for H3O

+ are taken from Vacha et al.53 The force
field parameters for HCO3

− and CO3
2− have been taken from the

OPLS database. Water, MEA, MEA+, MEACOO−, H3O
+,

HCO3
−, and CO3

2− are modeled as rigid molecules. The partial
charges for HCO3

−, CO3
2−, MEACOO−, and MEAH+ have been

computed from quantum mechanical simulations in GAUS-
SIAN 09.48 The force field parameters for all of the species are

specified in the Supporting Information. Electrostatic inter-
actions were handled by the Ewald summation algorithm54 with
a relative precision of 10−5. The cutoff radius was set at 12 Å for
the Lennard-Jones interactions. The Lennard-Jones (LJ)
parameters are σ and ϵ.55 The Lorentz−Berthelot mixing
rules were used to calculate the Lennard-Jones parameters
between different atoms (σij and ϵij). Monte Carlo simulations
in the RxMC/CFC ensemble were performed using RASPA,55

a program for Monte Carlo and molecular dynamics
simulations. Monte Carlo simulations of 1 million cycles were
performed for equilibration, and production runs of 2 million
cycles were performed, where one MC cycle is equal to the
total number of molecules in the system. The probabilities of
selecting a translation move, a rotation move, a partial
reinsertion move, and a reaction move were all 0.245. The
probability of selecting a volume change move was 0.02.
Simulations were performed with 444 water molecules, 56
MEA molecules, and the appropriate number of CO2 molecules
depending on the loading. The size of the simulation box varied
around 27 Å. By switching off electrostatics and intermolecular
van der Waals interactions, the effects of electrostatics and
intermolecular interactions on the reaction equilibrium were
studied. At the start of the simulation, fractional molecules were
assigned for all reacting species for both reactants and products
in reactions R1−R4. The net charge of the fractional molecules
(both the reactants and products) of reactions R1−R4 is not
zero. It is important to note that if we sum reactions R1−R4,
the total net charge of the reactants equals −1. Similarly, the
total net charge of products of the summed reactions also
equals −1. To keep the simulation box charge neutral,
independent of the value of λ for each reaction, two H3O

+

fractional molecules, one as a reactant and the other as a
product in reaction R2, were added to the simulation box. This
ensures that during the reaction the simulation box is always
charge neutral. For the RxMC/CFC, the Lennard-Jones
parameters as well as the partial charges are scaled with a
pseudo coupling factor, which is changed during the reaction
move. The scaled Lennard-Jones and electrostatic potentials are
specified in detail in the Supporting Information.

3. RESULTS AND DISCUSSION
3.1. Effects of Electrostatics and Intermolecular van

der Waals Interactions. When there are no intermolecular
interactions between molecules, the system behaves as an ideal
gas. For an ideal gas system, the equilibrium constant can be
written directly in terms of the molecular partition functions of
the individual species,56 which can be calculated from quantum
simulations. A detailed derivation of this is provided in the
Supporting Information.
To observe the effect of intermolecular interactions, we

“switched off” the intermolecular van der Waals interactions
and electrostatics (i.e., all of the intermolecular Lennard-Jones
parameters and electrostatics were set to zero). From the
simulations, it was observed that forward reactions did not take
place when including (1) reactions R1−R4 and (2) only
reaction R5. Equilibrium constants for these ideal gas reactions
calculated from quantum simulations are specified in the
Supporting Information. The equilibrium constants for the
forward reaction are extremely low. Equilibrium concentrations
of the species for the ideal gas system can be obtained by
solving the nonlinear expressions for the equilibrium constants.
The analytical solutions yield extremely low concentrations of
carbamates and protonated amines. This is consistent with the
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results obtained from simulations performed when the
intermolecular van der Waals interactions and the electrostatics
are set to zero. It can be observed from the results of the
simulations and analytical solutions that intermolecular
interactions are necessary to compute the equilibrium
concentrations of the species. Equilibrium speciations cannot
be obtained by only performing quantum simulations, as the
system cannot be treated as an ideal gas. As expected, solvation
of the ions in the solution is essential for the different reactions
to take place. Classical simulations take into account the
intermolecular interactions between the species, and this is
necessary to compute the equilibrium concentrations of the
species. If the reaction occurs in the ideal gas phase, the ions are
not solvated, and this is energetically very unfavorable.
3.2. Chemical Equilibrium of Reactions R1−R4 and R5.

The equilibrium mole fractions of the different species were
obtained at temperature of 293, 333, and 353 K and at a
hydrostatic pressure of 1 bar for different loadings of CO2 (mol
CO2/mol MEA) by performing RxMC/CMC. In Figures 1, 2,

and 3, the equilibrium mole fractions of the species MEA,
MEAH+, MEACOO−, CO2, and HCO3

− are compared to
experimental data.9,22 Poplsteinova et al.22 and Boettinger et al.9

measured the equilibrium speciation of a CO2/MEA/H2O
system using NMR spectroscopy. Boettinger et al.9 report the
sum of equilibrium concentrations of MEA and MEAH+,
because it was impossible to distinguish between the

protonated and unprotonated MEA experimentally. To obtain
the individual equilibrium concentrations of MEA and MEAH+,
these authors used a thermodynamic model (see below).
Figure 1a shows the speciation of the CO2/MEA solution for

different loadings of CO2 (mol CO2/mol MEA) at 293 K and 1

Figure 1. Mole fractions of MEA/MEAH+ (squares), MEACOO−

(circles), CO2 (diamonds), and HCO3
− (triangles) for 30 wt %

aqueous MEA solutions at T = 293 K. The open symbols are the
results from experiments.9 The closed symbols are the results obtained
from the RxMC/CFC simulations (a) including reactions R1−R4 and
(b) including only reaction R5. The lines are added for clarity.

Figure 2. Mole fractions of MEA (inverted triangles), MEAH+

(pentagons), MEA/MEAH+ (squares), MEACOO− (circles), CO2
(diamonds), and HCO3

− (triangles) for 30 wt % aqueous MEA
solutions at T = 293 K. The open symbols are results from the
thermodynamic model combined with experimental data.9 The closed
symbols are results obtained from the RxMC/CFC simulations
including reactions R1−R4. The lines added for clarity.

Figure 3. Mole fractions of MEA/MEAH+ (squares), MEACOO−

(circles), CO2 (diamonds), and HCO3
− (triangles) for 30 wt %

aqueous MEA solutions at T = 333 K. The open symbols are results
from experiments.9 The closed symbols are the results obtained from
the RxMC/CFC simulations (a) including reactions R1-R4 (b)
including only reaction R5. The lines are a guide to the eye.
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bar when reactions R1−R4 are used. The equilibrium
concentration of the different species of the CO2/MEA
solution exhibits behavior typical of primary amines. From
low loadings to 0.5 mol CO2/mol MEA, all CO2 molecules
react with the MEA molecules, forming the carbamate and
protonated amine products. The concentrations of the
carbamate and the protonated MEA increase as the loading
of CO2 increases until 0.5 mol CO2/mol MEA, whereas the
concentration of MEA decreases. At a CO2 loading of 0.5 mol
CO2/mol MEA, all of the MEA has now reacted with the CO2.
Beyond loadings of CO2 of 0.5 mol CO2/mol MEA, the
concentrations of the carbamate start to decrease, and the
concentrations of the protonated MEA increase. Beyond the
loadings of CO2 of 0.5 mol/mol MEA, bicarbonate ions were
observed. The simulation results are in excellent agreement
with the experimental results of Boettinger et al.9

Figure 1b shows the equilibrium concentrations of MEA,
MEAH+, MEACOO−, and CO2 for different loadings of CO2
(mol CO2/mol MEA) at 293 K and 1 bar when only reaction
R5 is considered. The results of equilibrium speciations
obtained from simulating only reaction R5 follow the same
trends for the concentrations of MEA, protonated MEA, and
the carbamate as they did when we included reactions R1−R4.
Up to loadings of 0.5 mol CO2/mol MEA, the concentrations
of the carbamate and protonated MEA increase, and the
concentration of free MEA decreases. Beyond loadings of 0.5
mol CO2/mol MEA, all of the MEA has typically reacted with
the CO2. The concentrations of MEA, protonated MEA, and
MEACOO− remain constant, whereas the concentration of
unreacted CO2 increases for loadings higher than 0.5 mol CO2/
mol MEA.
Boettinger et al.9 also used a thermodynamic model to study

the CO2/MEA/H2O system and obtained the individual
equilibrium concentrations of the MEA, MEAH+, MEACOO−,
CO2, and HCO3

− species. These authors developed their model
by simultaneously taking into consideration the chemical
reactions and the vapor−liquid equilibria of the CO2/MEA/
H2O mixture. Figure 2 compares our simulation results of the
individual equilibrium concentrations including MEA and
MEA+ with the results from the thermodynamic model of
Boettinger et al. We find an excellent agreement with the
model. It is important to note that we obtained individual
concentrations of all of the species in the mixture directly from
simulations, and we did not need to use any iterative modeling
technique that requires binary interaction parameters, activity
coefficients of molecular and ionic species, equilibrium
coefficients, or so forth as inputs.
Figures 3 and 4 show the results of the speciations at 333 and

353 K and 1 bar. It can be observed that an increase in
temperature does not significantly affect the equilibrium
concentrations of the species. For Figure 4, there is no
experimental data beyond loadings of 0.5 mol CO2/mol MEA.
This is again in excellent agreement with the experimental
results of Boettinger et al.,9 who also observed that the
speciations of the CO2/MEA solution are only very weakly
dependent on temperature.

4. CONCLUSIONS
Monte Carlo simulations in the Reaction Ensemble using a
continuous fractional component method provide an excellent
description of the equilibrium concentrations of all relevant
species in the chemisorption of CO2 in MEA/water solutions.
The simulations were performed at different temperatures, and

the results from the simulations are in excellent agreement with
the experimental results. Equilibrium concentrations of MEA,
MEAH+, MEACOO−, and CO2 from reactions R1−R4 and R5
are identical for loadings up to 0.5 mol CO2/mol MEA; beyond
that, they are different. For accurate results of loadings in excess
of 0.5 mol CO2/mol MEA to be obtained, reactions R1−R4
must be included in the simulation. This RxMC/CFC
methodology opens possibilities for investigating the effects
of the solvents in the reactions. Chemisorption of CO2 in
different solvents can be studied computationally to obtain the
equilibrium concentrations. Only the thermodynamics need to
be considered, and the different transition states and reaction
pathways can be ignored. This method may also be used to
investigate the effect of the chemistry of amines, for example,
for the addition of different functional groups.14,16

■ ASSOCIATED CONTENT

*S Supporting Information
Information on the force field parameters, detailed explanation
of the molecular partition functions, and the derivation of the
partition function for the osmotic ensemble with continuous
fractional component Monte Carlo. The Supporting Informa-
tion is available free of charge on the ACS Publications website
at DOI: 10.1021/acs.jctc.5b00160.

Figure 4. Mole fractions of MEA/MEAH+ (squares), MEACOO−

(circles), CO2 (diamonds), and HCO3
− (triangles) for 30 wt %

aqueous MEA solutions at T = 353 K. The open symbols are results
from experiments.9 The closed symbols are the results obtained from
the RxMC/CFC simulations (a) including reactions R1−R4 and (b)
including only reaction R5. The lines are a added for clarity.
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