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This article discusses different reliability conceptions for measurement of attributes in the health and nursing sciences. Example attributes are the pain patients experience who suffer from burn wounds (de Jong, Bremer, Schouten, Tuinebreijer, & Faber, 2005); aspects of health-related quality of life such as physical functioning, general health perceptions, vitality, and social functioning (Gandek, Sinclair, Kosinski, & Ware, 2004); adherence to medication and lifestyle for patients experiencing hypertension (Ma, Chen, You, Luo, & Xing, 2012); and nursing skills (National Council of State Boards of Nursing, 2009). Like investigators in fields such as psychology, sociology, political science, and marketing, researchers in the health and nursing sciences use multi-item measurement instruments to measure typical attributes. Items can be printed ratingscale statements (questionnaire), oral questions (interview), or structured observations (Sijtsma, in press).

Reliability and validity are the two basic properties of measurement values used in the health and nursing sciences. Measurement instruments produce measurement values or test scores that represent the measured attribute. Reliability refers to the degree to which a set of measurement values can be repeated under precisely the same measurement conditions, thus reflecting the fundamental question in statistics: “What would happen with the results if I could do the research over again?” Validity is the degree to which the measurement reflects the intended attribute, but it also refers to the suitability of the measurement value for a particular use, such as the identification of patients experiencing pain because of burn wounds for a particular therapy or the assessment of the necessity that people showing low levels of social functioning participate in social neighborhood programs. This article focuses on reliability. For views on validity and discussions, the reader may consult Wainer and Braun (1988), Messick (1989), Lissitz (2009), Kane (2013), and Markus and Borsboom (2013).

We discuss three psychometric approaches to reliability: classical test theory (CTT; Lord & Novick, 1968), factor analysis (FA; Bollen, 1989), and generalizability theory (GT; Cronbach, Gleser, Nanda, & Rajaratnam, 1972). CTT is the oldest of the three approaches (Spearman, 1904, 1910). The FA approach can be argued to represent a refinement of CTT-based reliability, but it can also be argued that the FA conceptualization is different. To clarify these similarities and differences, we discuss the CTT and FA models in one section. GT is conceptually distinct from both CTT and FA, so it is discussed in a separate section. For each approach, we distinguish the model for the measurement value from the method that estimates the parameters or other unknown quantities that are based on the model. For example, CTT defines a model for the measurement value on which a definition of reliability is based, and the well-known coefficient alpha (e.g., Cronbach, 1951) is one of several methods that can be used to estimate CTT reliability.

The motivation for this commentary is that reliability is regularly misunderstood and incorrectly used in research (Cortina, 1993; Schmitt, 1996; Sijtsma, 2009; Sijtsma & Emons, 2011; see also Bentler, 2009; Green & Yang, 2009; Revelle & Zinbarg, 2009). An example is that different methods used to estimate reliability are often confused with different models for the measurement value, suggesting that different methods define different kinds of reliability. For instance, coefficient alpha is sometimes said to represent “internal consistency” reliability, disregarding that alpha is a lower bound to CTT reliability and wrongly suggesting that it represents a reliability definition different from CTT reliability. In addition, researchers often cite misguided
advice that a test is suitable for precise measurement of individuals when a test score’s reliability exceeds .80 or .90 (e.g., Nunnally & Bernstein, 1994; Streiner & Norman, 2008) and fail to see that they need to consider the standard error of measurement for that purpose. We cannot go into the whole array of interpretation problems (including those arising from standard error of measurement) associated with reliability but instead discuss the different models and distinguish them from the methods used to estimate reliability in a particular model. We expect such a discussion to provide clarity in the sometimes confusing field of reliability.

In addition to the three mainstream approaches, reliability methods have been proposed for ordinal scores (Schulman & Haden, 1975) and for the estimated latent variable in the Rasch model, where the method is known as the index of subject separation (Andrich, 1982; Gustafsson, 1977). As far as we are aware, neither approach has attained foothold. Alternatively, item response theory focuses on use of Fisher information—which implies scale-dependent information on measurement precision (van der Linden & Hambleton, 1997). We consider these and other options (e.g., Bartholomew & Schuessler, 1991), however (van der Linden & Hambleton, 1997). We consider these and other options (e.g., Bartholomew & Schuessler, 1991), however interesting, beyond the present discussion. In what follows, we discuss the CTT, FA, and GT approaches to reliability, followed by a computational example that illustrates the three approaches.

THREE APPROACHES TO RELIABILITY

CTT and FA

The Models We assume that a test consists of J items with scores Xj (j = 1, ..., J). The sum of the item scores produces the test score; we use the notation \( X = \sum_{j=1}^{J} X_j \) to indicate that the test score \( X \) is the sum of the J item scores. CTT assumes that any observable measurement value \( Y \), such as a psychological test score \( Y = X \) or an item score \( Y = X_j \), consists of a systematic or reliable component, denoted true score \( T \), and a random component, denoted measurement error \( E \). The theory applies as well to temperature estimated by the visual comparison of the top of a mercury column with a scale and the time an athlete running the 200-meter dash produces. The model is

\[
Y = T + E
\]

We further focus on test scores \( Y = X \) and item scores \( Y = X_j \).

For any measurement value, CTT leaves the composition of the true score unspecified. For an item score \( Y = X_j \), the model is

\[
X_j = T_j + E_j
\]

The true score for an individual, indexed \( i \), on item \( j \) is operationalized in CTT as \( T_j = \varepsilon(X_{ij}) \), where the expectation \( \varepsilon \) is taken across an infinite number of hypothetical, independent replications of the same measurement procedure. This is essentially a thought experiment involving the same item \( j \) that is part of a test and administered over and over again to the same individual \( i \), with independence conceived to result from “brainwashing” the measured person between test administrations. This treatment is impossible in practice; hence, the procedure is hypothetical, and the distribution of item scores for person \( i \) is unknown (Lord & Novick, 1968, p. 29).

For individual \( i \), measurement errors \( E_{ij} \) on different replications are random, and across persons, measurement errors obtained in one administration covary 0 with any other variable \( Z \) in which \( E_j \) is not included; that is, denoting the covariance by \( \sigma(\ldots) \) CTT assumes that \( \sigma(E_j, Z) = 0 \). In CTT, the idea is that a measurement value is liable to random influences and that what one really would like to know is the mean performance across a large number of repetitions of the same measurement procedure so as to eliminate random error.

The true scores of different items \( j \) and \( k \) are simply expected values of observable item scores, need not have something in common; that is, \( T_j \) and \( T_k \) are systematic parts of the two item scores, but there is nothing in the formulation of CTT that necessarily ties the two true scores together in a substantive way. Hence, CTT does not impose restrictions on the association between item scores. CTT as a measurement theory does not reflect the intention test constructors have that the different items in a test should measure the same attribute by means of different operationalizations—items—of the attribute, such as different aspects of pain or social functioning. The model only decomposes a measurement value into a systematic part and a random measurement part.

FA decomposes each of the J item scores \( X_j \) that together produce a test score as a weighted linear combination of at most \( M \) latent variables or factors (henceforth, latent variables) denoted \( \xi_m \) (\( m = 1, \ldots, M; M \leq J \)), such that

\[
X_j = b_j + \sum_{m=1}^{M} a_{jm} \xi_m + \delta_j
\]

with intercept \( b_j \), latent-variable loadings \( a_{jm} \), and residual \( \delta_j \). All parameters are dependent on item \( j \). The residual \( \delta_j \) is the sum of a specific or unique (henceforth, unique) error \( U_j \), which represents the systematic part of the item score, and a random error \( E_j \) (Bollen, 1989, p. 219) as in CTT, so that \( \delta_j = U_j + E_j \) is the part of the item score that in regression terminology is not linearly predicted by latent variables \( \xi_1, \ldots, \xi_M \). The unique error component \( U_j \) is a composite of all the sources that systematically influence the responses to only item \( j \) but not the responses to the other \( J-1 \) items in the test. (These systematic sources are usually unknown.) Unique error \( U_j \) covaries 0 with latent variable \( \xi \) and random error \( E_j \). Relating CTT to FA yields \( T_j = b_j + \sum a_{jm} \xi_m + U_j \).
Latent variables $\xi_1, \ldots, \xi_M$ are quantities the different items in the test have in common and that produce correlations between the items. This is a principal difference with CTT, where the true score depends on the item and different items may measure unrelated attributes or unrelated sets of attributes, thus leaving correlations between items dependent on shared causes driving responses unspecified by the model.

**Comparison of the CTT and FA Models**

Whether CTT and FA define different models for the item scores $X_j$ (and other measures) depends on one's perspective. Mathematically, one might say that CTT does not model true score $T$ and that FA models the true score by introducing latent variables and a unique variable that drive responses to item $j$. Conceptually, there is a principled difference between CTT and FA. CTT does not ask about the origin of the item response and, thus, sets the stage for a reliability definition that quantifies the degree to which one would obtain the same set of measures in a group if one could retest the group under the same circumstances. This reliability definition ignores what each of the items measures and, thus, separates reliability from validity. FA introduces explanatory variables (the latent variables) and, thus, the issue of what the items measure in common (e.g., Revelle & Zinbarg, 2009); that is, FA introduces validity in the model for $T$.

By introducing validity, two issues become relevant. The first issue is whether the hypothesized FA model fits the data well enough to serve as an explanatory model for the item scores. The second issue is whether the latent variables are well enough to serve as an explanatory model for the item scores. The second issue is whether the latent variables are correct conceptualizations of the attributes the test intends to measure. For example, if the items are intended and indeed found to have one latent variable in common (Bollen, 1989, pp. 218–221; Bollen leaves out the intercept $b_j$), they follow the model

$$X_j = b_j + a_j \xi + \delta_j.$$  

(4)

However, this does not by itself imply that the latent variable $\xi$ is a meaningful representation of the attribute the researchers expect the test to measure. Additional studies have to clarify this representation issue—which is part of the validity research. For example, a set of items intended to measure general health perceptions may also inspire respondents to let moral issues about responsible health behavior enter the response process. Moreover, the items may use complex wording, letting language skills be another response determinant. Hence, latent variable $\xi$ may represent an amalgamation of three sources that affect responding, thus showing that the introduction of validity at least seems to complicate the measurement model.

**CTT: The Method**

We now concentrate on test scores, so that $Y = X_+$, and discuss a few standard results of CTT; see Lord and Novick (1968) for details. We focus on estimating the quantity derived from the CTT model that is the topic of this article, which is reliability.

**Definition of Reliability**

Let $\sigma^2_{T(1)}$ denote the variance. CTT formally defines the properties of test scores a group obtains upon repeated administration of the same test under the same circumstances. Suppose one collects two sets of test scores. Let the test scores be denoted $X_+$ and $X_+$, and assume that they have the next two properties:

- for each tested individual, $T_1 = T_1$ and
- in the group, $\sigma^2_{X_+} = \sigma^2_{X_+}$.

Test scores having these two properties are called parallel. Except for the random measurement error in each test score, two parallel test scores have exactly the same psychometric properties.

Reliability is defined as the product-moment correlation between two parallel test scores, $X_+$ and $X_+$, and is denoted $\rho^{\text{CTT}}_{X_+, X_+}$. It can be shown that, under the assumptions of CTT, this correlation equals the proportion of true score variance in either test score $X_+$ or $X_+$, and that these proportions are equal:

$$\rho^{\text{CTT}}_{X_+, X_+} = \frac{\sigma^2_{X_+}}{\sigma^2_{X_+}} = \frac{\sigma^2_{X_+}}{\sigma^2_{X_+}}.$$  

(5)

Reliability is a proportion; hence, its values lie between 0 and 1. Value 0 means that all individuals have the same true score, meaning that the test does not distinguish individuals. Value 1 means that all test score variance equals true score variance. What this means for measurement error can be seen if one rewrites reliability, for example, for test score $X_+$. We use the CTT result that $\sigma^2_{X_+} = \sigma^2_{Y_+} + \sigma^2_{\epsilon}$. Then, reliability can be written as

$$\rho^{\text{CTT}}_{X_+, X_+} = 1 - \frac{\sigma^2_{\epsilon}}{\sigma^2_{X_+}}.$$  

(6)

Equation 6 shows that reliability equal to 1 implies that $\sigma^2_{\epsilon} = 0$; thus, each tested person has the same measurement error. Lord and Novick (1968, pp. 36–37) show that the mean measurement error equals 0, that is, $\mu_\epsilon = 0$. Hence, perfect reliability implies that each person is measured error free, that is, $E_1 = 0$ and $X_{x+i} = T_1$. In practical measurement, reliability values are often between .60 and .95, and values in excess of .80 or .90—depending on the research context—are often deemed sufficiently high for the measurement purpose envisaged.

Finally, reliability can be shown to equal the squared correlation between the test score and the true score:

$$\rho^{\text{CTT}}_{X_+, X_+} = \rho^2_{X_+T}.$$  

(7)

In a linear regression context, reliability equals the proportion of variance in $X_+$ explained by $T$. Hence, reliability is a group characteristic and not an indicator of the measurement
precision of individual test scores; see Mellenbergh (1996) for a
discussion of the difference between reliability and measure-
ment precision.

**Estimation of Reliability** The CTT model in Equation 1 is an
equation with two unknowns, \( T \) and \( E \); hence, it is a tautological
model. Consequently, true score variance \( \sigma_T^2 \) (Equation 5),
measurement-error variance \( \sigma_E^2 \) (Equation 6), and correlation
\( \rho_{X,T} \) (Equation 7) are unobservable, and reliability cannot be
estimated directly from the data. Several alternative estimation
methods have been proposed. Without going into detail, we
mention the following:

- **Parallel-Test reliability**: Two test forms are constructed that
  approximate parallelism as close as possible, and the test
  scores are correlated. Because real tests are never truly par-
  allel, for real data, the correlation underestimates the true
  reliability.
- **Retest reliability**: The same test is readministered after a suit-
  able amount of time, and the correlation between both ad-
  ministrations estimates reliability. Experience shows that,
  usually, this estimate is much lower than other reliability es-
  timates (Sijtsma, 2012).
- **Single-test, single-administration estimates**:
  - **Split-half reliability**: The correlation between two half tests
    estimates the reliability of a test half the length of the test of
    interest, and the Spearman–Brown prophecy formula can be
    used to estimate reliability for the whole test. This method
    produces either underestimates or overestimates of reliability
    (van der Ark, van der Palm, & Sijtsma, 2011).
  - **Covariance-based estimates**: Estimates based on the co-
    variances of all item pairs provide lower bounds to the re-
    liability. Coefficient alpha (Cronbach, 1951; Guttman, 1945;
    speaks of coefficient lambda3) is the best known repre-
    sentative of this category. Coefficient lambda2 (Guttman,
    1945) and the greatest lower bound are other representatives

**FA: The Method**

**Definition of Reliability** FA defines reliability for \( X_s \) adopting
the CTT definition; see Mellenbergh (1994, 1998) for an alternative
one-factor model without a unique error component \( U_j \), but
including random measurement error \( E_j \) in which reliability for a single, estimated latent variable \( \xi \) rather than test score
\( X_s \) is defined, and a method is discussed to estimate the reliability of \( \xi \).

We take the multifactor model in Equation 3 as a point of
departure. We assume that each item loads on at least one la-
tent variable and that at least two items load on the same latent
variable. These restrictions rule out unique components of
which the variance \( \sigma_{U_j}^2 \) cannot be estimated anyway (Bollen,
1989, pp. 220–221), thus producing a simpler model. Adopting
multiple latent variables to some extent may compensate for
the absence of unique variables, but we do not include in the
model observable explanatory variables that may influence the
item scores as Bollen (1989, pp. 220–221) suggested, thus limit-
ing attention to attributes represented by latent variables that
affect test performance. A further simplification is obtained by
assuming that, for all \( j \) items, intercept \( b_j = 0 \). Next, we write
test score \( X_s \) as the sum of the item scores:

\[
X_s = \sum_{j=1}^{J} X_j = \sum_{j=1}^{M} a_{jm} \xi_m + \sum_{j=1}^{M} E_j,
\]

with, at the test level, \( E = \sum_i E_i \), and true score \( T \) defined as

\[
T = \sum_{j=1}^{M} a_{jm} \xi_m.
\]

Following Raykov and Shrout (2002), CTT reliability of test score
\( X_s \) can be written as

\[
\rho_{X_s}^2 = \frac{\sigma_T^2}{\sigma_{X_s}^2} = \frac{\sigma^2(\sum_{j=1}^{M} a_{jm} \xi_m)}{\sigma^2(\sum_{j=1}^{M} a_{jm} \xi_m + \sigma_E^2)}.
\]

This reliability definition is known as coefficient \( \omega \) (McDonald,
1999; Revelle & Zinbarg, 2009).

**Estimation of Reliability** The right-hand side in Equation 10
has been equated to CTT reliability, thus assuming that the
FA model with \( M \) latent variables \( \xi_m \) fits the data sufficiently
well to make the equality correct by approximation. In other
words, the FA model the researcher hypothesized has to be
the correct model for item performance; either forgetting
important latent variables or including irrelevant latent variables,
misspecifying the loading structure, or a combination of these
produces misfit of the model to the data and an inequality in
Equation 10.

Raykov and Shrout (2002) discussed a structural equation
modeling approach to estimating coefficient \( \omega \). Revelle and
Zinbarg (2009) discussed Equation 3 (their Equation 16, which
is basically the same equation as Equation 3) for one common
factor and several group factors, that is, factors on which sub-
sets of items load but not all items, and rewrote Equation 10
accordingly. Distinguishing a common factor and group factors
does not produce another reliability coefficient than Equation 10,
but it does hypothesize another latent variable structure for the
items. The latent variable structure’s fit to the data has to be in-
vestigated before one can say that the resulting coefficient \( \omega \) equates CTT reliability.

Revelle and Zinbarg (2009) rephrased Equation 10 using
an item’s communality, denoted \( b_j^2 \), which is the proportion
of variance of the item score explained by the common latent
variable and the group variables, say, \( M \) latent variables in total,
so that \( b_j^2 = \sum_{m=1}^{M} a_{jm}^2 \). The complement, \( d_j^2 = 1 - b_j^2 \), equates the proportion of unexplained variance and can be considered an
approximation of the item’s proportion of error variance. Using
these proportions for standardized item scores, coefficient \( \omega \)
becomes coefficient $\omega_f$ (McDonald, 1999; Revelle & Zinbarg, 2009):

$$\omega_f = 1 - \frac{\sum_j \left(1 - h_j^2\right)}{\sigma_{\epsilon, j}} = 1 - \frac{\sum_j d_j^2}{\sigma_{\epsilon, j}}$$

(11)

Another method called coefficient $\omega_g$ assesses how well the test measures the common latent variable (Revelle & Zinbarg, 2009) and simplifies Equation 11 by letting $M = 1$.

**GT: Model and Method**

GT’s purpose is to identify as many sources of error as possible that affect relative or absolute interpretations of persons’ test scores and then correct the reliability coefficient taking the error sources into account. Relative interpretation refers to a person’s position with respect to other tested persons, and absolute interpretation refers to a person’s position relative to an absolute performance criterion—indeed of other persons’ test scores (Brennan, 2001, p. 13). The reliability coefficient is labeled generalizability coefficient for relative interpretations and index of dependability for absolute interpretations. The error correction should provide the researcher with an impression of the degree to which persons’ test scores can be generalized accurately to their mean test score they would acquire under all possible conditions the test user is ready to accept. An example is different test versions randomly sampled from the same set of all possible items taking a particular attribute. Reliability is then corrected taking the interaction effect involving persons and test forms suggesting persons are differently ordered by different tests into account.

To realize its goal, in a generalizability study, GT uses the statistical framework of analysis of variance (ANOVA) to decompose test-score variance into as many sources as the test design allows, after which a decision study uses this information to devise a final, efficient assessment procedure that avoids as many error sources as possible. We only discuss the basics of the generalizability study that allow us to define a generalizability coefficient.

**Model.** The simplest GT model considers a population of persons that respond to, say, the multiple-choice items from the set of all possible multiple-choice items for a particular attribute. The set of items constitutes the universe of observations. In practice, one considers a sample of persons and a sample of items, which constitute the test. In ANOVA parlance, this is the fully crossed, one-facet random effects design (e.g., Brennan, 2001; Sanders, 1998, 2005; Shavelson & Webb, 1991). Facets are in GT what factors are in ANOVA (but not in FA). An individual’s test score is decomposed following the ANOVA layout of a dependent variable.

Let $\mu = \epsilon_r (X_{ij})$ denote the grand item-score mean across the population of persons and the set of items; $\mu_i = \epsilon_j (X_{ij})$ denote the mean person score across all items in the item set, known as the universe score; and $\mu_f = \epsilon_r (X_{ij})$ denote the mean item score across all persons in the population. In addition, let $\mu = \mu_f$ denote the mean score for the combination of person $i$ and item $j$, for example, across a number of different raters in a design that includes raters as a second facet, to be discussed shortly. It proves convenient to define the following effects (Brennan, 2001, p. 63): $\epsilon_i = \mu_i - \mu$ is the person effect, $\epsilon_j = \mu_j - \mu$ is the item effect, and $\epsilon_{ij} = \mu_{ij} - \mu_i - \mu_j + \mu$ is the interaction effect.

Analogous to CTT, observed score $X_{ij}$ is decomposed in a structural part and random measurement error,

$$X_{ij} = \mu_f + \epsilon_{ij},$$

(12)

in which

$$\mu_f = \mu + \epsilon_i + \epsilon_j + \epsilon_{ij},$$

(13)

so that

$$X_{ij} = \mu + \epsilon_i + \epsilon_j + \epsilon_{ij} + \epsilon_{ir}.$$  

(14)

Because, in the fully crossed, one-facet random effects design, only one score $X_{ij}$ is available for the combination of a person and an item, mean $\mu_f$ cannot be estimated. Hence, interaction effect $\epsilon_{ij}$ and random measurement error $\epsilon_{ir}$ cannot be distinguished and are combined to constitute the residual part of the model, defined as $\epsilon_{ir} = \epsilon_{ij} + \epsilon_{ir}$. The residual, thus, confounds the interaction component and the error component, with the latter containing all remaining influences on the item score that are not in Equation 14. The decomposition of $X_{ij}$ that is used in GT equals

$$X_{ij} = \mu + \epsilon_i + \epsilon_j + \epsilon_{ir}.$$  

(15)

The GT model can be extended, for example, by including raters. Items and raters, for example, also sampled from the set of all possible raters, together constitute the universe of observations. Let raters be indexed $r$ ($r = 1, \ldots, R$), and let $X_{ijr}$ be the score on item $j$ that rater $r$ assigned to person $i$. Let $\mu_{ir}$ be the expected score that is decomposed into a person effect, an item effect, a rater effect, and interaction effects, such that

$$\mu_{ir} = \mu + \epsilon_i + \epsilon_j + \epsilon_{ir} + \epsilon_{ir} + \epsilon_{ir},$$

(16)

and

$$X_{ijr} = \mu + \epsilon_i + \epsilon_j + \epsilon_{ir} + \epsilon_{ir} + \epsilon_{ir} + \epsilon_{irr}.$$  

(17)

This extension shows the potential of GT for use in many important measurement situations in health and nursing research.
**Definition and Estimation of Generalizability** GT’s reliability coefficient, known as the generalizability coefficient, equals the proportion of person-score variance relative to all effects that influence relative person ordering, thus excluding all effects the relative person ordering does not depend on and that define the scope of the generalization. We consider the situation in which the test is a randomly drawn set of items from the set of all possible items for measurement of the attribute of interest; see Shavelson and Webb (1991) and Brennan (2001) for details. We discuss the generalizability coefficient for relative person effects (rpe’s), defined as \( v_i = \mu_t - \mu \). Let \( \sigma^2_i = \varepsilon_i(v_j)^2 \) equal the variance of the rpe’s in the group, let \( \sigma^2_J/J = \nu_j(v_j)^2/J \) denote the variance of the mean item score across randomly drawn tests, and let \( \sigma^2_{\Delta}/J = \varepsilon_i \varepsilon_j (v_j + \nu_j)^2/J \) denote the residual variance for mean item scores; then, in the population, the mean item-score variance can be shown to be equal to

\[
\sigma^2_X = \sigma^2_i + \frac{\sigma^2_J}{J} + \frac{\sigma^2_{\Delta}}{J}.
\]  

The generalizability coefficient for rpe’s is defined as

\[
\rho^G_{rpe} = \frac{\sigma^2_i}{\sigma^2_i + \frac{\sigma^2_J}{J}}.
\]  

The denominator contains the variance components that influence the relative standing of persons, which are the interaction terms for person difficulty, rater level, time of testing, and so on. Interestingly, this also means that the test-score variance does not enter the denominator of the generalizability coefficient. Thus, the denominator is unequal the variance of person effects; two-facet, random effects design, including person, item, and rater main effects; three two-way interaction effects; and a residual effect that combines inseparable three-way interaction and error terms (Equation 17). The mean item-score variance can be decomposed as (Brennan, 2001, p. 11)

\[
\sigma^2_X = \sigma^2_i + \frac{\sigma^2_J}{J} + \frac{\sigma^2_R}{R} + \frac{\sigma^2_{\Delta}}{J} + \frac{\sigma^2_{\rho}}{JR} + \frac{\sigma^2_{\rho}}{JR}.
\]  

The generalizability coefficient is defined as

\[
\rho^G_{rpe} = \frac{\sigma^2_i}{\sigma^2_i + \frac{\sigma^2_J}{J} + \frac{\sigma^2_R}{R} + \frac{\sigma^2_{\Delta}}{J} + \frac{\sigma^2_{\rho}}{JR} + \frac{\sigma^2_{\rho}}{JR}}.
\]

The denominator contains the variance terms that influence relative person standing, which are the interaction terms for persons and tests and persons and raters (in addition to \( \sigma^2_i \)). More complex designs render definitions of the generalizability coefficient that differ with respect to the variance components in the denominators.

**ADDITIONAL REMARKS**

In this section, we briefly discuss topics that are relevant for the discussion on reliability.

**Comparison of FA and GT**

The FA approach decomposes the test score into common and unique latent variables that are hypothesized to relate to attributes driving item responses. The GT approach decomposes the test score into effects because of person performance but also item difficulty, rater level, time of testing, and so on. Rather than introducing the meaning of measurement into the equation, GT asks which degree test scores are dependent on item difficulty, rater level, time of testing, and so on and, thus, approaches the usefulness of the test score from a utilitarian perspective. Depending on the design of the study, test-score reliability—here, generalizability—is defined differently as different variance components enter the generalizability coefficient. Interestingly, this also means that the test-score variance does not enter the denominator of the generalizability coefficient; instead, the variance components that are relevant for person variance are in the denominator.

**Model Choice and Goodness of Fit**

An FA model serves as a hypothesis for the attribute structure that drives responses to items and determines the interitem correlation structure. The FA model can be tested statistically in a confirmatory FA or structural equation modeling framework. If the FA model does not fit because it is incomplete, latent or manifest (e.g., gender) variables that add to the explanation of the interitem correlation structure, but that were not included in the model, may be added, and the alternative FA model may be tested next. Incompleteness of models—not only FA models—is the common state of affairs; that is, models serve as idealizations of the truth and, thus, at best approximate the truth. If an FA model does not fit the data well but specifies the correct number of latent variables, it may be modified by having a different loading structure in which particular loadings are restricted to be 0, to be equal to other loadings, or to have particular values. Suggestions how to do this may be derived ad hoc from the goodness-of-fit analysis or may be hypothesized.
on the basis of theoretical expectations after which the model is tested as the null hypothesis.

**Goodness of Fit of CTT?**

In CTT, parallelism (defined earlier) and essential tau-equivalence (for a set of tests, a characteristic that defines individuals’ true scores to be different by a constant depending on true-score pairs and allows different error variances in the group; see Lord & Novick, 1968, p. 50) imply testable restrictions on statistics (e.g., Graham, 2006; Lord & Novick, 1968). For example, two parallel tests have the same correlations with any other variable $Z_j$; that is, $\rho_{X_i Z_j} = \rho_{X_i Z}$. Of course, correlations usually will be different for different variables $Z_q$ and $Z_t$. Likewise, essential tau-equivalence implies testable consequences. One could argue that the empirical investigation of these consequences represents ways of investigating the goodness of fit of CTT to the data. However, this argument is incorrect as the CTT model equations $X = T + E$ is a tautology and does not restrict the data; hence, the fit of CTT to the data cannot be investigated. The investigation of the observable consequences of parallelism and essential tau-equivalence provides evidence of whether parallel test reliability and methods like coefficient alpha, lambda2, and the greatest lower bound provide underestimates of the reliability.

**COMPUTATIONAL EXAMPLE**

To illustrate the three types of reliability, we first constructed a statistical simulation model according to the setup of a study described in National Council of State Boards of Nursing (2009). Then, we sampled a large data set from the simulation model and computed the generalizability coefficient (GT; Equation 21), coefficient alpha (CTT; $\sigma_{jk}$ is the interitem covariance),

$$\alpha = \frac{J}{J-1} \frac{\sum_j \sum_{jk} \sigma_{jk}}{\sigma^2_{X_j}}$$

(22)

and coefficient $\omega_f$ (FA; Equation 11). We used a statistical simulation model so as to have full control over the data generation.

In the National Council of State Boards of Nursing (2009) study, the performances of nursing sciences students in three scenarios—new onset of chest pain, sudden onset of shortness of breath, and acute change in level of consciousness—were videotaped. Two faculty members independently rated each videotape using a multi-item questionnaire with respect to patient–nurse relationship, symptom recognition, assessment, and intervention. Items were scored using rank numbers for the answer categories “inadequate,” “somewhat inadequate,” “not attempted,” “somewhat adequate,” and “adequate.”

We used a multifactor model (Equation 3) with an additional rater component as the statistical simulation model. We assumed that five abilities represented by five latent variables drove the responses to 28 items ($J = 28$). The first latent variable represented general ability, and the other four latent variables represented patient–nurse relationship ability, symptom recognition ability, assessment ability, and intervention ability. Let $\xi_{jm}$ ($i = 1, \ldots, N$; $m = 1, \ldots, 5$) denote student $i$’s value on latent variable $m$. Let $b_{jr} (j = 1, \ldots, J; r = 1, \ldots, R)$ be the intercept of item $j$ when assessed by rater $r$. A larger intercept means that the item is easier. Subscript $r$ indicates that the rater also influences the item easiness. The item is “easier” if the rater is lenient and “more difficult” if the rater is strict. Let $a_{jm}$ denote the loading of item $j$ on latent variable $m$, when assessed by rater $r$. The loadings represent the weight of latent variable $m$ on item $j$. Subscript $r$ indicates that the rater also influences the latent variable’s loading: If the rater values a particular aspect, such as symptom recognition, more importantly, the loading is larger. Let $E_{jr}$ denote random error. Let $\vartheta_{jr}$ denote a continuous score underlying the item scores.

The model for continuous score $\vartheta_{jr}$ is

$$\vartheta_{jr} = b_{jr} + \sum_{m=1}^{5} a_{jm} \xi_{jm} + E_{jr}. \tag{23}$$

Continuous scores $\vartheta_{jr}$ were transformed into discrete item scores $X_{jr}$ valued 0 (inadequate), 1 (somewhat inadequate), 2 (not attempted), 3 (somewhat adequate), and 4 (adequate) as follows. First, $\vartheta_{jr}$ was transformed to standard scores, that is, $z_{0r} = (\vartheta_{jr} - \bar{\vartheta}_r) / \sigma_{0r}$; then two points were added, producing a mean item score equal to 2; and finally, the scores were rounded to the nearest admissible value $X_{jr}$.

Data were generated using R (R Core Team, 2014; code available from the second author). Let $N (\mu, \sigma^2)$ denote a normal distribution with mean $\mu$ and variance $\sigma^2$. We sampled latent variables for 2,000 simulees from $N(0,1)$. We chose a sample size much larger than the National Council of State Boards of Nursing study ($N = 37$) to eliminate gross effects from sampling fluctuation. We chose the correlations between the latent variables equal to 0.4, which is a reasonable choice given that the abilities probably are positively correlated. Consistent with the National Council of State Boards of Nursing (2009) study, we assumed that two raters ($R = 2$) assessed each simulee’s videotapes. Intercept $b_{jr}$ is the sum of an item component $b^*_j$, sampled from $N(0,1)$, and a rater component $b^*_{jr}$, independently sampled from $N(0,0.2)$; that is, $b_{jr} = b^*_j + b^*_{jr}$. As the distribution of $b^*_j$ has a larger variance than the distribution of $b^*_{jr}$, the item has a larger effect on the easiness than the rater.

The loadings were obtained as follows. The first ability is a general ability on which all 28 items have a loading equal to 1. Loading $a^*_{mjr}$ is the sum of an item component $a^*_{mj}$, sampled from $N(0.5, 0.5)$, and a rater component $a^*_{mjr}$, independently sampled from $N(0, 0.3)$; that is, $a^*_{mjr} = a^*_{mj} + a^*_{mjr}$. The item has a larger effect on the loading than the rater. The other four abilities are domain specific and drive only subgroups of items. Only Items 1–7, which concern patient–nurse relationship, load on
the second latent variable; the loadings of the other items equal 0. Loading $a_{2r}$ consists of an item component $a_{2r}^*$, sampled from $N(0,0.5)$, and a rater component $a_{2r}^*$, independently sampled from $N(0,0.2)$. Hence, $a_{2r}=a_{2r}^*+a_{2r}^*$ for $j=1,\ldots,7$, and $a_{2r}=0$, otherwise. Following the same line of reasoning, $a_{2r}=a_{2r}^*+a_{2r}^*$ for $j=8,\ldots,14$, and $a_{2r}=0$, otherwise; $a_{2r}=a_{2r}^*+a_{2r}^*$ for $j=15,\ldots,21$, and $a_{2r}=0$, otherwise; and $a_{2r}=a_{2r}^*+a_{2r}^*$ for $j=22,\ldots,28$, and $a_{2r}=0$, otherwise. Random error $E_{ij}$ was sampled from $N(0,2)$.

Because of the three-way structure of the simulated data (students $\times$ items $\times$ raters), one should estimate generalizability rather than reliability. We advise against using CTT reliability estimators (cf. National Council of State Boards of Nursing, 2009) or FA estimators because, by ignoring that each student appears twice in the data, one incorrectly treats the observations as independent; hence, estimators, such as alpha and $\omega$, that ignore the dependence structure in the data cannot be interpreted meaningfully.

The generalizability coefficient was computed using our own R code (available from the second author). We found that $\hat{\alpha}_{ij}^2=.0398$, $\hat{\alpha}_{ij}^2=.0920$, $\hat{\alpha}_{ir}=.0187$, and $\hat{\alpha}_{ir}^2=.7160$; hence, the generalizability coefficient for rpe's (Equation 21) equals

$$\hat{\alpha}_{G}^{\text{rpe}} = \frac{\hat{\alpha}_{ij}^2}{\hat{\alpha}_{ij}^2 + \hat{\alpha}_{ir}^2 + \frac{\hat{\alpha}_{ir}^2}{\hat{\omega}_{ir}^2}} = \frac{0.0398}{0.0398+0.0920+0.0187+0.7160} = 0.6102. \quad (24)$$

The estimated alpha and $\omega$ coefficients (computed using the R package psych, version 1.3.2; Revelle, 2014) equal .6968 and .7470, respectively, but should not be used for these data.

The CTT approach and the FA approach should only be used for two-way data. For example, coefficients alpha and $\omega$, for the data Rater 1 produced equal 0.5699 and 0.6575, respectively, and for the data Rater 2 produced, the values are .7788, and .8165, respectively. Sirotnik (1970) showed that, for two-way data (e.g., persons $\times$ items), the generalizability coefficient equals coefficient alpha. The results show that Rater 2 produced more reliable test scores than Rater 1. Coefficient $\omega$, exceeds alpha. For these data, it can be expected that, compared with coefficient alpha, coefficient $\omega$ is a better approximation to the reliability because it takes the simulated factor structure into account.
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