FIG. 5: (a) Atom number distribution over the 1D tubes for a total atom number \( N = 1.1 \times 10^5 \) in the BEC and a 3D scattering length during loading \( a_{3D} = 173 \alpha_0 \). (b) Number of tubes that are filled with \( N_{i,j} = N' \) atoms. (c) Total number of atoms in tubes filled with \( N_{i,j} = N' \) atoms.

SUPPLEMENTARY MATERIAL: PROBING THE EXCITATIONS OF A LIEB-LINIGER GAS FROM WEAK TO STRONG COUPLING

Lattice depth calibration and error bars

The lattice depth \( V_{x,y} \) is calibrated via Kapitza-Dirac diffraction. The statistical error for \( V_{x,y} \) is 1\%, though the systematic error can reach up to 5\%.

The scattering length \( a_s \) is calculated via its dependence on the magnetic field \([1]\) with an estimated uncertainty of \( \pm 5 \alpha_0 \) arising from systematics in the magnetic field calibration and conversion accuracy. Additionally, the magnetic field gradient for sample levitation \([2, 3]\) leads to a variation of less than \( \pm 3 \alpha_0 \) across the sample.

Atom number distribution across the 1D tubes

In order to calculate a mean value of the interaction parameter \( \gamma \) and the Fermi wave vector \( k_F \) we need to know the atom number distribution across the ensemble of tubes, as shown in Fig. 5. We follow the calculation presented in \([4]\).

The BEC is adiabatically loaded from a crossed dipole trap into the optical lattice. When the lattice is fully ramped up to its final depth \( V_{x,y} = 30E_R \), the laser beams forming the array of tubes give rise to an additional background harmonic confinement. The total background harmonic confinement of lattice and dipole trap laser beams is measured to \( \omega_z = 2\pi \times 15.4(0.1) \text{Hz}, \omega_y = 2\pi \times 20.1(0.1) \text{Hz}, \) and \( \omega_x = 2\pi \times 15.8(0.1) \text{Hz} \). We deduce the atom number \( N_{i,j} \) for the tube \((i,j)\) from the global chemical potential \( \mu \). Assuming that interactions are sufficiently small during the loading process so that all tubes are in the 1D Thomas-Fermi (TF) regime, the local chemical potential in each tube reads

\[
\mu_{i,j} = \mu - \frac{1}{2} m (\lambda/2)^2 \left( \omega_x^2 z^2 + \omega_z^2 r^2 \right),
\]

with \( m \) the mass of the Cs atom and \( \lambda = 1064.5 \text{nm} \) the wavelength of the lattice light. From \( \mu_{i,j} \), the atom number in each tube can be derived via

\[
\mu_{i,j} \propto \left( \frac{3N_{i,j} g_{1D} \omega_x \sqrt{m}}{4\sqrt{2} \omega_s} \right)^{2/3},
\]

with \( g_{1D} \) the 1D coupling strength

\[
g_{1D} = 2\hbar \omega_s a_s \left( 1 - 1.0326 \frac{a_s}{a_\perp} \right)^{-1}.
\]

Here, \( a_\perp = \sqrt{\hbar/(m \omega_s)} \) is the radial oscillator length. The global chemical potential is calculated iteratively from the condition \( N = \sum_{i,j} N_{i,j}(\mu) \).

Density profile in the tubes

For \( T = 0 \) we model the 1D density distribution \( n(z) \) in each tube individually by numerically solving the Lieb-Liniger system and making a local density approximation \([5, 6]\). For \( T > 0 \) we solve the Yang-Yang thermodynamic equations of the 1D Bose gas making a local density approximation to calculate \( n(z,T) \) \([7]\). Representative examples for two different values of \( a_s \) at zero and finite temperature are shown in Fig. 6.

Mean \( \gamma \) and \( k_F \)

From the atom number distribution, we calculate the density profile for each tube individually as described above. The
As an example, the distribution of atoms over tubes with local interaction parameter \( \gamma_{ij} \) and a local value for \( k_F^i/k_F^j \) is depicted in Fig. 7(a) and (b) for a specific value of \( \alpha_i \). In Fig. 7(c) and (d) we show the mean value of \( \gamma \) and \( k_F \) as a function of \( \alpha_i \).

Sampling of the dynamical structure factor over the array of tubes and comparison with the experimental data

In linear response, the energy \( \Delta E(k, \omega, T) \) dumped into a single 1D gas after the Bragg pulse relates to the dynamical structure factor \( S(k, \omega, T) \) via [8]

\[
\Delta E(k, \omega, T) \propto \hbar \omega (1 - e^{-\hbar \omega/(k_B T)}) S(k, \omega, T).
\]

Provided that the system is probed at sufficiently large momentum \( k \) the DSF of the trapped system can be computed in a local density approximation

\[
S(k, \omega, T) = \frac{1}{2L} \int L \delta_{\text{hom}}(k, \omega; T; n(z)) dz,
\]

with \( L \) the system length and \( \delta_{\text{hom}} \) the DSF calculated for a homogeneous system with uniform density. In practice, we find that dividing the profile of each tube in \( \approx 10 \) homogeneous subsystems approximates the DSF of the trapped gas sufficiently well. The DSF in each tube with \( N_{ij} \) atoms obeys the f-sum rule [8],

\[
\int_{-\infty}^{+\infty} \omega S(k, \omega, T) d\omega \propto N_{ij}.
\]

In combination with detailed balance \( S(k, \omega) = e^{\hbar \omega/(k_B T)} S(k, -\omega) \) we find

\[
\int_{0}^{+\infty} \omega S(k, \omega, T)(1 - e^{-\hbar \omega/(k_B T)}) d\omega \propto N_{ij}.
\]

This allows us to calculate the dynamical response of the entire ensemble by first normalizing the DSF of each individual tube \((i, j)\) by its f-sum, respectively, and then weighting its contribution to the total signal by the number of atoms \( N_{ij} \). For a direct comparison with the experimental signal, we finally normalize the ensemble averaged response to unit area.

In the experiment, we extract \( \langle p^2 \rangle \) as a function of \( \omega \) from the momentum space distribution obtained after time-of-flight. For a direct comparison, each spectrum is normalized to unit area as the overall signal depends on the intensity of the Bragg lasers, which we slightly increase for data taken at stronger interactions. A changing offset due to an overall broadening of the momentum distribution with increasing \( \gamma \) is subtracted from the data. This offset does not affect the shape of the excitation spectrum and stems from the broadening of the unperturbed momentum distribution with increasing \( \gamma \).

The ABACUS algorithm

The DSF for a homogeneous system is computed using the ABACUS algorithm. The computations are performed for a finite system of length \( L \) with a finite particle number \( N \) and with periodic boundary conditions. This means that the experimental situation is recovered only in the thermodynamic limit \( N, L \to \infty \) with a density \( n = N/L \) fixed through the local density approximation. We have confirmed that the particle numbers \( N \) chosen for the computations (up to \( N = 128 \)) are large enough for the results to faithfully represent the thermodynamic limit. The only exceptions are the highest temperature curves in Fig. 3 (b)-(d) where some oscillations due to the finite size are still visible at high energies. The correlation function is evaluated numerically by summing contributions according to the Lehmann spectral representation. The spectral sum is infinite and needs to be truncated. The ABACUS
algorithm performs this operation in an efficient way capturing the most relevant contributions. The error caused by the truncation is easily tractable by evaluating the \( f \)-sum rule and, for the presented data, does not exceed 5% of the total spectral weight.

**Regime of linear response**

Measuring the DSF via Bragg spectroscopy requires to probe the system in the regime of linear response. This we tested experimentally by validating that the excitations created depend linearly on the pulse length and quadratically on the intensity of the Bragg lasers for the range of parameters used in the experiment, see Fig. 8 [9].

**Heating effects on the excitation spectra**

Besides the detailed theoretical analysis of finite temperature effects on the measured DSF reported in the main article, we have checked in an experiment that heating during the ramp of \( a_\ell \) to large values only marginally influences the shape of the excitation spectrum when compared to the effect of interactions. In Fig. 9(a) we show Bragg excitation spectra taken at moderate interaction strength, corresponding to the data shown in Fig. 2(b) of the main article. For the two datasets shown, we either ramp directly to \( 173a_0 \) (squares) or ramp deep into the regime of strong interactions, \( a_\ell = 810a_0 \), and back (circles) prior to applying the Bragg pulse.

**Interaction-independent spectral width at small \( \gamma \)**

In the limit of weak interactions we observe a width of the excitation spectra that levels off at a constant value as shown in Fig. 9(b). We attribute this to the onset of two effects that prevent the observation of a \( \delta \)-like peak as expected in a non-trapped homogeneous system for \( \gamma \to 0 \). First, the finite length of the Bragg excitation pulse causes Fourier broadening, which results in an estimated residual width of \( \approx 120\text{Hz} \) in the non-interacting limit [8]. Second, the finite size of the sample due to the presence of the harmonic trap leads to an uncertainty-limited energy width (not accounted for in the LDA) that can be estimated to \( \delta \omega = 2h/\sqrt{mA_\ell} \) for a sample of non-interacting particles [10]. Here, \( A_\ell = \sqrt{\hbar/(mA_\ell)} \) denotes the quantum length scale of the trap.

**Momentum distribution of Lieb-I and Lieb-II excitations**

In order to illustrate the effects of additional particle-hole excitations on the momentum distribution, we consider two
FIG. 10: Momentum distribution of two states excited with a single (particle-hole) excitation over the ground state for $\gamma = 64$. In the first case (a) the momentum is carried by a hole-like Lieb II excitation, in the second (b) by a particle-like Lieb I excitation. Both states have the same total momentum equal to $k/k_F = 1$. The calculation is done for a system of 32 particles. The shaded areas indicate the difference to the ground-state momentum distribution.

situations in which the total momentum of an excited state (obtained by adding a single particle-hole excitation with total momentum equal to the Fermi momentum on the ground state) is carried either by the hole (Lieb type II) mode (Fig. 10(a)) or by the particle (Lieb type I) mode (Fig. 10(b)). The computations are performed again using the ABACUS method [11]. The results show that while in both cases the momentum distribution function is augmented by broadened peaks, the hole excitation leads to an overall broadening of $n(k)$ while the particle excitation appears as a more distinguishable peak. This highlights the collective nature of the Lieb-II hole-like excitations and qualitatively reproduces the features seen in Fig. 4 of the main text.