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1 Introduction

Experimental LHC analyses typically involve several kinematic cuts. Many of them are fairly harmless from a theoretical point of view. However, when these restrictions on initial- and/or final-state radiation lead to widely separated energy scales, large logarithms can be induced in the corresponding cross section, requiring resummation. One example is given by the jet veto used to suppress backgrounds in Higgs analyses, where the resummation of jet-veto logarithms [1–6] greatly reduces the dominant source of theoretical uncertainty. A closely related process is Drell-Yan (or vector boson) production in the case the lepton
pair has a small $p_T$ compared to their invariant mass $Q$. Another example is the jet mass $m_J$ spectrum of a jet with transverse momentum $p_T$, which requires resummation around the peak of the distribution where $m_J \ll p_T$.

In this paper we focus on double differential measurements, where both observables lead to large logarithms. Using effective field theory methods, we derive new resummed expressions for a class of double differential cross sections. Our results smoothly connect to the phase space boundaries, which require different effective field theories. This formalism has applications to jet cross sections and jet substructure studies, and we will consider an example of both in this paper.

As the field of jet substructure has matured, multivariate analyses have become common. Furthermore, some of the measurements with the best discrimination power are ratios of infrared and collinear safe observables, such as ratios of $N$-subjettiness, energy correlation functions or planar flow. These quantities are themselves not infrared and collinear safe, and their calculation involves marginalizing over the resummed two-dimensional distribution. The pioneering study in ref. investigating the measurement of two angularities on one jet, inspired the present paper.

Our formalism can also be applied to $pp \to H + 1$ jet production, where in addition to the jet veto the transverse momentum of the jet becomes small. This important contribution to the cross section is not yet fully understood. In this paper, to better illustrate the features of our framework, we will mainly focus on a simpler (but related) problem in $Z + 0$ jet production, carrying out the simultaneous resummation of the jet veto and the transverse momentum of the $Z$ boson.

Resummation is often achieved using the parton shower formalism. The great advantage of parton shower Monte Carlo event generators, such as PYTHIA and HERWIG, is that they produce a fully exclusive final state, giving the user full flexibility. On the other hand, this approach is limited to leading logarithmic (LL) accuracy, and it is difficult to estimate the corresponding theory uncertainty. It is also not clear to what extent correlations between resummed observables are correctly predicted by Monte Carlo models, see e.g. ref. By contrast, we predict these correlations and our resummed predictions have a theory uncertainty attached to it, whose reliability can be verified by comparing different orders in resummed perturbation theory. Note that there has been significant progress by matching higher-order matrix elements with parton showers (see e.g. refs.) and (partially) including higher-order resummation.

We will illustrate the features of our framework in the specific case of $pp \to Z + 0$ jets, where the transverse momentum $p_T$ of the $Z$ boson is measured and a global jet veto is imposed using the beam thrust event shape

$$T = \sum_i p_{iT} e^{-|\eta_i|} = \sum_i \min\{p_i^+, p_i^-\}. \quad (1.1)$$

The sum on $i$ runs over all particles in the final state, except for the leptonic decay products of the $Z$. Here, $p_{iT}$ is the magnitude of the transverse momentum and $\eta_i$ the pseudorapidity of particle $i$ in the center-of-mass frame of the hadronic collision. Light-cone coordinates
Figure 1. The different regions for the double measurement of $p_T$ and beam thrust $T$ in $Z$-boson production from $pp$ collisions.

are defined as

$$p_i^{\mu} = p_i^+ \frac{n^{\mu}}{2} + p_i^- \frac{n^{\mu}}{2} + p_{i\perp}^{\mu}, \quad p_i^- = \bar{n} \cdot p_i, \quad p_i^+ = n \cdot p_i,$$

(1.2)

where $n^{\mu} = (1, 0, 0, 1)$ and $\bar{n}^{\mu} = (1, 0, 0, -1)$ are along the beam axis. Beam thrust imposes a global veto on all radiation in an event, which is impractical in the LHC environment. This can be remedied by only including the contributions from jet regions in eq. (1.1) \[47\]. We will nevertheless consider the global veto to keep our discussion as simple as possible. At the end of section 2.2 we will comment on a special class of non-global measurements whose logarithms can easily be resummed within our approach.

We will perform resummations using Soft-Collinear Effective Theory (SCET) [48–51]. Which version of SCET is the appropriate one, namely what the relevant degrees of freedom are, depends on the region of phase space probed by the measurement, as shown in figure 1 and discussed below. We find that in the intermediate region, between the SCET$\text{I}$ and SCET$\text{II}$ boundaries, the effective field theory involves additional collinear-soft modes. This type of mode was introduced in a different context in ref. [52], and has led us to also refer to our effective theory as SCET$+$. Since we are considering different observables than ref. [52], there are of course important differences, which will be discussed in section 2.1. We now comment on the theoretical description relevant for each region of phase space in the $(p_T, T)$ plane.

- **Fixed Order**: $p_T, T \sim Q$
  When $p_T$ and $T$ are parametrically of the same size as the hard scale $Q^2 = p_Z^2 \sim m_Z^2$, resummation is not necessary and a fixed-order calculation suffices.

- **SCET$\text{I}$**: $p_T \sim Q^{1/2}T^{1/2}$
  This case was discussed in ref. [53]. The collinear and soft modes, shown in the left panel of figure 2, interact. The SCET$\text{I}$ scale hierarchy implies that the soft radiation contributes only to $T$ (its contribution to $p_T$ is power suppressed), whereas
the collinear radiation contributes both to the $p_T$ and the $T$ measurement. This collinear radiation is described by fully-unintegrated parton distribution functions (PDFs) \[53–56\], which depend on all momentum components of the colliding parton. By contrast, the standard PDFs only depend on the momentum fraction $x$.

- **SCET**: $p_T \sim Q^{1-r} T^r$ with $1/2 < r < 1$
  As $p_T$ is lowered, the collinear modes can no longer interact with the soft mode. They “split off” collinear-soft modes that do interact with the soft modes, see figure 2. (To have a distinct mode contribution requires sufficient distance from the SCET I and SCET II boundaries.) In this scenario, the collinear radiation only contributes to $p_T$, the soft radiation only to $T$, and the collinear-soft radiation enters in both measurements. The SCET$^+$ power counting will be given below in table 1.

- **SCET II**: $p_T \sim T$
  As $p_T$ is reduced further, the soft mode “absorbs” the two collinear-soft modes. In the resulting theory there are no interactions between the collinear and the soft modes, as shown in the left panel of figure 2. The collinear radiation, which in the SCET II case is described by transverse-momentum dependent (TMD) PDFs, only affects $p_T$, whereas now the soft mode contributes to both measurements.

- **$Z$+forward jet**: $p_T \gg Q^{1/2} T^{1/2}$
  As $p_T$ exceeds this bound, the QCD radiation becomes (much) more energetic than the invariant mass $Q$ of the $Z$ boson. This cannot be described as initial-state radiation, but rather as $Z$ production in association with an energetic forward jet.

- **Terra incognita**: $p_T \ll T$
  Unlike the previous regions, the cross section no longer receives a contribution from a single emission. There is a small NNLO contribution from the region of phase space where the two emissions are (almost) back-to-back in the transverse plane. In double parton scattering (DPS) the production of the $Z$ and the two jets are (largerly) independent of each other, causing the jets to naturally be back-to-back.\(^1\)
  The contribution from DPS is therefore also important. As the proper method for combining single and double parton scattering is still under debate \[59–64\], we leave this for future work.

In this paper, we also show how to combine the SCETI, SCET$^+$ and SCETII regions to achieve NNLL resummation throughout. The corresponding next-to-leading order cross section is calculated, providing a check of our results.

In most earlier studies of multi-dimensional observables in SCET, such as refs. \[65, 66\], the measurements concerned different regions of phase space (hemispheres, jets, etc.). There, resummation is achieved by assuming a single parametric relation between the observables, to avoid so-called non-global logarithms \[67, 68\]. In ref. \[34\] the two boundary theories for the measurement of two angularities on a single jet were identified. There an

\(^1\)This feature is exploited to extract DPS experimentally, see e.g. refs. \[57, 58\].
interpolating function across the intermediate region was derived, by requiring it to be continuous and have a continuous derivative at the boundaries. We revisit their NLL results and find a discrepancy at $\mathcal{O}(\alpha_s^2)$ in the bulk. It is worth mentioning that in this case both boundaries involve SCET$_I$-type theories, to which our framework can be applied as well.

The paper is structured as follows. In section 2.1 we introduce SCET$_+$, perform the matching of QCD onto SCET$_+$ currents, and comment on the (dis)similarities with the theory introduced in ref. [52]. Section 2.2 contains the factorization formulae for the Drell-Yan cross section with a simultaneous measurement of $p_T$ and $T$ in the SCET$_I$, SCET$_+$ and SCET$_H$ regions of phase space, as well as the field-theoretic definitions of the matrix elements involved. We calculate/collect all the ingredients necessary to achieve NNLL accuracy in section 3 and discuss the (all-order) matching of SCET$_I$, SCET$_+$ and SCET$_H$ in section 4. The corresponding NLO cross section is calculated in section 5, providing a verification of our resummed predictions. In section 6 we calculate the double angularity measurement on a single jet and compare with ref. [34]. Conclusions and outlook are presented in section 7.

2 Factorization

2.1 Effective theory for the region between SCET$_I$ and SCET$_H$ boundaries

Soft-Collinear Effective Theory (SCET) [48–51] describes the collinear and soft limits of QCD. For a pedagogical introduction see e.g. refs. [69, 70]. SCET captures QCD in the infrared regime up to corrections that are suppressed by powers of the SCET expansion parameter $\lambda \ll 1$, in exchange for enabling the resummation of large logarithms of $\lambda$. As discussed in section 1, both the process and measurement determine which modes give the leading contributions to the cross section in a specific kinematic regime. In figure 2 we summarize the scalings and interactions between different degrees of freedom leading to the physical picture in section 1. These modes need to be well-separated, in order for $\lambda$ to be small. The decoupling of modes in the SCET Lagrangian (at leading power) allows one to
factorize multi-scale cross sections into products (or convolutions) of single-scale functions for each mode. At its natural scale, each of these function contains no large logarithms. By applying the renormalization group (RG) evolution from these natural scales to a common scale \( \mu \), we achieve resummation of logarithms of \( \lambda \) in the cross section. For modes that are not separated in virtuality but only in rapidity, we will sum the corresponding single logarithms through the \( \nu \)-evolution of the rapidity renormalization group [71, 72]. Pictorially, the \( \mu \)-evolution sums logarithms related to the separation between the mass hyperbolae of the modes, whereas the \( \nu \)-evolution sums the logarithms related to the separation along them, see figure 3.

We will now discuss SCET+ in some detail, focussing on modes, matching of QCD onto SCET+ and factorization. We refrain from performing a full formal construction of the effective theory. Factorization means there are no interactions between the various modes, and each mode is described by a (boosted) copy of QCD. In particular, one can use the standard QCD Feynman rules (rather than e.g. the collinear effective Lagrangian of ref. [49]) to carry out the computations for each sector.

The measurement of beam thrust \( T \) and transverse momentum \( p_T \), with \( p_T \sim Q^{1-r} T^r \) and \( 1/2 < r < 1 \), suggests that the relevant modes are those listed in table 1 and shown

---

**Figure 3.** The \( \mu \)-evolution resums double logarithms from separations in virtuality (between hyperbolae), while the \( \nu \)-evolution resums single logarithms related to separations in rapidity (along hyperbolae). The collinear, collinear-soft and soft modes are depicted in green, blue and orange, respectively.

**Table 1.** Modes and power counting in SCET+ with \( \lambda \sim T/Q \sim (p_T/Q)^{1/r} \).

<table>
<thead>
<tr>
<th>Mode:</th>
<th>Scaling ((-, +, \perp))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )-collinear</td>
<td>( Q(1, \lambda^{2r}, \lambda^r) \sim (Q, p_T^2/Q, p_T) )</td>
</tr>
<tr>
<td>( \bar{n} )-collinear</td>
<td>( Q(\lambda^{2r}, 1, \lambda^r) \sim (p_T^2/Q, Q, p_T) )</td>
</tr>
<tr>
<td>( n )-collinear-soft</td>
<td>( Q(\lambda^{2r-1}, 1, \lambda^r) \sim (p_T^2/T, T, p_T) )</td>
</tr>
<tr>
<td>( \bar{n} )-collinear-soft</td>
<td>( Q(\lambda, \lambda^{2r-1}, \lambda^r) \sim (T, p_T^2/T, p_T) )</td>
</tr>
<tr>
<td>soft</td>
<td>( Q(\lambda, \lambda, \lambda) \sim (T, T, T) )</td>
</tr>
</tbody>
</table>

---

\(^2\)For alternative approaches to rapidity resummation in SCET, see e.g. refs. [14, 73].

\(^3\)Note that our analysis is independent of the parameter \( r \), as is clear from the second way of writing the modes in table 1. However, we prefer to use a single power counting parameter \( \lambda \).
in the center panel of figure 2, with power counting parameter
\[
\lambda \sim \frac{T}{Q} \sim \left( \frac{p_T}{Q} \right)^{1/r}.
\] (2.1)
A collinear mode only affects the \(p_T\)-distribution, as the contribution to \(T\) from its small light-cone component is power suppressed. Similarly, a soft mode only contributes to \(T\), whereas the collinear-soft modes contributes to both measurements. These on-shell modes are uniquely specified by these features. Of course, additional (redundant) modes may be included, as long as the double counting is removed (for example by an appropriate zero-bin subtraction [74]). As usual, we will assume the cancellation of (off-shell) Glauber modes. These account for initial-state hadron-hadron interactions taking place before the collision, which would ruin factorization [75]. This cancellation has only been rigorously proven for inclusive Drell-Yan [76], and could be spoiled due to our \(p_T\) and \(T\) measurements [77].

The QCD quark and gluon fields are decomposed into several SCET fields which scale differently with respect to the expansion parameter \(\lambda\). By matching quark currents from QCD onto SCET, we obtain
\[
\Psi \Gamma \bar{\Psi} = C(Q^2, \mu) \bar{\xi}_n W_n \xi_n \Gamma \bar{V}_n V_n \Gamma \bar{X}_n X_n \bar{S}_n S_n \bar{W}_n W_n \bar{\xi}_n.
\] (2.2)

The matching coefficient \(C(Q^2, \mu)\) captures the effect of hard virtual gluon exchanges not present in the effective theory. In eq. (2.2), \(\xi_n\) and \(\bar{\xi}_n\) are the fields for collinear (anti-) quarks moving in the \(n\) (\(\bar{n}\)) direction and \(\Gamma\) denotes a generic Dirac structure. The Wilson line \(W_n\) arises from \(n\)-collinear gluons emitted by \(\bar{\Psi}\) (which itself is \(\bar{n}\)-collinear) [50]
\[
W_n = P \exp \left[ i g \int_{-\infty}^{0} du \bar{n} \cdot A_n(u \bar{n}) \right].
\] (2.3)
The Wilson line \(V_n\) is its direct analog for \(n\)-collinear soft gluons (obtained by replacing \(A_n \rightarrow A_{nCS}\) ). Soft gluons emitted by \(\Psi\) are summed into the Wilson line \(S_n\) [51]
\[
S_n = P \exp \left[ i g \int_{-\infty}^{0} du n \cdot A_s(u n) \right],
\] (2.4)
and the analog for \(n\)-collinear-soft gluons is \(X_n\).

To fix the ordering of Wilson lines, we exploit gauge invariance of SCET, +. In order to preserve the scaling of the fields, separate collinear, collinear-soft and soft gauge transformations have to be introduced, see e.g. refs. [51, 52]. Only the \(n\)-collinear fields transform under \(n\)-collinear gauge transformations. The other fields are taken far off-shell and are thus unable to resolve the local change induced by this gauge transformation. This causes \(W_n^\dagger \xi_n\) and \(\bar{\xi}_n W_n\) to be grouped together. Under a \(n\)-collinear-soft gauge transformation \(U_{nCS}\)
\[
W_n^\dagger \xi_n \rightarrow W_n^\dagger \xi_n , \quad S_n \rightarrow S_n , \quad V_n \rightarrow U_{nCS} V_n , \quad X_n \rightarrow U_{nCS} X_n ,
\]
\[
\bar{\xi}_n W_n \rightarrow \bar{\xi}_n W_n , \quad S_n \rightarrow S_n , \quad V_n \rightarrow V_n , \quad X_n \rightarrow X_n ,
\] (2.5)
which groups \(V_n^\dagger X_n\) together. Similarly, \(X_n^\dagger V_n\) must be grouped together by \(\bar{n}\)-collinear-soft gauge invariance. The effect of a soft gauge transformation \(U_s\) is given by
\[
W_n^\dagger \xi_n \rightarrow W_n^\dagger \xi_n , \quad S_n \rightarrow U_s S_n , \quad V_n \rightarrow U_s V_n U_s^\dagger , \quad X_n \rightarrow U_s X_n U_s^\dagger ,
\]
\[
\bar{\xi}_n W_n \rightarrow \bar{\xi}_n W_n , \quad S_n \rightarrow U_s S_n , \quad V_n \rightarrow U_s V_n U_s^\dagger , \quad X_n \rightarrow U_s X_n U_s^\dagger .
\] (2.6)
The soft gluon field acts as smooth background for collinear-soft modes, implying that the effect of a soft gauge transformation on collinear-soft modes is similar to a global color rotation. This almost fixes the ordering in eq. (2.2). There are still a few other possibilities that satisfy the constraints from gauge invariance, such as \( \bar{\xi}_n W_n S_n^T V_n^\dagger \Gamma X_n^\dagger V_n^\dagger S_n W_n^\dagger \xi_n \). However, these can be ruled out by considering the tree-level matching of QCD onto SCET.+

At this point the soft fields still interact with the collinear-soft fields, as indicated in the middle panel of figure 2. By performing the analog of the BPS field redefinition [51], we decouple the soft fields from the collinear-soft fields,

\[
V_n \rightarrow S_n V_n S_n^T, \quad X_n \rightarrow S_n X_n S_n^T, \\
\bar{V}_n \rightarrow S_n \bar{V}_n S_n^T, \quad \bar{X}_n \rightarrow S_n \bar{X}_n S_n^T.
\]

This leads to

\[
\bar{\Psi} \Gamma \Psi = C(Q^2, \mu) \bar{\xi}_n W_n X_n^\dagger V_n^\dagger \Gamma S_n V_n^\dagger S_n W_n^\dagger \xi_n.
\]

The various modes in this matching equation no longer interact and the derivation of factorization formulae now follows the standard procedure in SCET. In particular, establishing factorization to all orders in \( \alpha_s \) requires decoupling of the different modes in the Lagrangian, for which we refer to ref. [52].

One expects that this matching receives power corrections of the size \( \lambda^{2r-1} \sim p_T^2/(Q T) \) and \( \lambda^{2-2r} \sim T^2/p_T^2 \), which measure the distance from the respective SCET_I and SCET_{II} boundary regions of phase space. In our NLO calculation in section 5 we find corrections of the first type but not of the second. However, we expect that this will no longer be the case at higher orders.

Finally, we briefly comment on the (dis)similarities of our theory with the SCET_{+} introduced in ref. [52]. In that paper the dijet invariant mass \( m_{j_1j_2} \) distribution for nearby jets is calculated, with the hierarchy \( m_{j_1}, m_{j_2} \ll m_{j_1j_2} \ll Q \). Their collinear-soft modes can resolve the two nearby jets, whereas the soft modes do not, and the collinear modes are restricted to the individual jets. Their factorization theorem involves convolutions through the small collinear light-cone component. Since we consider different type of observables, our convolutions of collinear-soft modes with either collinear or soft radiation have a different structure. The matching in ref. [52] was (also) performed in two steps, where in the first step the two nearby jets are not resolved from each other. Nevertheless, the similarities between the modes and Wilson lines in our and their approach seemed sufficient to us to adopt the same name for our effective theory.

### 2.2 Factorization formulae

We now discuss SCET factorization formulae for Drell-Yan cross sections that are differential both in \( T \) and \( p_T \), both at the SCET_I and SCET_{II} phase space boundaries and in the SCET_{+} “bulk”. In Drell-Yan production, \( pp \rightarrow Z/\gamma^* \rightarrow \ell^+\ell^- \), the lepton pair has a large invariant mass \( Q \). A proof of factorization at leading power in \( \Lambda_{QCD}/Q \) has been given by Collins, Soper and Sterman [9], for any value of the transverse momentum \( p_T \) of the lepton pair, namely for both \( p_T \sim Q \) and \( p_T \ll Q \). Here we impose in addition a
veto on hard central jets through a cut on beam thrust $T$ in the center-of-mass frame of the $pp$ collision [1], see eq. (1.1). We consider different kinematic regimes for $p_T$ and $T$, as discussed in the introduction. We will not perform the joint resummation of threshold logarithms that becomes important as $Q$ approaches the total CM energy $E_{cm}$ [78].

If $\Lambda_{QCD} \ll p_T \sim (TQ)^{1/2} \ll Q$ (SCET$_1$ case), we have the following leading-power factorization formula [46, 53]

$$\frac{d^4 \sigma}{dQ^2 \, dY \, dp_T^2 \, dT} = \sum_q \delta_q^0 \, H(Q^2, \mu) \int dt_1 \, dt_2 \int d^2 \vec{k}_{1 \perp} \, d^2 \vec{k}_{2 \perp} \int dk^+ \, S(k^+, \mu) \times \left[ B_q(t_1, x_1, \vec{k}_{1 \perp}, \mu) \, B_{\bar{q}}(t_2, x_2, \vec{k}_{2 \perp}, \mu) + (q \leftrightarrow \bar{q}) \right] \times \delta \left( T - \frac{e^{-Y} t_1 + e^Y t_2}{Q} - k^+ \right) \, \delta (p_T^2 - |\vec{k}_{1 \perp} + \vec{k}_{2 \perp}|^2), \quad (2.9)$$

whose ingredients we will describe below. The sum extends over the various quark flavors, $Y$ is the total rapidity of the leptons, and the momentum fractions of the colliding partons are

$$x_1 = \frac{Q}{E_{cm}} \, e^Y, \quad x_2 = \frac{Q}{E_{cm}} \, e^{-Y}. \quad (2.10)$$

The quantities $e^{-Y} t_1/Q$, $e^Y t_2/Q$ and $k^+$ in eq. (2.9) are the contributions to $T$ from the $n$-collinear, $\bar{n}$-collinear and soft radiation. For $n$-collinear radiation, we always have $p_i^+ < p_i^-$, for $\bar{n}$-collinear radiation, $p_i^+ > p_i^-$, whereas the soft radiation can go into both hemispheres ($p_i^+ < p_i^- \text{ and } p_i^+ > p_i^-$).

At leading order in the electroweak interactions,

$$\delta_q^0 = \frac{4\pi \alpha^2_{em}}{9Q^2 E_{cm}^2} \left[ Q^2 + \frac{(v_{\ell q}^2 + a_{\ell q}^2) (v_{l q}^2 + a_{l q}^2) - 2Q_{q}v_{\ell q}v_{l q}(1 - m_Z^2/Q^2)}{(1 - m_Z^2/Q^2)^2 + m_Z^2 \Gamma_Z^2/Q^4} \right], \quad (2.11)$$

where $Q_q$ is the quark charge in units of $|e|$. $v_{\ell q}$ and $a_{\ell q}$ are the standard vector and axial couplings of the leptons and quarks, and $m_Z$ and $\Gamma_Z$ are the mass and width of the $Z$ boson.

The hard function $H(Q^2)$ is the square of the Wilson coefficient $C(Q^2)$ for the matching of QCD onto SCET vector and axial quark currents$^4$

$$H(Q^2, \mu) = |C(Q^2, \mu)|^2. \quad (2.12)$$

It does not depend on $p_T$, since we only consider $p_T \ll Q$.$^5$ Since lepton masses are neglected, there is no contribution from gluon operators in the matching of the (axial) currents [46]. The gluon PDF only appears through its contribution to the quark beam function, see eq. (3.2).

Due to the SCET$_1$ hierarchy of scales, the effect of soft radiation on the $p_T$-distribution is power suppressed, so only the fully-unintegrated (FU) PDFs account for the recoil of the energetic initial-state radiation against the final-state leptons. Because we consider

$^4$As compared to eq. (2.2), in SCET$_1$ only collinear and (ultra-)soft Wilson lines enter the matching.

$^5$The leptonic tensor in the Drell-Yan process does not depend on $p_T$ at leading order.
perturbative $p_T, T \gg \Lambda_{\text{QCD}}$, we will refer to these as FU beam functions in the following. At the bare level, these are defined as the following proton matrix element of collinear fields [53]

$$B_q(t, x, \vec{k}_\perp) = \left< p_n(p^-) \left| \chi_n(0) \frac{i\not{k}}{2} \left( \delta(k^- - p^- + \not{P}) \delta(t - k^- P^+) \delta^2(\vec{k}_\perp - \vec{P}_\perp) \chi_n(0) \right) \right| p_n(p^-) \right>.$$  

(2.13)

The light-like vector $n^\mu$ is along the direction of the incoming proton (i.e. $p^\mu = E_n n^\mu / 2$) and the operator $\not{P}$ returns the momentum of the intermediate state.\footnote{We can avoid using the label-momentum formalism employed in e.g. refs. [53, 79] since after factorization the collinear sector is simply a boosted copy of QCD.} By boost invariance along the $n$-direction, these functions only depend on the momentum fraction $x = k^- / p^-$, the transverse virtuality $-t = k^- k^+$ of the colliding parton, and the transverse momentum $\vec{k}_\perp$ [53, 79].

The (ultra-)soft radiation is described by the beam thrust soft function $S(k)$ [46]. This is given in terms of a soft Wilson-line correlator as

$$S(k^+) = \frac{1}{N_c^2} \langle 0 | \text{Tr} \left[ T(S^-_n(0) S_n(0)) \delta(k^+ - P_1^+ - P_2^-) T(S^+_n(0) S_n(0)) \right] | 0 \rangle ,$$  

(2.14)

where $\langle T \rangle$ denotes (anti)time ordering and the operator $P_1 (P_2)$ gives the momentum of the soft radiation going into the hemisphere defined by $p_1^+ < p_2^- (p_1^+ > p_2^-)$.

In the region of phase space described by SCET$_+$ ($\Lambda_{\text{QCD}} \ll T \ll p_T \ll (T Q)^{1/2} \ll Q$),

$$\frac{d^4 \sigma}{dQ^2 dY dp_T^2 dT} = \sum_q \delta^4_0 H(Q^2, \mu) \int d^2 \vec{k}_1 \perp d^2 \vec{k}_2 \perp d^2 \vec{k}_1 \perp \perp d^2 \vec{k}_2 \perp \perp \int dk_1^+ dk_2^+ dk^+ S(k^+, \mu)$$

$$\times B_q(x_1, \vec{k}_1 \perp, \mu, \nu) B_q(x_2, \vec{k}_2 \perp, \mu, \nu) \mathcal{S}(k_1^+, \vec{k}_1 \perp, \mu, \nu) \mathcal{S}(k_2^+, \vec{k}_2 \perp, \mu, \nu)$$

$$\times \delta(T - k_1^+ - k_2^+ - k^+) \delta(p_T^2 - |\vec{k}_1 \perp + \vec{k}_2 \perp + \vec{k}_1 \perp \perp + \vec{k}_2 \perp \perp|^2) + (q \leftrightarrow \bar{q}) .$$  

(2.15)

The contribution from collinear radiation is now encoded in TMD beam functions,

$$B_q(x, \vec{k}_\perp) = \left< p_n(p^-) \left| \chi_n(0) \frac{i\not{k}}{2} \left[ \delta(k^- - p^- + \not{P}) \delta^2(\vec{k}_\perp - \vec{P}_\perp) \chi_n(0) \right) \right| p_n(p^-) \right>.$$  

(2.16)

Their naive definition using dimensional regularization is known to suffer from light-cone singularities (rapidity divergences), which we regulate following refs. [71, 72]. There are separate but identical collinear-soft functions for the $n$ and $\bar{n}$ direction,

$$\mathcal{S}(k^+, \vec{k}_\perp) = \frac{1}{N_c} \left< 0 | \text{Tr} \left[ T(X^+_n(0) X_n(0)) \delta(k^+ - P^+) \delta^2(\vec{k}_\perp - \vec{P}_\perp) T(V^+_n(0) X_n(0)) \right] | 0 \right> ,$$

$$= \frac{1}{N_c} \left< 0 | \text{Tr} \left[ T(V^+_n(0) X_n(0)) \delta(k^+ - P^-) \delta^2(\vec{k}_\perp - \vec{P}_\perp) T(X^+_n(0) X_n(0)) \right] | 0 \right> ,$$  

(2.17)

which are also affected by rapidity divergences.

For the hierarchy $\Lambda_{\text{QCD}} \ll p_T \sim T \ll Q$, soft modes have the same virtuality and transverse momentum as the collinear ones, and contribute both to $T$ and $p_T$ measurements. The corresponding SCET$_{\text{II}}$ factorization theorem has the form
The new ingredient is given by the FU soft function, which is defined as
\[
S(k^+, \vec{k}_\perp) = \frac{1}{N_c} \langle 0 | T \left( S_{n}^f(0) S_{n}(0) \right) \delta(k^+ - P_1^+ - P_2^-) \delta^2(\vec{k}_\perp - \vec{P}_\perp) T(S_{n}^f(0) S_{n}(0)) | 0 \rangle.
\] (2.19)

It is natural to ask to what extent our approach can be used to calculate non-global logarithms, which arise when different restrictions are applied to distinct regions of phase space [67, 68]. If instead of the transverse momentum of the Z boson one measures the \( p_{T,\text{ISR}} \) of the initial-state radiation that recoils against it, we could e.g. restrict ourselves to the ISR in one hemisphere. In this case the factorization theorem in the region of phase space described by SCET\(_+\) is simply modified to
\[
\frac{d^4 \sigma}{dQ^2 dY dp_{T,\text{ISR}}^2 dT} = \sum_q \delta_q^0 H(Q^2, \mu) \int dt_2 \int d^2 \vec{k}_{1\perp} d^2 \vec{k}_{2\perp} \int dt_1^+ dk^+ \delta\left( p_{T,\text{ISR}}^2 - |\vec{k}_{1\perp} + \vec{k}_{2\perp}|^2 \right) \delta(T - k^+)
\]
\[
\times \left[ B_q(x_1, \vec{k}_{1\perp}, \mu, \nu) B_{\bar{q}}(x_2, \vec{k}_{2\perp}, \mu, \nu) + (q \leftrightarrow \bar{q}) \right] S(k^+, \vec{k}_\perp, \mu, \nu).
\] (2.20)

However, this does not address the problem arising when the soft function contains multiple scales (see for example [80–82]), which occurs when e.g. the beam thrust measurement is restricted to one hemisphere.

3 Ingredients at NNLL

In this section we collect the expressions for the ingredients entering the factorization formulae in section 2.2, to the accuracy needed for NNLL resummations: the hard function at one loop is discussed in section 3.1, the FU and TMD beam function in section 3.2, the FU and beam thrust soft function in section 3.3 and the collinear-soft function in section 3.4. The FU soft function and collinear-soft function are calculated for the first time. RG equations and anomalous dimensions for NNLL resummation are given in section 3.5 and appendix B. The anomalous dimensions of the collinear-soft function and FU soft function satisfy the consistency requirement imposed by the \( \mu \) and \( \nu \) independence of the factorized cross sections in eqs. (2.15) and (2.18). In section 3.6 we combine these ingredients to obtain a compact expression for the NLL cross section.

3.1 Hard function

The one-loop Wilson coefficient \( C(Q^2, \mu) \) from matching the quark current in QCD onto SCET was computed in refs. [83, 84]. Here \( Q^2 \) is the square of the partonic center of mass
energy. The matching is the same for SCET$_1$, SCET$_+$ and SCET$_\Pi$, because all effective field theory diagrams are scaleless and vanish in dimensional regularization. At one loop,

\[ H(Q^2, \mu) = |C(Q^2, \mu)|^2 = 1 + \frac{\alpha_s C_F}{2\pi} \left[ -\ln^2 \left( \frac{Q^2}{\mu^2} \right) + 3 \ln \left( \frac{Q^2}{\mu^2} \right) - 8 + \frac{7\pi^2}{6} \right]. \]  

\[ (3.1) \]

3.2 Beam functions

The FU beam function was defined in eq. (2.13), and its arguments $t$ and $\vec{k}_\perp^2$ are restricted to be of the same parametric size. As we assume that these scales are perturbative, the FU beam function can be matched onto PDFs $[16, 46, 53, 79]$

\[ B_q(t, x, \vec{k}_\perp, \mu) = \sum_{j=u,d,g} \int \frac{d\alpha}{\alpha^2} T_{qj} \left( t, \frac{x}{x'}, \vec{k}_\perp, \mu \right) f_j(x', \mu) \left[ 1 + \mathcal{O} \left( \frac{\Lambda_{QCD}^2}{t}, \frac{\Lambda_{QCD}^2}{\vec{k}_\perp^2} \right) \right]. \]  

\[ (3.2) \]

Because of the kinematic bound $\vec{k}_\perp^2 \leq (1-x)t/x$ (see eq. (1.1) of ref. [53]), the renormalization is the same as the standard beam function and

\[ \int d^2 \vec{k}_\perp B_q(t, x, \vec{k}_\perp, \mu) = B_q(t, x, \mu). \]  

\[ (3.3) \]

Up to NLO, the matching coefficients in eq. (3.2) are $[53]$

\[ T_{qq}^{(0)}(t, x, \vec{k}_\perp, \mu) = \delta(t) \delta(1-x) \delta^2(\vec{k}_\perp), \]

\[ T_{qq}^{(0)}(t, x, \vec{k}_\perp, \mu) = 0, \]

\[ T_{qq}^{(1)}(t, x, \vec{k}_\perp, \mu) = \frac{\alpha_s(\mu) C_F}{2\pi^2} \left\{ \frac{2}{\mu^2} L_0 \left( \frac{t}{\mu^2} \right) \delta(1-x) \delta(\vec{k}_\perp^2) + \frac{1}{\mu^2} \right\} \]

\[ \times \left( 1 + x^2 \right) L_0(1-x) \left( 1 + x^2 \right) \delta^2(\vec{k}_\perp^2) \]

\[ + \delta(\vec{k}_\perp^2) \left( 1 + x^2 \right) L_1(1-x) - \frac{\pi^2}{6} \delta(1-x) - \frac{1 + x^2}{1-x} \ln x + 1 - x \left[ (1 + x^2) \right] \]  

\[ (3.4) \]

where some additional factors of $1/\pi$ are due to

\[ \delta^2(\vec{k}_\perp^2) = \frac{1}{\pi} \delta(\vec{k}_\perp^2). \]  

\[ (3.5) \]

The matching coefficients at NNLO have recently been calculated in ref. [85].

The TMD beam function satisfies a similar equation $[9, 14, 72, 86]$

\[ B_q(x, \vec{k}_\perp, \mu, \nu) = \sum_j \int x'dr \frac{1}{x'} T_{qj} \left( \frac{x}{x'}, \vec{k}_\perp, \mu, \nu \right) f_j(x', \mu) \left[ 1 + \mathcal{O} \left( \frac{\Lambda_{QCD}^2}{\vec{k}_\perp^2} \right) \right]. \]  

\[ (3.6) \]
with coefficients \[87\]

\[
\begin{align*}
T_{qq}^{(0)}(x, \vec{k}_\perp, \mu, \nu) &= \delta(1-x) \delta^2(\vec{k}_\perp), \\
T_{qq}^{(0)}(x, \vec{k}_\perp, \mu, \nu) &= 0, \\
T_{qq}^{(1)}(x, \vec{k}_\perp, \mu, \nu) &= \frac{\alpha_s C_F}{2\pi^2} \left\{ \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{k^2_\perp}{\mu^2} \right) \left[ (1+x^2) \mathcal{L}_0(1-x) + 2 \frac{\delta(1-x)}{\nu} \right] + \delta(k^2_\perp)(1-x) \right\}, \\
T_{qq}^{(1)}(x, \vec{k}_\perp, \mu, \nu) &= \frac{\alpha_s T_F}{2\pi^2} \left\{ \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{k^2_\perp}{\mu^2} \right) \left[ x^2 + (1-x)^2 \right] + 2 \delta(k^2_\perp)x(1-x) \right\}. \quad (3.7)
\end{align*}
\]

Most approaches (such as in refs. \[14, 17, 88\]) do not (need to) separate the TMD beam and TMD soft function. In the SCET\(_+\) regime, instead, we need the TMD beam function but have a different soft function.

### 3.3 Soft functions

The (beam) thrust soft function was determined at NLO in refs. \[46, 89, 90\]

\[
S(k^+, \mu) = \delta(k^+) + \frac{\alpha_s C_F}{2\pi} \left[ -\frac{8}{\mu} \mathcal{L}_1 \left( \frac{k^+}{\mu} \right) + \frac{\pi^2}{6} \delta(k^+) \right] + \mathcal{O}(\alpha_s^2). \quad (3.8)
\]

The NNLO contribution is known as well \[80, 81\].

We now calculate the FU soft function, which is differential in both \(k^+\) and \(\vec{k}_\perp\), with \(k^+ \sim |\vec{k}_\perp|^7\). Starting from the definition in eq. \((2.19)\), the tree-level result is

\[
S^{(0)}(k^+, \vec{k}_\perp) = \delta(k^+) \delta^2(\vec{k}_\perp). \quad (3.9)
\]

\[7\]This differs from the FU soft function in ref. \[56\], because their \(k^+\) measurement is independent of the hemisphere the gluon goes into.
Using the rapidity regulator of refs. \cite{71,72}, at one-loop order we find
\[
S^{(1)}(k^+, \vec{k}_\perp) = \frac{4g^2w^2C_F}{(2\pi)^3} \left( \frac{\epsilon\gamma_E\mu^2}{4\pi} \right)^\epsilon \int d^4\ell \, \theta(\ell^0) \delta(\ell^2) \frac{[2\ell^3]^{-\eta}}{\ell^2 - \ell^+} \\
\times \delta^2(\vec{\ell}_\perp - \vec{k}_\perp) \delta(\ell^+\theta(\ell^- - \ell^+) + \ell^-\theta(\ell^+ - \ell^-) - k^+) \\
= \alpha_s w^2 C_F \frac{2^{1-\eta} e^{\epsilon\gamma_E/2} \mu^2 \nu^n}{\pi^{2-\epsilon}} \int d^{-2}\ell_c \frac{1}{\vec{k}_\perp^2 + \vec{\ell}_c^2} \\
\times \int_0^\infty d\ell^3 \frac{(\ell^3)^{-\eta}}{\sqrt{\vec{\ell}_c^2 + \ell^2 + (\ell^3)^2}} \delta(\sqrt{\vec{k}_\perp^2 + \vec{\ell}_c^2 + (\ell^3)^2} - \ell^3 - k^+) \\
= \alpha_s w^2 C_F \frac{2\epsilon e^{\epsilon\gamma_E} \mu^2 \nu^n}{\pi^{2-\epsilon}} \int d^{-2}\ell_c \frac{1}{(k^+)^{1-\eta}} \int d^{-2}\ell_c \frac{\theta(\vec{k}_\perp^2 - (k^+)^2 + \vec{\ell}_c^2)}{(k^2 + \vec{\ell}_c^2)[\vec{k}_\perp^2 - (k^+)^2 + \vec{\ell}_c^2]^\eta} \\
= \alpha_s w^2 C_F \frac{2\epsilon e^{\epsilon\gamma_E} \mu^2 \nu^n}{\pi^{2-\epsilon}} \int d^{-2}\ell_c \frac{1}{(k^+)^{1-\eta}(\vec{k}_\perp^2)^{1+\epsilon}} \int_0^\infty dx \frac{\theta(x + 1 - (k^+)^2/\vec{k}_\perp^2)}{x^{1+\epsilon}(x + 1 + (k^+)^2/\vec{k}_\perp^2)^\eta} \\
= \alpha_s w^2 C_F \frac{2\epsilon e^{\epsilon\gamma_E} \mu^2 \nu^n}{\pi^{2-\epsilon}} \left\{ \frac{1}{\eta}(k^+) \frac{1}{(k^+)^{1+\epsilon}} \int_0^\infty dx \frac{1}{x^{1+\epsilon}(x + 1)} \right\} + O(\eta, \epsilon) \\
\vec{k}_\perp^2 > 0 \quad \alpha_s w^2 C_F \left\{ \frac{2}{\eta} \left[ - \frac{1}{\epsilon} \delta(\vec{k}_\perp^2) + \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{\vec{k}_\perp^2}{\mu^2} \right) \right] \delta(k^+) + \frac{2}{\epsilon^2} \delta(\vec{k}_\perp^2) \delta(k^+) \right\} \\
+ \frac{2}{\epsilon} \ln \frac{\mu}{\nu} \delta(\vec{k}_\perp^2) \delta(k^+) \right\} \\
\vec{k}_\perp^2 \leq 0 \quad \alpha_s w^2 C_F \left\{ \frac{2}{\eta} \left[ - \frac{1}{\epsilon} \delta(\vec{k}_\perp^2) + \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{\vec{k}_\perp^2}{\mu^2} \right) \right] \delta(k^+) \right\} \\
+ \frac{2}{\epsilon} \ln \frac{\mu}{\nu} \delta(\vec{k}_\perp^2) \delta(k^+) \right\} \\
\end{array}
\]

Here longitudinal momenta get regulated by $\eta$, which can be thought of as the analog for rapidity divergences of the UV regulator $\epsilon$, with the dimensionful parameter $\nu$ acting like a renormalization scale. Both $1/\eta$ and $1/\epsilon$ divergences get absorbed in renormalization constants and give rise to $\mu$- and $\nu$-RG equations. The bookkeeping parameter $w$ is used to derive the anomalous dimensions (see eq. (3.12)) and will be eventually set equal to 1.

In eq. (3.10) we introduce $x = \vec{\ell}_c^2/\vec{k}_\perp^2$ in intermediate steps, to simplify notation. In the second to last step, we first assume $\vec{k}_\perp^2 > 0$ to simplify the expansion in $\epsilon$. We then extend the distributions to include $\vec{k}_\perp^2 = 0$ and fix the coefficient of the $\delta(k^+)\delta(\vec{k}_\perp^2)$ by...
integrating the unexpanded result. The finite terms contain the following two-dimensional plus distribution
\[
\mathcal{L}_\Delta(x_1, x_2) = \lim_{\beta \to 0} \frac{d}{dx_1} \frac{d}{dx_2} \left[ \theta(x_2 - x_1^2)\theta(x_1 - \beta) \ln x_1 (\ln x_2 - \ln x_1) + \frac{1}{4} \theta(x_1^2 - x_2)\theta(x_2 - \beta^2) \ln^2 x_2 \right].
\] (3.11)

The $1/\epsilon$ and $1/\eta$ poles are renormalized. We obtain the one-loop anomalous dimension in eq. (3.25) by using [71, 72]
\[
\frac{d\alpha_s}{d \ln \mu} = -2\epsilon \alpha_s + \mathcal{O}(\alpha_s^2),
\]
\[
\frac{dw}{d \ln \nu} = -\frac{\eta}{2} w + \mathcal{O}(w^2),
\] (3.12)
and setting $w = 1$ afterwards. These are the same as for the TMD soft function. The renormalized FU soft function is given by the remaining finite terms,
\[
S^{(1)}(k^+, k_{\perp}, \mu, \nu) = \frac{\alpha_s C_F}{\pi^2} \left\{ \frac{2}{\mu^2} \mathcal{L}_\Delta \left( \frac{k^+}{\mu^2} \right) \frac{k_{\perp}^2}{\mu^2} + \delta(k^+) \left[ - \frac{2}{\mu^2} \mathcal{L}_1 \left( \frac{k_{\perp}^2}{\mu^2} \right) + \frac{2}{\mu^2} \mathcal{L}_0 \left( \frac{k_{\perp}^2}{\mu^2} \right) \ln \frac{\nu}{\mu} - \frac{\pi^2}{12} \delta(k_{\perp}^2) \right] \right\},
\] (3.13)

Its integral over $k^+$ reproduces the TMD soft function in refs. [72, 87]
\[
\int dk^+ S^{(1)}(k^+, k_{\perp}, \mu, \nu) = \frac{\alpha_s C_F}{\pi^2} \left[ - \frac{1}{\mu^2} \mathcal{L}_1 \left( \frac{k_{\perp}^2}{\mu^2} \right) + \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{k_{\perp}^2}{\mu^2} \right) \ln \frac{\nu^2}{\mu^2} - \frac{\pi^2}{12} \delta(k_{\perp}^2) \right] = S^{(1)}(k_{\perp}, \mu, \nu),
\] (3.14)
which parallels eq. (3.3) for the FU beam function. Here we used that for $x_1^2 > x_2$,
\[
\int_0^{x_1} dx'_1 \mathcal{L}_\Delta(x'_1, x_2) = \lim_{\beta \to 0} \frac{d}{dx_2} \left[ \frac{1}{4} \theta(x_2 - \beta^2) \ln^2 x_2 \right] = \frac{1}{2} \mathcal{L}_1(x_2).
\] (3.15)

### 3.4 Collinear-soft function

The calculation of the collinear-soft function, defined in eq. (2.17), is actually quite similar to that of the FU soft function. The main difference is that collinear-soft radiation only goes into one hemisphere, leading to the change
\[
\delta(\ell^+ \theta(\ell^- - \ell^+) + \ell^- \theta(\ell^+ - \ell^-) - k^+) \rightarrow \delta(\ell^+ - k^+).
\] (3.16)

We conveniently separate out a contribution $\frac{1}{2} S^{(1)}(k^+, k_{\perp})$ from the hemisphere where the measurement in the FU soft function and collinear-soft function are the same. The remain-
der does not contain rapidity divergences, allowing us to set $\eta = 0$ from the beginning,

$$
\mathcal{S}^{(1)}(k^+, \vec{k}_\perp) = \frac{4g^2 \omega^2 C_F}{(2\pi)^{3-2\epsilon}} \left( \frac{e^{\epsilon} \mu^2}{4\pi} \right) \nu \eta \int \frac{d^d \ell}{\ell^d} \theta((\ell^0) \delta(\ell^2) \left[ \frac{2 \beta \epsilon}{\ell^d} - \delta(\ell_+ - \vec{k}_\perp) \delta(\ell^+ - k^+) \right]

= \frac{1}{2} \mathcal{S}^{(1)} + \alpha_s \omega^2 C_F \left( \frac{e^{\epsilon} \mu^2}{\pi^{2-\epsilon}} \right) \int \frac{d^2 \ell}{\ell^2} \frac{1}{k^2 + \ell^2} 

\times \int_0^\infty \frac{d\ell^3}{\sqrt{\ell^2 + \ell^2 + (\ell^3)^2}} 

= \frac{1}{2} \mathcal{S}^{(1)} + \alpha_s \omega^2 C_F \left( \frac{e^{\epsilon} \mu^2}{\pi^{2-\epsilon}} \right) \frac{\theta(k^+ - |\vec{k}_\perp|)}{k^+ - |\vec{k}_\perp|} \int_0^{(k^+)^2 - \vec{k}_\perp^2} \frac{d\ell^2}{(\ell^2)^{1+\epsilon}} \frac{1}{k^2 + \ell^2} 

\times \frac{2F_1(1, -1, 1 - \epsilon, 1 - \frac{(k^+)^2}{\vec{k}_\perp^2})}{(k^+)^2} (3.17)

The expansion in $\epsilon$ is again subtle at $(k^+, \vec{k}_\perp^2) = (0, 0)$. Similar to section 3.3, we first expand assuming $k^+ > 0$ and then extend the plus distributions to $k^+ = 0$, fixing the coefficient of $\delta(k^+)\delta(\vec{k}_\perp^2)$ by integration. In an intermediate expression, the following two-dimensional plus distribution arises

$$
\mathcal{L}_\nabla(x_1, x_2) = \lim_{\beta \to 0} \frac{d}{dx_1} \frac{d}{dx_2} \left[ \theta(x_1^2 - x_2^2) \theta(x_2 - \beta^2) \left( \ln x_1 - \frac{1}{4} \ln x_2 \right) \ln x_2 \right. 

\left. + \theta(x_2 - x_1^2) \theta(x_1 - \beta) \ln^2 x_1 \right] . (3.18)

In the final expression this combines with $\mathcal{L}_\Delta$ in eq. (3.10) to give

$$
\mathcal{L}_\Delta(x_1, x_2) + \mathcal{L}_\nabla(x_1, x_2) = \mathcal{L}_0(x_1) \mathcal{L}_0(x_2) . (3.19)
$$
The divergences in eq. (3.17) lead to the one-loop anomalous dimensions in eq. (3.26). This satisfies the relation among anomalous dimensions required by consistency of the factorization theorem in eq. (2.15) at this order. The finite terms give
\[
\mathcal{S}^{(1)}(k^+, \vec{k}_\perp, \mu, \nu) = \frac{\alpha_s C_F}{\pi^2} \left\{ \frac{1}{\mu} \mathcal{L}_0 \left( \frac{k^+}{\mu} \right) \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{\vec{k}_\perp^2}{\mu^2} \right) \right. + \delta(k^+) \left[ - \frac{1}{\mu^2} \mathcal{L}_1 \left( \frac{k^+}{\mu^2} \right) + \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{\vec{k}_\perp^2}{\mu^2} \right) \ln \frac{\nu}{\mu} - \frac{\pi^2}{12} \delta(\vec{k}_\perp^2) \right\}. \tag{3.20}
\]

### 3.5 Renormalization and anomalous dimensions

In this section we write down the RG equations (RGEs) for all these ingredients, which are well-known except for the FU soft function and collinear-soft function. Their anomalous dimensions are constrained by consistency of the factorization theorems in section 2.2 and agree with the one-loop calculations in sections 3.3 and 3.4. For completeness we give the expressions for both the quark and gluon case, as indicated by an additional index \( i = q, g \) in this section. The anomalous dimensions involve the cusp anomalous dimension \( \Gamma_c^\mu \) and non-cusp anomalous dimensions \( \gamma_{H}^\mu, \gamma_{J}^\mu, \gamma_{C}^\mu \), which are tabulated in appendix B.

The anomalous dimension of the Wilson coefficient \( C \) is
\[
\mu \frac{d}{d\mu} C(Q^2, \mu) = \gamma_H(Q^2, \mu) C(Q^2, \mu),
\]
from which the evolution of the hard function \( H(Q^2, \mu) = |C(Q^2, \mu)|^2 \) directly follows.

The FU beam function satisfies the following RGE\(^8\)
\[
\mu \frac{d}{d\mu} B_i(t, x, \vec{k}_\perp, \mu) = \int_0^t \! d t' \gamma_B(t - t', \mu) B_i(t', x, \vec{k}_\perp, \mu),
\]
\[
\gamma_B^i(t, \mu) = -2\Gamma_{\text{cusp}}^\mu(\alpha_s) \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) + \gamma_J^i(\alpha_s) \delta(t). \tag{3.22}
\]

The TMD beam function also involves a \( \nu \) evolution (rapidity resummation)\(^9\)
\[
\mu \frac{d}{d\mu} B_i(x, \vec{k}_\perp, \mu, \nu) = \gamma_B^{i}(\vec{p}^-, \mu, \nu) B_i(x, \vec{k}_\perp, \mu, \nu),
\]
\[
\nu \frac{d}{d\nu} B_i(x, \vec{k}_\perp, \mu, \nu) = \int d^2 \vec{k}_\perp' \gamma_B^{i}(\vec{k}_\perp' - \vec{k}_\perp, \mu) B_i(x, \vec{k}_\perp', \mu, \nu),
\]
\[
\gamma_B^{i}(\vec{p}^-, \mu, \nu) = 2\Gamma_{\text{cusp}}^\mu(\alpha_s) \frac{1}{p^-} + \gamma_J^i(\alpha_s),
\]
\[
\gamma_B^{i}(\vec{k}_\perp, \mu, \nu) = -\Gamma_{\text{cusp}}^\mu(\alpha_s) \frac{1}{\pi} \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{\vec{k}_\perp^2}{\mu^2} \right) + \gamma_J^i(\alpha_s) \delta^2(\vec{k}_\perp). \tag{3.23}
\]

\(^8\)The additional spin structure \([56]\) for the gluon beam function does not mix under renormalization and satisfies the same RGE.

\(^9\)Its non-cusp \( \mu \)-anomalous dimension has not yet been calculated at two loops and is not fixed by consistency. However, the remaining degeneracy is irrelevant, since the TMD beam function has the same \( \mu \) scale as the collinear-soft function (in SCET\(_{+}\)) or FU soft function (in SCET\(_{II}\)).
The RGE of the (beam) thrust soft function is given by
\[
\mu \frac{d}{d\mu} S_i(k^+, \mu) = \int_0^{k^+} dk'^+ \gamma^i_S(k'^+ - k^+, \mu) S_i(k'^+, \mu),
\]
\[
\gamma^i_S(k^+, \mu) = 4\Gamma^\text{cusp}_\text{cusp}(\alpha_s) \left( \frac{k^+}{\mu} \right) - 2[\gamma^i_H(\alpha_s) + \gamma^i_J(\alpha_s)] \delta(k^+),
\] (3.24)
and for the FU soft function it is given by,
\[
\mu \frac{d}{d\mu} S_i(k^+, k_\perp, \mu, \nu) = \gamma^i_S(\mu, \nu) S_i(k^+, k_\perp, \mu, \nu),
\]
\[
\nu \frac{d}{d\nu} S_i(k^+, k_\perp, \mu, \nu) = -2 \int d^2k_\perp' \gamma^i_S(k_\perp' - k_\perp, \mu) S_i(k^+, k_\perp', \mu, \nu),
\]
\[
\gamma^i_S(\mu, \nu) = 4\Gamma^i_{\text{cusp}_\text{cusp}}(\alpha_s) \ln \frac{\mu}{\nu} - 2[\gamma^i_H(\alpha_s) + \gamma^i_J(\alpha_s)],
\] (3.25)
with \( \gamma^i_S \) given in eq. (3.23).

The anomalous dimensions of the \( n \)-collinear-soft function and \( \bar{n} \)-collinear-soft function are identical. Using the \( \mu \) and \( \nu \) independence of the cross section in eq. (2.15), they are constrained by consistency to be
\[
\mu \frac{d}{d\mu} \mathcal{S}_i(k^+, k_\perp, \mu, \nu) = \int_0^{k^+} dk'^+ \gamma^i_S(k'^+ - k^+, \mu, \nu) \mathcal{S}_i(k'^+, k_\perp, \mu, \nu),
\]
\[
\nu \frac{d}{d\nu} \mathcal{S}_i(k^+, k_\perp, \mu, \nu) = -2 \int d^2k_\perp' \gamma^i_S(k_\perp' - k_\perp, \mu) \mathcal{S}_i(k^+, k_\perp', \mu, \nu),
\]
\[
\gamma^i_S(k^+, k_\perp, \mu, \nu) = -2\Gamma^i_{\text{cusp}_\text{cusp}}(\alpha_s) \left[ \frac{1}{\mu} L_0 \left( \frac{k^+}{\mu} \right) + \ln \frac{\nu}{\mu} \delta(k^+) \right].
\] (3.26)

### 3.6 NLL cross section

At NLL, the cross section is generated by evolving the tree-level functions from their natural scale\(^{10}\)
\[
\mu_H = -iQ, \\
\mu_B = p_T, \\n\nu_B = Q, \\
\mu_\gamma = p_T, \\n\nu_\gamma = p_T^2/T, \\
\mu_S = T.
\] (3.27)

to a common scale using the RG equations in section 3.5. Evolving all functions to the collinear-soft scale \( (\mu_\gamma, \nu_\gamma) \), using results from refs. [72, 90, 95–99], we obtain
\[
\int_0^{p_T} dp_T' \int_0^T dT' \frac{d\sigma}{dQ^2 dY dp_T' dT'} = \sum_q \bar{\sigma}_q(0) \left[ f_q(x_1, \mu_B) f_{\bar{q}}(x_2, \mu_B) + f_{\bar{q}}(x_1, \mu_B) f_q(x_2, \mu_B) \right]
\]
\[
\times \Gamma(1 - \eta_B) e^{\text{Re}(\eta_B + K_B + K_S - 2\gamma_H - \gamma_B - \gamma_S)} [\left( \frac{-Q^2 - i0}{\mu_H^2} \right)^{\eta_H} \left( \frac{p_T}{\mu_B} \right)^{2\eta_B} \left( \frac{T}{\mu_S} \right)^{\eta_S}],
\] (3.28)
\(^{10}\)The inclusion of the factor of \( -i \) in the hard scale \( \mu_H \) follows from eq. (3.21) and allows us to resum a series of \( \pi^2 \)-terms [91–94], thereby improving convergence.
where \( x_{1,2} = (Q/E_{\text{cm}})e^{\pm Y} \) and \( \text{Re}(\ldots) \) denotes the real part of a complex number. The evolution kernels are given by

\[
\begin{align*}
K_H(\mu_H, \mu_\nu) &= -4K_B^H(\mu_H, \mu_\nu) + 2K_S^H(\mu_H, \mu_\nu), \\
\eta_H(\mu_B, \mu_\nu) &= 2\eta_S^H(\mu_B, \mu_\nu), \\
K_B(\nu_B, \nu_\nu) &= 2\eta^H_B(\alpha_s) \ln(\frac{\nu_\nu}{\nu_B}), \\
\eta_B(\nu_B, \nu_\nu) &= -2\eta^H_B(\nu_B, \nu_\nu), \\
K_S(\mu_S, \mu_\nu) &= -4K_B^S(\mu_S, \mu_\nu) + K_S^H(\mu_S, \mu_\nu), \\
\eta_S(\mu_S, \mu_\nu) &= 4\eta^H_S(\mu_S, \mu_\nu),
\end{align*}
\]

in terms of functions given in appendix B. Since \( \mu_B = \mu_\nu \) there is no \( \mu \)-evolution for the beam functions. Because the scale of \( \alpha_s \) in the \( \nu \)-evolution is \( \mu \), the evolution of the non-cusp \( \nu \)-anomalous dimension takes the simpler form shown in \( K_B \).

It is worth emphasizing that eq. (3.28) continuously merges with the SCET\textsubscript{I} and SCET\textsubscript{II} boundaries. This is no longer automatically achieved at NNLL, but can still be arranged, as discussed in the next section. We also stress that eq. (3.27) represents a naive choice of scales as these do no smoothly turn off at the boundaries leading to a discontinuity in the derivative of the cross section (see also the discussion around eq. (6.14)). This will be remedied by using profile functions [97, 100] in ref. [101], where a full analysis at NNLL will be presented.

4 Matching the effective theories

We now show that the continuous description of the cross section across the SCET\textsubscript{I}, SCET\textsubscript{II} and SCET\textsubscript{I} regions discussed in section 3.6 can naturally be extended to all orders. Specifically, in the SCET\textsubscript{+} region of phase space,

\[
\begin{align*}
\mathcal{I}_{ij}(t, x, \vec{k}_\perp, \mu) &= \int d^2\vec{k}_\perp \mathcal{I}_{ij}(x, \vec{k}_\perp, \mu, \nu) \mathcal{A}(t/p^-, \vec{k}_\perp - \vec{q}_\perp, \mu, \nu), \\
S(k^+, \vec{k}_\perp, \mu, \nu) &= \int d^2\vec{k}_\perp \int dk^{\prime +} dk^{\prime +} \mathcal{A}(k^{\prime +}, \vec{k}_\perp, \mu, \nu) \mathcal{A}(k^{\prime +}, \vec{k}_\perp - \vec{q}_\perp, \mu, \nu) \\
&\quad \times S(k^+ - k^{\prime +} - k^{\prime +}, \mu),
\end{align*}
\]

up to power corrections of \( \mathcal{O}(\vec{k}_\perp^2/t) \) and \( \mathcal{O}((k^{\prime +})^2/\vec{k}_\perp^2) \), respectively. This follows directly from the consistency of the factorization theorems in section 2.2: when the resummation is turned off, i.e. a common renormalization scale is chosen for all functions in the factorization theorem, the SCET\textsubscript{I} and SCET\textsubscript{II} factorization theorems simply produce the full fixed-order cross section up to power corrections. As the SCET\textsubscript{+} regime involves an additional expansion, its fixed-order cross section can be obtained from either. Due to the many common ingredients between the SCET\textsubscript{+}, SCET\textsubscript{I} and SCET\textsubscript{II} factorization theorems, this then implies eq. (4.1).

We now restrict our attention to NNLL, for which eq. (4.1) reduces to

\[
\begin{align*}
\mathcal{I}^{(1)}_{qq}(t, x, \vec{k}_\perp, \mu) &= \delta(t) \mathcal{I}^{(1)}_{qq}(x, \vec{k}_\perp, \mu, \nu) + \delta(1 - x) \mathcal{A}^{(1)}(t/p^-, \vec{k}_\perp, \mu, \nu) \\
\mathcal{I}^{(1)}_{qg}(t, x, \vec{k}_\perp, \mu) &= \delta(t) \mathcal{I}^{(1)}_{qg}(x, \vec{k}_\perp, \mu) \\
S^{(1)}(k^+, \vec{k}_\perp, \mu, \nu) &= \frac{1}{\pi} \delta(\vec{k}_\perp^2) S^{(1)}(k^+, \mu) + 2 \mathcal{A}^{(1)}(k^+, \vec{k}_\perp, \mu, \nu).
\end{align*}
\]
The first equations are valid up to corrections of $\mathcal{O}(k^2/\tau)$, whereas the last one holds exactly for $k^+ < |\vec{k}_\perp|$. This naturally suggests the following procedure for patching together the cross section at NNLL,\textsuperscript{11}

\[
\frac{d^4\sigma}{dQ^2dYdp_T^2dT} = \sum_q \delta^0_q H(Q^2,\mu) \int dt_1 dt_2 \int d^2\vec{k}_{1\perp} d^2k_{2\perp} d^2\vec{k}_{1\perp} d^2\vec{k}_{2\perp} d^2k_{1\perp} \int dk_{1\perp}^+ dk_{2\perp}^+ \left[ B_q(t_1, x, \vec{k}_{1\perp}, \mu) - \mathcal{S}^{(1)}(t_1 e^{-Y}/Q, \vec{k}_{1\perp}, \mu, \nu) \right] \left( k_{1\perp}^+ \rightarrow \vec{k}_{1\perp} \right) \left( k_{2\perp}^+ \rightarrow |\vec{k}_{1\perp}| + k_{2\perp}^+ \right) \delta \left( T - \frac{e^{-Y}t_1 + e^Yt_2}{Q} - k_{1\perp}^+ - k_{2\perp}^+ - k^+ \right) \times \delta \left( p_T^2 - |\vec{k}_{1\perp} + \vec{k}_{2\perp} + \vec{k}_{1\perp}^2 + \vec{k}_{2\perp}^2 + |\vec{k}_{1\perp}|^2 \right) + (q \leftrightarrow \bar{q}).
\]

(4.3)

Here the $\mathcal{S}^{(1)}$-term subtracted from the beam functions (soft function) are evaluated at the beam (soft) scale. From eq. (4.2) it follows that this reproduces the SCET$_I$, SCET$_+$ and SCET$_\Pi$ factorization theorems in eqs. (2.9), (2.15) and (2.18), up to power corrections.

We now derive eq. (4.2), using cumulants to avoid subtleties related to distributions. Starting with the boundary between SCET$_I$ and SCET$_+$,

\[
\int_0^t dt' \int_0^{\vec{E}_{1\perp}^2} d\vec{k}_{1\perp}^2 I_{qq}^{(1)}(t', x, \vec{k}_{1\perp}, \mu) \approx \frac{\alpha_s T_F}{2\pi^2} \left[ \ln \min \left\{ \frac{(1-x)t}{x\mu^2}, \frac{\vec{k}_{1\perp}^2}{\mu^2} \right\} P_{qq}(x) + 2x(1-x) \right],
\]

\[
\int_0^{\vec{E}_{1\perp}^2} d\vec{k}_{1\perp}^2 I_{qq}^{(1)}(x, \vec{k}_{1\perp}, \mu, \nu) \approx \frac{\alpha_s T_F}{2\pi^2} \left[ \ln \left( \frac{\vec{k}_{1\perp}^2}{\mu^2} \right) P_{qq}(x) + 2x(1-x) \right].
\]

(4.4)

We thus obtain the second line in eq. (4.2) for $0 < x < 1 - \delta$, where

\[
\delta = \frac{\vec{k}_{1\perp}^2}{t + \vec{k}_{1\perp}^2}.
\]

(5.5)

In the SCET$_+$ region of phase space, the size $\delta$ of the remaining interval $1 - \delta \leq x \leq 1$ is parametrically small, implying that the contribution from this region to the cross section is power suppressed.

Similarly, we find that for $0 < x < 1 - \delta$ the first line of eq. (4.2) is satisfied,

\[
\int_0^t dt' \int_0^{\vec{E}_{1\perp}^2} d\vec{k}_{1\perp}^2 I_{qq}^{(1)}(t', x, \vec{k}_{1\perp}, \mu) \approx \frac{\alpha_s C_F}{2\pi^2} \left[ \ln \left( \frac{\vec{k}_{1\perp}^2}{\mu^2} \right) P_{qq}(x) + 1 - x \right]
\]

\[
= \int_0^{\vec{E}_{1\perp}^2} d\vec{k}_{1\perp}^2 I_{qq}^{(1)}(x, \vec{k}_{1\perp}, \mu, \nu).
\]

(6.6)

\textsuperscript{11}This has a natural generalization beyond NNLL in Fourier/Laplace space, where one can take the full inverse of $\mathcal{S}$ rather than the expanded version employed here.
Although $1 - \delta \leq x \leq 1$ is again parametrically small, the integral over this region is not, due to the presence of delta functions and plus distributions at $x = 1$,

\[
\int_{0}^{t'} \int_{0}^{k_{\perp}^{2}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \int_{1-\delta}^{1} dx \, \mathcal{I}_{qq}^{(1)}(t', x, k_{\perp}', \mu) = \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \left[ \ln^{2} \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) - \frac{\pi^{2}}{6} + O(\delta) \right],
\]

\[
\int_{0}^{t} \int_{0}^{k_{\perp}^{2}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \int_{1-\delta}^{1} dx \, \mathcal{I}_{qq}^{(1)}(x, k_{\perp}', \mu) = \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \left[ 2 \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + O(\delta) \right].
\] (4.7)

The mismatch is captured by the collinear-soft function

\[
\int_{0}^{t_{1/2}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \mathcal{J}^{(1)}(k_{\perp}, k_{\perp}', \mu, \nu)
\]

\[
= \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \left[ -\ln^{2} \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + 2 \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) \left( \ln \left( \frac{t}{\mu p_{\perp}} \right) + \ln \frac{\nu}{\mu} - \frac{\pi^{2}}{6} \right) \right],
\] (4.8)

up to a power suppressed contribution

\[
\int_{0}^{t_{1/2}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \int_{1-\delta}^{1} dx \left[ \int_{0}^{t_{1/2}} \frac{d t_{1/2}}{d t_{1/2}} \mathcal{I}_{qq}^{(1)}(t_{1/2}, x, k_{\perp}', \mu) - \mathcal{I}_{qq}^{(1)}(x, k_{\perp}', \mu) \right]
\]

\[
- \int_{0}^{t_{1/2}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \int_{1-\delta}^{1} dx \left[ \mathcal{I}_{qq}^{(1)}(x, k_{\perp}', \mu) \right]
\]

\[
\int_{0}^{t_{1/2}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \mathcal{J}^{(1)}(k_{\perp}, k_{\perp}', \mu, \nu) = \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \ln^{2} \frac{\delta t}{k_{\perp}^{2}} + O(\delta) = O(\delta).
\] (4.9)

Note that in the last line it important that $\delta$ is not arbitrary but given by eq. (4.5). Combined with eq. (4.6), this establishes the first line of eq. (4.2).

Lastly, we consider the boundary between SCET_+ and SCET_II, which involves the following ingredients

\[
\int_{0}^{k_{\perp}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \mathcal{S}^{(1)}(k_{\perp}, k_{\perp}', \mu, \nu) = \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \left[ -2 \ln^{2} \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + 4 \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) \left( \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) - 4 \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + 4 \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) \right) - \frac{\pi^{2}}{6} + \theta((k_{\perp}^{2})^{2} - k_{\perp}^{2}) \right] \],
\]

\[
\int_{0}^{k_{\perp}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \mathcal{S}^{(1)}(k_{\perp}, \mu) = \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \left[ -4 \ln^{2} \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + \frac{\pi^{2}}{6} \right],
\]

\[
\int_{0}^{k_{\perp}} \frac{d k_{\perp}^{2}}{d k_{\perp}^{2}} \mathcal{S}^{(1)}(k_{\perp}, \mu, \nu) = \frac{\alpha_{s} C_{F}}{2 \pi^{2}} \left[ -2 \ln^{2} \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + 2 \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) \left( \ln \left( \frac{k_{\perp}^{2}}{\mu^{2}} \right) + \ln \left( \frac{\nu}{\mu} \right) - \frac{\pi^{2}}{6} \right) \right].
\] (4.10)

It is straightforward to verify that for $k_{\perp} < k_{\perp}'$ this satisfies the last line in eq. (4.2).

5 NLO cross section

In this section we determine the NLO cross section for $Z + 0$ jet production, differential in the invariant mass $Q^{2}$, the rapidity $Y$ and $p_{T}$ of the $Z$ and beam thrust $T$. We start by collecting the relevant ingredients in section 5.1, check the cancellation of IR divergences
in section 5.2 and present the final result in section 5.3. In section 5.4 we verify that this agrees with SCETI, SCET+ and SCETII, up to power corrections. This provides an important cross check of our formalism. We will match our resummed prediction onto these fixed-order corrections in ref. [101].

5.1 Ingredients

The partonic cross section for the one-loop real and virtual corrections in $\overline{\text{MS}}$ are given by

$$\hat{\sigma}_{q,R}^{(1)} = Q^2 \hat{\sigma}_q^{(0)} \frac{8\pi \alpha_s C_F}{4\pi} \left( \frac{\gamma E \mu^2}{s_{q\bar{q}}} \left[ s_{qg} s_{qg} + s_{qg} s_{qg} + 2 s_{qg} s_{qg} - \epsilon \left( 2 + s_{qg} + s_{qg} \right) \right] \right),$$

$$\hat{\sigma}_{q,V}^{(1)} = Q^2 \hat{\sigma}_q^{(0)} \frac{\alpha_s C_F}{\pi} \left( \frac{\mu^2}{s_{q\bar{q}}} \right) \epsilon \left[ - \frac{1}{\epsilon^2} - 3 \frac{3}{2\epsilon} - 4 + \frac{7\pi^2}{12} + O(\epsilon) \right].$$

(5.1)

The Lorentz invariants that enter here are defined as

$$s_{ij} = (p_i + p_j)^2 = 2p_i \cdot p_j, \quad s_{ijk} = (p_i + p_j + p_k)^2 = s_{ij} + s_{ik} + s_{jk},$$

(5.2)

using an incoming momentum convention for $p_i$. Due to the flavor dependence of the tree-level partonic cross section $\hat{\sigma}_q^{(0)}$, we will for simplicity restrict ourselves to a single quark flavor. The full cross section can be obtained by summing over quark flavors.

We now discuss kinematics and phase space. The incoming partons have momenta

$$p_1 = (x_1 E_{\text{cm}}, 0, 0), \quad p_2 = (0, x_2 E_{\text{cm}}, 0),$$

(5.3)

in ($-\epsilon, +\epsilon, \perp$) light-cone coordinates (see eq. (1.2)), with $x_{1,2}$ the momentum fractions of the partons with respect to the colliding hadrons. At LO the final state consists of a $Z$ boson with momentum $q^\mu$, and the phase space integral yields

$$\int d\Phi_{ij}^{(0)} = \int \frac{dx_1}{x_1} \frac{dx_2}{x_2} f_i(x_1, \mu) f_j(x_2, \mu) \int \frac{d^d q}{(2\pi)^d} \frac{(2\pi)^d \delta(q-p_1-p_2)}{Q^2-q^2} \delta(Y - \frac{1}{2} \ln \left( \frac{q^+}{q^-} \right)) \delta(p_T^2 - q_T^2) \delta(T)$$

$$= \frac{1}{Q^2} \delta(p_T^2) \delta(T) f_i \left( \frac{Q}{E_{\text{cm}}} e^Y, \mu \right) f_j \left( \frac{Q}{E_{\text{cm}}} e^{-Y}, \mu \right).$$

(5.4)

At this order, the momentum fractions $x_{1,2}$ and the momentum of the $Z$ are thus

$$x_1 = \frac{Q}{E_{\text{cm}}} e^Y, \quad x_2 = \frac{Q}{E_{\text{cm}}} e^{-Y}, \quad q = (Q e^Y, Q e^{-Y}, 0).$$

(5.5)

At NLO, there is an additional massless parton that the $Z$-boson can recoil against. To be consistent with eq. (5.1), we use an incoming convention for the momentum $p_3$ of this parton. Assuming for simplicity that this parton goes into the right hemisphere,
\[-p_3^+ < -p_3^-,\] the phase space is given by

\[
\int d\Phi_{i,j,R}^{(1)} = \int \frac{dx_1}{x_1} \frac{dx_2}{x_2} f_i(x_1, \mu) f_j(x_2, \mu) \int \frac{d^d q}{(2\pi)^d} \int \frac{d^dp_3^+}{(2\pi)^d} \delta(-p_3^0) 2\pi \delta(p_3^0)(2\pi)^d \delta(q-p_1-p_2-p_3) \]

\[
\times \delta(Q^2 - q^2) \delta\left( T - \frac{1}{2} \ln \left( \frac{q^2}{q_T^2} \right) \right) \delta(p_T^2 - q_T^2) \delta(p_3^+-p_3^-) \delta(T+p_3^+) 
\]

\[
= \frac{1}{(4\pi)^{2-\epsilon} \Gamma(1-\epsilon)} p_T^{2\epsilon} \left( \sqrt{Q^2 + p_T^2} e^Y + T + p_T^2 \right) \left( \sqrt{Q^2 + p_T^2} e^{-Y} + T \right) 
\]

\[
\times f_i \left( \frac{\sqrt{Q^2 + p_T^2} e^Y}{E_{cm}} \right) f_j \left( \frac{\sqrt{Q^2 + p_T^2} e^{-Y}}{E_{cm}} + \frac{T}{E_{cm}}, \mu \right). \quad (5.6)
\]

The contribution for the other hemisphere \(d\Phi_{i,j,L}^{(1)}\) can be obtained in a similar manner. From this we can read off

\[
x_1 = \frac{\sqrt{Q^2 + p_T^2} e^Y}{E_{cm}} + \frac{p_T^2}{E_{cm} T}, \quad x_2 = \frac{\sqrt{Q^2 + p_T^2} e^{-Y}}{E_{cm}} + \frac{T}{E_{cm}}, \quad q = \left( \sqrt{Q^2 + p_T^2} e^Y, \sqrt{Q^2 + p_T^2} e^{-Y}, p_T \right), \quad p_3 = \left( -\frac{p_T^2}{T}, -T, p_T \right). \quad (5.7)
\]

The (irrelevant) azimuthal angle in the transverse plane is not fixed by the measurement. It is straightforward to evaluate the invariants in eq. (5.1) in terms of eq. (5.7). For \(q\bar{q} \rightarrow Zg,\)

\[
s_{\bar{q}q} = x_1 x_2 E_{cm}^2, \quad s_{gq} = -x_1 E_{cm} T, \quad s_{\bar{q}g} = -x_2 E_{cm} \frac{p_T^2}{T}. \quad (5.8)
\]

The other cases can be obtained by permutations. For \(gg \rightarrow Zq\) we have

\[
s_{\bar{q}\bar{q}} = -x_2 E_{cm} \frac{p_T^2}{T}, \quad s_{gq} = x_1 x_2 E_{cm}^2, \quad s_{\bar{q}g} = -x_1 E_{cm} T, \quad (5.9)
\]

and for \(gg \rightarrow Zq\) we have

\[
s_{qq} = -x_1 E_{cm} T, \quad s_{gg} = x_1 x_2 E_{cm}^2, \quad s_{\bar{q}q} = -x_2 E_{cm} \frac{p_T^2}{T}. \quad (5.10)
\]

Lastly, there is the NLO contribution from the PDFs, which consists of pure IR poles in dimensional regularization. This can be \textit{effectively} described as

\[
f_q^{(1)}(x, \mu) = \frac{\alpha_s}{2\pi} \frac{1}{\epsilon} \sum_j \int_0^1 \frac{dx'}{x'} C_j P_{qj} \left( \frac{x}{x'} \right) f_j(x', \mu), \quad (5.11)
\]

where the color factor \(C_j\) is \(C_F \ (T_F)\) for \(j = q \ (j = g)\) and the splitting functions are

\[
P_{qq}(z) = (1 + z^2) \mathcal{L}_0(1 - z) + \frac{3}{2} \delta(1 - z), \quad P_{gg}(z) = (1 - z)^2 + z^2. \quad (5.12)
\]
5.2 Cancellation of IR divergences

In this section we combine these ingredients and verify the cancellation of IR divergences. We assume \( p_T, \mathcal{T} \ll Q \) to simplify the calculation, though we do not restrict to any particular hierarchy between \( p_T \) and \( \mathcal{T} \). This leads to

\[
\hat{\sigma}_{q\bar{q} \rightarrow Zg} = Q^2 \hat{\sigma}_{q}^{(0)} 8\pi \alpha_s C_F \left( e^{\gamma_E} \mu^2 / 4\pi \right)^\epsilon \left[ \frac{2}{p_T^2} + (1 - \epsilon) \frac{p_T^2}{x_1 E_{cm} (x_1 E_{cm} \mathcal{T} - p_T^2 \mathcal{T})} \right] + O \left( \frac{\mathcal{T}}{Q^2} \frac{p_T^2}{Q^2} \right)
\]

\[
\hat{\sigma}_{gg \rightarrow Zq} = Q^2 \hat{\sigma}_{q}^{(0)} 8\pi \alpha_s T_F \left( e^{\gamma_E} \mu^2 / 4\pi \right)^\epsilon \left[ \frac{1}{x_1 E_{cm} \mathcal{T} - p_T^2} - \frac{2}{1 - \epsilon} \frac{p_T^2}{x_1^2 E_{cm} \mathcal{T}^2} \right] + O \left( \frac{\mathcal{T}}{Q^2} \frac{p_T^2}{Q^2} \right)
\]

\[
\hat{\sigma}_{qg \rightarrow Zq} = Q^2 \hat{\sigma}_{q}^{(0)} 8\pi \alpha_s T_F \left( e^{\gamma_E} \mu^2 / 4\pi \right)^\epsilon \frac{x_1 \mathcal{T}^2}{x_2 p_T^2 (x_1 E_{cm} \mathcal{T} - p_T^2)} + O \left( \frac{\mathcal{T}}{Q^2} \frac{p_T^2}{Q^2} \right).
\]

(5.13)

For \( gg \rightarrow Zq \) and \( qg \rightarrow Zq \) there is a fermion minus sign from crossing eq. (5.1) and we have taken into account that we need to average over incoming gluon polarizations and colors instead of quark spins and colors, resulting in the overall factor \( 2N_c/(2 - 2\epsilon)(N_c^2 - 1) \). The phase space in eq. (5.6) simplifies as well

\[
\int d\Phi_{ij,R}^{(1)} = \frac{1}{(4\pi)^{2-\epsilon} \Gamma(1 - \epsilon)} Q(Q\mathcal{T} + p_T^2 e^{-\gamma_E}) \frac{\alpha_s}{2\pi} \left( C_F \left( \frac{\mu^2}{Q^2} \right)^\epsilon \left[ -1 + \frac{3}{2\epsilon} - 4 + \frac{7\pi^2}{12} + O(\epsilon) \right] \right)
\]

(5.14)

To avoid subtleties related to distributions, we calculate the cumulative cross section in \( p_T \) and \( \mathcal{T} \),

\[
\int_0^{p_T^2} \int_0^\mathcal{T} \int_0^{\mathcal{T}'} \frac{d\Phi_{ij,R}^{(1)}}{dQ^2 dY dp_T^2 d\mathcal{T}'} \left\{ \int d\Phi_{q\bar{q} \rightarrow Zg}^{(0)} \left[ \frac{1}{2} \hat{\sigma}_{q \bar{q} \rightarrow Zg} + \hat{\sigma}_{g \bar{g} \rightarrow Zq} \right] + \int d\Phi_{qg,\bar{g} \bar{q}}^{(1)} \hat{\sigma}_{qg \rightarrow Zq} + \int d\Phi_{qg,\bar{g} \bar{q}}^{(1)} \hat{\sigma}_{qg \rightarrow Zq} \right\}
\]

\[
= \hat{\sigma}_{q}^{(0)} f_q(x_1, \mu) f_{\bar{q}}(x_2, \mu) \frac{\alpha_s}{2\pi} \left( C_F \left( \frac{\mu^2}{Q^2} \right)^\epsilon \left[ -1 + \frac{3}{2\epsilon} - 4 + \frac{7\pi^2}{12} + O(\epsilon) \right] \right)
\]

(5.15)

\[
+ \frac{1}{\epsilon} \sum \int_1^{x_1} \frac{dx_1'}{x_1'} C_j P_j \left( x_1 / x_1' \right)
\]

\[
- \frac{1}{\epsilon} \int_1^{x_1} \frac{dx_1'}{x_1'} f_q(x_1', \mu) \frac{p_T^2}{f_q(x_1, \mu)} C_F \left[ \frac{2 x_1'}{x_1' - x_1} + (1 - \epsilon) \left( \frac{x_1' - x_1}{x_1} \right)^{1-2\epsilon} \right] + O(\epsilon)
\]

\[
+ \frac{1}{\epsilon} \int_1^{x_1} \frac{dx_1'}{x_1'} f_{\bar{q}}(x_1', \mu) \frac{p_T^2}{f_{\bar{q}}(x_1, \mu)} C_F \left[ \frac{2 x_1'}{x_1' - x_1} + (1 - \epsilon) \left( \frac{x_1' - x_1}{x_1} \right)^{1-2\epsilon} \right] + O(\epsilon)
\]

\[
\times \left[ \min \left\{ 1, \frac{\mathcal{T}}{(x_1' - x_1) E_{cm}}, \frac{p_T^2}{(x_1' - x_1)^2 E_{cm}^2} \right\} \right]^{-\epsilon}
\]

\[
+ \int_1^{x_1} \frac{dx_1'}{x_1'} f_q(x_1', \mu) f_q(x_2, \mu) T_F \frac{x_1}{x_2 (x_1' - x_1)^{2\epsilon} \Gamma(2 - \epsilon)} e^{\gamma_E} \left( \frac{\mu^2}{E_{cm}^2} \right) \epsilon
\]

\[
\times \left[ \min \left\{ 1, \frac{\mathcal{T}}{(x_1' - x_1) E_{cm}}, \frac{p_T^2}{(x_1' - x_1)^2 E_{cm}^2} \right\} \right]^{1-\epsilon} + (x_1 \leftrightarrow x_2) + (q \leftrightarrow \bar{q}).
\]
where in the final expression we used the shorthand notation

\[ x_1 = \frac{Q}{E_{cm}} e^Y, \quad x_2 = \frac{Q}{E_{cm}} e^{-Y}, \]  

(5.16)

which should not be confused with eq. (5.7). The contribution from \( d \Phi_L \) is included through \((x_1 \leftrightarrow x_2)\).

We obtained eq. (5.15) by first rewriting the \( p'^2_T \) integral in terms of \( x' \)

\[ p'^2_T = (x'_1 - x_1)E_{cm} T'. \]  

(5.17)

such that

\[
\int_{0}^{p'^2_T} dp'^2_T = \int_{x_1}^{1} dx'_1 E_{cm} T' \theta(p'^2_T - (x'_1 - x_1)E_{cm} T') .
\]  

(5.18)

For the subsequent \( T' \) integral we find

\[
\int_{0}^{T} dT' \frac{\theta(p'^2_T - (x'_1 - x_1)E_{cm} T') \theta((x'_1 - x_1)E_{cm} - T')}{(T')^{1+\epsilon}} = -\frac{1}{\epsilon} \frac{\theta(x'_1 - x_1)}{(x'_1 - x_1)\epsilon E_{cm}} \left[ \min \left\{ 1, \frac{T}{(x'_1 - x_1)E_{cm}}, \frac{p'^2_T}{(x'_1 - x_1)^2 E_{cm}}^2 \right\} \right]^{-\epsilon} ,
\]  

(5.19)

and similarly for the term that goes like \((T')^{-\epsilon}\). The cancellation of IR divergences becomes clear once we use the following expressions to expand in \( \epsilon \),

\[
\frac{2x_1}{(x'_1 - x_1)^{1+2\epsilon}} + (1-\epsilon) \frac{(x'_1 - x_1)^{1-2\epsilon}}{x'_1} = \left( -\frac{1}{\epsilon} - \frac{3}{2} + 2 \ln x_1 \right) \delta \left( 1 - \frac{x_1}{x'_1} \right) + P_{qq} \left( \frac{x_1}{x'_1} \right) + O(\epsilon) ,
\]  

\[
\frac{1}{(x'_1 - x_1)^{2\epsilon}} - \frac{2}{1-\epsilon} \frac{x_1(x'_1 - x_1)^{1-2\epsilon}}{x'_1^2} = P_{qq} \left( \frac{x_1}{x'_1} \right) + O(\epsilon) ,
\]  

(5.20)

which follow from eq. (A.3). Note that the \( \ln x_1 \) term on the first line and the corresponding term from \((x_1 \leftrightarrow x_2)\) combine with \( \ln(E^2/\mu^2) \) to give \( \ln(Q^2/\mu^2) = \ln x_1 + \ln x_2 + \ln(E^2/\mu^2) \).

### 5.3 Result

We now present the cross section for \( pp \rightarrow Z + 0 \) jets, differential in the invariant mass and rapidity of the \( Z \), and with cuts on the transverse momentum of the \( Z \) and on beam thrust. This is given by the finite \( O(\epsilon^0) \) terms in eq. (5.15), which we rearrange into the
following form

\[
\int_0^{p_T^2} dp_T^2 \int_T^d dT' \frac{d^4 \sigma_q^{(1)}}{dQ^2 dY dp_T^2 dT'} = \delta_q^{(0)} f_q(x_1, \mu) f_q(x_2, \mu) \frac{\alpha_s}{2\pi} \left( 2 \left[ \ln^2 \left( \frac{x_1 E_{cm}}{\mu} \right) - \ln^2 \left( \frac{Q}{\mu} \right) \right] \right)
\]

\[+ \sum_j \int_{x_1}^{1} dz_1 f_j(x_1/z_1, \mu) f_q(x_1, \mu) C_{ij} \rho_{ij}(z_1) \ln \min \left\{ \frac{x_1 E_{cm}^2}{z_1^2 \mu^2}, \frac{\mathcal{T} x_1 E_{cm}}{z_1(1-z_1) \mu^2}, \frac{p_T^2}{(1-z_1)^2 \mu^2} \right\}
\]

\[+ \int_{x_1}^{1} dz_1 \left\{ f_q(x_1/z_1, \mu) f_q(x_1, \mu) C_F \left[ 2(1+z_1^2) \mathcal{L}_1(1-z_1) + \left( -4 + \frac{\pi^2}{2} \right) \delta(1-z_1) + 1 - z_1 \right] \right\}
\]

\[+ \int_{x_1}^{1} dz_1 \left\{ f_q(x_1/z_1, \mu) f_q(x_2, \mu) T_F \frac{x_1}{z_1 x_2} \min \left\{ 1, \frac{z_1 \mathcal{T}}{x_1(1-z_1) E_{cm}}, \frac{z_1^2 p_T^2}{x_1^2(1-z_1)^2 E_{cm}^2} \right\} \right\}
\]

\[+ (x_1 \leftrightarrow x_2) + (q \leftrightarrow \bar{q}). \tag{5.21} \]

Here we changed variables to \( z_1 = x_1/x'_1 \).

### 5.4 Comparison to resummed predictions

We will now expand eq. (5.21) in the SCET, SCET+ and SCET II regions of phase space, and verify that this agrees with the predictions from factorization theorems, up to power corrections. The second-to-last line of eq. (5.21) could never be produced by the factorization theorems, but is power-suppressed and does not need to be considered. Since the cross section in eq. (5.21) is a cumulative distribution, we benefit from the cumulative expressions for the ingredients of the factorization formulae in section 4.

The minimum in eq. (5.21) cuts the \( z_1 \) interval into three regions

\[
\min \left\{ \left( \frac{p_T}{z_1 \mu} \right)^2, \frac{\mathcal{T} p_T}{z_1(1-z_1) \mu^2}, \frac{p_T^2}{(1-z_1)^2 \mu^2} \right\} = \begin{cases} \left[ p_T^2/(z_1 \mu)^2 \right] & 1 \geq z_1 \geq z_a \\ \mathcal{T} p_T^2/[z_1(1-z_1)^2 \mu^2] & z_a \geq z_1 \geq z_b \\ p_T^2/[(1-z_1)^2 \mu^2] & z_b \geq z_1 \geq 0 \end{cases} \tag{5.22} \]

with \( p_T = x_1 E_{cm} = Q e^Y \) and boundaries at

\[
z_a = \frac{1}{1 + \mathcal{T}/p_T}, \quad z_b = \frac{1}{1 + p_T^2/(\mathcal{T} p_T)}. \tag{5.23} \]

Because the size of the interval \( 1 \geq z_1 \geq z_a \) is parametrically small, \( \mathcal{O}(\mathcal{T}/Q) \), we only need to keep the logarithmically enhanced contributions. From the \( z_1 \to 1 \) behavior of the splitting functions \( \rho_{ij}(z_1) \) in eq. (5.12), it is clear that only the contribution from the
diagonal $j=q$ term is not suppressed:

\[
\sum_j \int_{z_a}^{z_b} \frac{dz_j}{z_j} \frac{f_j(x_j/z_j, \mu)}{f_q(x_q, \mu)} C_j P_{qj}(z_j) \ln \min \left \{ \left( \frac{p_{j1}}{z_1 \mu} \right)^2, \frac{T p_{j1}^-}{z_1 (1-z_1) \mu^2}, \frac{p_T^2}{(1-z_1)^2 \mu^2} \right \}
\]

\[
= 2C_F \ln \left( \frac{p_{j1}}{\mu} \right) \int_{z_a}^{z_b} dz_j P_{qq}(z_j) \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]

\[
= 2C_F \ln \left( \frac{p_{j1}}{\mu} \right) \left[ - \ln \left( \frac{(p_{j1}^-)^2}{T^2} \right) + \frac{3}{2} \right] \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]

\[
= C_F \left[ - 4 \ln^2 \left( \frac{p_{j1}}{\mu} \right) + 3 \ln \left( \frac{p_{j1}}{\mu} \right) + 4 \ln \left( \frac{p_{j1}}{\mu} \right) \ln \left( \frac{T}{\mu} \right) \right] \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]  

\[\text{(5.24)}\]

In the SCET$_1$ region of phase space, the interval $z_a \geq z_1 \geq z_b$ is not parametrically small. We therefore do not give the boundary $z_b$ any special treatment. It is convenient to rewrite the remaining integral over $1 \geq z_1 \geq x_1$ and subtract the contribution from $1 \geq z_1 \geq z_a$. This requires us to extend $P_{qq}(z) \ln(1-z)$ to $z \to 1$, which we do as follows:

\[
P_{qq}(z) \ln(1-z) \to (1 + z^2) \mathcal{L}_1(1-z).
\]

\[\text{(5.25)}\]

We thus obtain

\[
\sum_j \int_{z_a}^{z_b} \frac{dz_j}{z_j} \frac{f_j(x_j/z_j, \mu)}{f_q(x_q, \mu)} C_j P_{qj}(z_j) \ln \min \left \{ \left( \frac{p_{j1}}{z_1 \mu} \right)^2, \frac{T p_{j1}^-}{z_1 (1-z_1) \mu^2}, \frac{p_T^2}{(1-z_1)^2 \mu^2} \right \}
\]

\[
= C_F \int_{z_a}^{z_b} dz_j P_{qq}(z_j) \ln \left( \frac{T p_{j1}^-}{\mu^2} \right) - \ln(1-z) \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]

\[
+ C_F \left[ 3 \ln^2 \left( \frac{p_{j1}}{\mu} \right) - \frac{3}{2} \ln \left( \frac{p_{j1}}{\mu} \right) - 2 \ln \left( \frac{p_{j1}}{\mu} \right) \ln \left( \frac{T}{\mu} \right) - \ln^2 \left( \frac{T}{\mu} \right) - \frac{3}{2} \ln \left( \frac{T}{\mu} \right) \right] \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]  

\[\text{(5.26)}\]

Combining eqs. (5.21), (5.24) and (5.26), it is straightforward to verify that this agrees with the SCET$_1$ factorization formula in eq. (2.9), using the results in section 4.

In the SCET$_4$ and SCET$_{II}$ region of phase space, the interval $z_a \geq z_1 \geq z_b$ is also parametrically small, $\mathcal{O}(p_T^2/(TQ))$. In fact, for SCET$_{II}$ both $z_b < z_a$ and $z_b > z_a$ are allowed. We start by assuming $z_b < z_a$,

\[
\sum_j \int_{z_a}^{z_b} \frac{dz_j}{z_j} \frac{f_j(x_j/z_j, \mu)}{f_q(x_q, \mu)} C_j P_{qj}(z_j) \ln \min \left \{ \left( \frac{p_{j1}}{z_1 \mu} \right)^2, \frac{T p_{j1}^-}{z_1 (1-z_1) \mu^2}, \frac{p_T^2}{(1-z_1)^2 \mu^2} \right \}
\]

\[
= C_F \int_{z_a}^{z_b} dz_j P_{qq}(z_j) \ln \left( \frac{T p_{j1}^-}{\mu^2} \right) - \ln(1-z) \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]

\[
= C_F \left\{ - 8 \ln \left( \frac{p_{j1}}{\mu} \right) \ln \left( \frac{T}{\mu} \right) - 4 \ln^2 \left( \frac{T}{\mu} \right) + 4 \ln \left( \frac{p_{j1}^-}{\mu} \right) \ln \left( \frac{T}{\mu} \right) + \ln \left( \frac{p_{j1}}{\mu} \right) \ln \left( \frac{T}{\mu} \right) - \ln^2 \left( \frac{T}{\mu} \right) \right\} \times \left[ 1 + \mathcal{O} \left( \frac{T}{Q} \right) \right]
\]  

\[\text{(5.27)}\]
The remainder is

\[
\sum_j \int_{x_1}^{z_b} \frac{dz_1}{z_1} \frac{f_j(x_1/z_1, \mu)}{f_q(x_1, \mu)} C_j P_{qj}(z_1) \ln \left( \frac{p_{\perp}^2}{z_1 \mu^2} \right) \ln \left( \frac{p_{\perp}^2}{z_1(1 - z_1) \mu^2} \right) \nonumber
\]

\[
= \sum_j \int_{x_1}^{z_1} \frac{dz_1}{z_1} \frac{f_j(x_1/z_1, \mu)}{f_q(x_1, \mu)} C_j P_{qj}(z_1) \left[ \ln \left( \frac{p_{\perp}^2}{\mu^2} \right) - 2 \ln(1 - z_1) \right] \nonumber
\]

\[- \int_{z_b}^{z_1} \frac{dz_1}{z_1} C_F P_{qq}(z_1) \left[ \ln \left( \frac{p_{\perp}^2}{\mu^2} \right) - 2 \ln(1 - z_1) \right] \left[ 1 + \mathcal{O}\left( \frac{p_{\perp}^2}{T Q} \right) \right] \nonumber
\]

\[
= \sum_j \int_{x_1}^{z_1} \frac{dz_1}{z_1} \frac{f_j(x_1/z_1, \mu)}{f_q(x_1, \mu)} C_j P_{qj}(z_1) \left[ \ln \left( \frac{p_{\perp}^2}{\mu^2} \right) - 2 \ln(1 - z_1) \right] \nonumber
\]

\[+ C_F \left\{ 2 \ln^2 \left( \frac{p_{\perp}^2}{\mu^2} \right) + 4 \ln \left( \frac{p_{\perp}^2}{\mu^2} \right) \ln \left( \frac{T}{\mu} \right) + 2 \ln^2 \left( \frac{T}{\mu} \right) - 2 \ln \left( \frac{p_{\perp}^2}{\mu^2} \right) \ln \left( \frac{T}{\mu} \right) + \frac{3}{4} \right\} \left[ 1 + \mathcal{O}\left( \frac{p_{\perp}^2}{T Q} \right) \right]. \quad (5.28)\]

We have verified that this agrees with the SCET\(\_\perp\) factorization formula in eq. (2.15) expanded to NLO, providing an important check on our effective theory framework.

We now consider \(z_b > z_a\), i.e. \(p_T < T\), which is only allowed by the power counting in the SCET\(\_\perp\) region of phase space. In contrast with eq. (5.22), we now only have two regions: \(1 \geq z_1 \geq z_c\) and \(z_c \geq z_1 \geq x_1\), where

\[
z_c = \frac{1}{1 + (p_T/p_1)}. \quad (5.29)
\]

This leads to the following correction to the SCET\(\_\perp\) result,

\[
\theta(T - p_T) \left\{ \sum_j \int_{z_a}^{z_b} \frac{dz_1}{z_1} \frac{f_j(x_1/z_1, \mu)}{f_q(x_1, \mu)} C_j P_{qj}(z_1) \left[ \ln \left( \frac{T_p_{\perp}}{z_1(1 - z_1) \mu^2} \right) - \ln \left( \frac{(p_{\perp}^2)^2}{z_1^2 \mu^2} \right) \right] \right\} \nonumber
\]

\[+ \sum_j \int_{z_b}^{z_c} \frac{dz_1}{z_1} \frac{f_j(x_1/z_1, \mu)}{f_q(x_1, \mu)} C_j P_{qj}(z_1) \left[ \ln \left( \frac{p_{\perp}^2}{z_1(1 - z_1) \mu^2} \right) - \ln \left( \frac{(p_{\perp}^2)^2}{z_1^2 \mu^2} \right) \right] \left\{ 1 + \mathcal{O}\left( \frac{T}{Q} \right) \right\} \nonumber
\]

\[= \frac{1}{2} C_F \theta(T - p_T) \ln^2 \left( \frac{p_{\perp}^2}{T^2} \right) \left[ 1 + \mathcal{O}\left( \frac{T}{Q} \right) \right]. \quad (5.30)\]

The first line erases the earlier contributions from \(z_a < z_1 < z_b\) and the second line from \(z_b < z_1 < z_c\). This agrees with the FU soft function in eq. (4.10).

We conclude this section by briefly commenting on the size of the various power corrections we encountered. In section 5.2, we restricted to \(p_T, T \ll Q\), dropping some (but not all) terms of \(\mathcal{O}(p_{\perp}^2/Q^2, T/Q)\). In our SCET\(\_\perp\) analysis in this section, we systematically expanded up to corrections of \(\mathcal{O}(T/Q)\). For SCET\(\_\parallel\) the power corrections were
Table 2. Modes and power counting in SCET for the double angularity measurement on a single jet. The power counting parameter is $\lambda$, with $\lambda \sim e^\alpha \sim e^{1/r}$ and $1 > r > \beta/\alpha$.

\[\begin{array}{|c|c|}
\hline
\text{Mode} & \text{Scaling} \left( -, +, \perp \right) \\
\hline
\text{collinear} & Q \left( 1, \lambda^{2r/\beta}, \lambda^{r/\beta} \right) \\
\text{collinear-soft} & Q \left( \frac{\alpha - \beta}{\alpha - \beta}, \lambda^{(\alpha - 2)r - (\beta - 2)/\alpha - \beta}, \lambda^{(\alpha - 1)r - (\beta - 1)/\alpha - \beta} \right) \\
\text{soft} & Q(\lambda, \lambda, \lambda) \\
\hline
\end{array}\]

$O(T/Q \sim p_T^2/(TQ))$, and for SCET they were $O(p_T^2/(TQ))$ in size. Contrary to our expectation in section 2.1, we found no $O(T^2/p_T^2)$ power corrections at NLO. However, it is quite possible that this changes at higher orders.

6 Measuring two angularities on one jet

We will now apply our effective field theory framework to the measurement of two angularities on one jet. The angularity $e_\alpha$ of a jet is defined as

\[e_\alpha = \sum_{i \in \text{jet}} \frac{E_i}{E_{\text{jet}}} (\theta_i/R)^\alpha.\]

Here, $E_i$ and $\theta_i$ denote the energy and angle (with respect to the jet axis) of particle $i$, and $E_{\text{jet}}$ and $R$ are the jet energy and radius. To avoid the issue of recoil, we use the winner-take-all axis. This ensures that the direction of the collinear radiation coincides with the jet axis.

For the measurement of two angularities $e_\alpha$, $e_\beta$ (with $\alpha > \beta$), the phase space is given by $e_\beta/\alpha \geq e_\beta \geq e_\alpha$ at NLL. The effective field theories on the boundaries were discussed in ref. [34], so we focus on the intermediate regime described by SCET. The modes of SCET are shown in table 2. Their power counting is fixed by the requirement that these modes are on-shell, that the collinear mode contributes to $e_\beta$, the soft mode contribute to $e_\alpha$ and the collinear-soft mode contribute to both. This leads to the following factorization formula

\[\frac{d^2\sigma_i}{de_\alpha de_\beta} = \hat{\sigma}_i^{(0)} H_i(Q^2, \mu) \int de_\beta^c Q^\beta de_\alpha^c Q de_\alpha^c Q J_i(e_\beta^c Q^\beta, \mu) J_i(e_\alpha^c Q, e_\beta^c Q^\beta) S_i(e_\alpha^c Q, \mu) \times \delta(e_\alpha - e_\alpha^c) \delta(e_\beta - e_\beta^c),\]

for quark ($i = q$) and gluon ($i = g$) jets. Here, $\hat{\sigma}_i^{(0)}$ is the tree-level cross section, and $H$ the hard function describing hard virtual corrections. The jet function $J$, soft function $S$ and collinear-soft function $\mathcal{S}$ capture the effect of collinear, soft and collinear-soft radiation, respectively. The first two have been defined in ref. [34] while the third is the analog of eq. (2.17) but for the double angularity measurement. Since we only work up to NLL order, we are allowed to consider a single jet. At higher orders we need to take the rest of the event into account, and eq. (6.2) must accordingly be generalized to e.g. $e^+e^-$ event...
shapes. We expect the power corrections to be $O(e_\alpha/e_\beta, e_\alpha^{\alpha/\beta}/e_\alpha)$, which blow up at the edges of the phase space, where the boundary theories should be used instead.

Below we collect what is needed for NLL resummation. The RG equation and the anomalous dimension of the hard function are

$$\mu \frac{d}{d\mu} H_i(Q^2, \mu) = \gamma_H^i(Q^2, \mu) H_i(Q^2, \mu),$$

$$\gamma_H^i(Q^2, \mu) = \Gamma_c^{\text{cusp}}(\alpha_s) \ln \frac{Q^2}{\mu^2} + \gamma_H^i(\alpha_s).$$  \hspace{1cm} (6.3)

For the jet function we have

$$\mu \frac{d}{d\mu} J_i(e_\beta Q^\beta, \mu) = \int_0^{\epsilon_\beta} d\epsilon_\beta' Q^{\beta'} \gamma_j^i(e_\beta Q^\beta - e_\beta' Q^{\beta'}, \mu) J_i(e_\beta' Q^{\beta'}, \mu),$$

$$\gamma_j^i(e_\beta Q^\beta, \mu) = -\frac{2}{\beta - 1} \Gamma_c^{\text{cusp}}(\alpha_s) \frac{1}{\mu^3} \mathcal{L}_0 \left( \frac{e_\beta Q^\beta}{\mu^3} \right) + \gamma_j^i(\alpha_s) \delta(e_\beta Q^\beta),$$  \hspace{1cm} (6.4)

and the soft function satisfies

$$\mu \frac{d}{d\mu} S_i(e_\alpha Q, \mu) = \int_0^{\epsilon_\alpha} d\epsilon_\alpha' Q \gamma_s^i(e_\alpha Q - e_\alpha' Q, \mu) S_i(e_\alpha' Q, \mu),$$

$$\gamma_s^i(e_\alpha Q, \mu) = \frac{2}{\alpha - 1} \Gamma_c^{\text{cusp}}(\alpha_s) \frac{1}{\mu} \mathcal{L}_0 \left( \frac{e_\alpha Q}{\mu} \right) + \gamma_s^i(\alpha_s) \delta(e_\alpha Q).$$  \hspace{1cm} (6.5)

The anomalous dimension of the collinear-soft function is constrained by consistency of the cross section in eq. (6.2). These anomalous dimensions involve $\Gamma_c^{\text{cusp}}(\alpha_s)$, given in appendix B, and the non-cusp parts

$$\gamma_X^i(\alpha_s) = \sum_n \gamma_{X,n}^i \left( \frac{\alpha_s}{4\pi} \right)^{n+1},$$  \hspace{1cm} (6.6)

with $X = H, J, S$. At NLL we only need the leading coefficients,

$$\gamma_H^0 = -6C_F, \quad \gamma_H^q = -2\beta_0, \quad \gamma_J^q = -\gamma_H^0, \quad \gamma_S^q = 0,$$  \hspace{1cm} (6.7)

where $\beta_0 = \frac{11}{3} C_A - \frac{4}{3} T_F n_f$.

We now evaluate the double cumulative distribution at NLL order by inserting the tree-level expressions

$$H_i(Q^2, \mu) = 1,$$

$$J_i(e_\beta Q^\beta, \mu) = \delta(e_\beta Q^\beta),$$

$$\mathcal{L}_i(e_\alpha Q, e_\beta Q^\beta) = \delta(e_\alpha Q) \delta(e_\beta Q^\beta),$$

$$S_i(e_\alpha Q, \mu) = \delta(e_\alpha Q),$$  \hspace{1cm} (6.8)

in eq. (6.2) and evolving them to the collinear-soft scale $\mu_\sigma$. This results in

$$\Sigma_i(e_\alpha, e_\beta) = \int_0^{\epsilon_\alpha} d\epsilon_\alpha' \int_0^{\epsilon_\beta} d\epsilon_\beta' \frac{\partial^2 \sigma}{\partial \epsilon_\alpha' \partial \epsilon_\beta'}$$

$$= \hat{\sigma}_i^{(0)} e^{K_H+K_J+K_X^\gamma - \gamma_\eta^H - \gamma_\eta^J} \frac{Q^{2n_H^i}}{\Gamma(1 + n_J^i) \Gamma(1 + n_S^i)} \left( \frac{Q}{\mu_H} \right)^{2n_H^i} \left( \frac{e_\beta^1 Q^\beta}{\mu_J} \right)^{n_J^i} \left( \frac{e_\alpha Q}{\mu_S} \right)^{n_S^i}.\hspace{1cm} (6.9)$$

\hspace{1cm}
The evolution kernels that enter here are

\[ K_H^i(\mu_H, \mu_J) = -2K_H^i(\mu_H, \mu_J) + K_{\gamma H}^i(\mu_H, \mu_J), \quad \eta_H^i(\mu_H, \mu_J) = \eta_H^i(\mu_H, \mu_J), \]  
\[ K_J^j(\mu_J, \mu_J) = -\frac{2\beta}{1 - \beta} K_H^i(\mu_J, \mu_J) + K_{\gamma J}^i(\mu_J, \mu_J), \quad \eta_J^j(\mu_J, \mu_J) = \frac{2}{1 - \beta} \eta_H^i(\mu_J, \mu_J), \]  
\[ K_S^k(\mu_S, \mu_J) = \frac{2}{1 - \alpha} K_H^i(\mu_S, \mu_J), \quad \eta_S^k(\mu_S, \mu_J) = -\frac{2}{1 - \alpha} \eta_H^i(\mu_S, \mu_J), \]

in terms of \( K_H^i, \eta_H^i \) and \( K_{\gamma H}^i \) defined in eq. (B.1). As starting point for the RG evolution we use the canonical (natural) scales

\[ \mu_H = Q, \]
\[ \mu_J = e_{\beta}^{1/\beta} Q = \mu_{J \rightarrow J}, \]
\[ \mu_{\gamma} = (e_{\alpha - \beta}^{1/\alpha - 1})^{1/(\alpha - \beta)} Q = \mu_{J \rightarrow S}, \]
\[ \mu_S = e_{\alpha} Q = \mu_{S \rightarrow S}. \]  

(6.11)

which we identified with the interpolating scales \( \mu_{J \rightarrow J}, \mu_{J \rightarrow S} \) and \( \mu_{S \rightarrow S} \) of ref. [34] (see also appendix C of ref. [37]) to simplify the comparison.

This mostly agrees with the conjecture made in ref. [34]

\[ \Sigma_{\text{ref. [34]}}(\alpha, \beta) = \frac{e^{-R(e_\alpha, e_\beta)}}{\Gamma(1 + R(e_\alpha, e_\beta))} \]  

where

\[ R(e_\alpha, e_\beta) = \frac{\text{NLL}}{\Gamma(1 + \eta_{\gamma J}^j + \eta_{\gamma S}^k)} \]
\[ \tilde{R}(e_\alpha, e_\beta) = \frac{\text{NLL}}{\eta_{\gamma J}^j(\mu_J, \mu_{\gamma}) + \eta_{\gamma S}^k(\mu_S, \mu_{\gamma})}. \]  

(6.12)

The only difference\(^{12}\) with our result in eq. (6.9) is in the denominator, where we have \( \Gamma(1 + \eta_{\gamma J}^j) \Gamma(1 + \eta_{\gamma S}^k) \) instead of \( \Gamma(1 + \eta_{\gamma J}^j + \eta_{\gamma S}^k) \). These factors agree with each other on the boundary, since either \( \eta_{\gamma J}^j \) or \( \eta_{\gamma S}^k \) vanishes there, but lead to \( \mathcal{O}(\alpha_4^2 \ln^2) \) differences in the bulk. (An analogous conjecture to eq. (6.12) in Laplace space does agree with our result.\(^{13}\))

According to ref. [34], the leading difference between their interpolation and the true NLL cross section is expected to be \( \alpha_4^2 \ln^4 \). However, this is based on boundary conditions for the differential cross section, which do not affect the logarithmic accuracy of their calculation in the bulk. Specifically, their differential cross section satisfies the condition at the boundary \( e_\alpha = e_{\beta}^{1/\beta} \) through the addition of terms that are power suppressed. Since these terms are power suppressed in the bulk, they cannot improve the logarithmic accuracy there.

In ref. [101], we will discuss how a more sophisticated scale choice than eq. (6.11) provides a natural way to satisfy the derivative boundary condition. In addition to requiring

\(^{12}\)Ignoring differences beyond NLL order and power suppressed contributions.

\(^{13}\)We thank D. Neill for pointing this out.
\( \mu_\gamma \) to merge with \( \mu_J \) or \( \mu_S \) on the respective boundaries, one can also require a continuous derivative,

\[
\frac{\partial}{\partial e_\alpha} \mu_J(e_\alpha, e_\beta)|_{e_\beta=\beta/\alpha} = \frac{d}{d e_\alpha} \mu_J(e_\alpha, e_\beta)|_{e_\beta=\beta/\alpha} = 0, \\
\frac{\partial}{\partial e_\beta} \mu_J(e_\alpha, e_\beta)|_{e_\alpha=\alpha/\beta} = \frac{d}{d e_\beta} \mu_J(e_\alpha, e_\beta)|_{e_\alpha=\alpha/\beta} = 0, \\
\frac{\partial}{\partial e_\alpha} \mu_S(e_\alpha, e_\beta)|_{e_\beta=\beta/\alpha} = \frac{d}{d e_\alpha} \mu_S(e_\alpha, e_\beta)|_{e_\beta=\beta/\alpha} = 0, \\
\frac{\partial}{\partial e_\beta} \mu_S(e_\alpha, e_\beta)|_{e_\alpha=\alpha/\beta} = \frac{d}{d e_\beta} \mu_S(e_\alpha, e_\beta)|_{e_\alpha=\alpha/\beta} = 0, 
\]

and similarly for the boundary at \( e_\alpha = e_\beta \). These equations closely resemble those imposed on \( R \) and \( \tilde{R} \) in ref. [34] and follow from the same steps. Note that there is a redundancy in the constraints in eq. (6.14), as e.g. the second equation on the first line implies the first. The scale choice in transitioning to a region where resummation is turned off has been studied for single variables in e.g. refs. [97, 100], and also in ref. [52].

7 Conclusions

In this paper we studied the resummation of double differential measurements. We focussed on two examples: Drell-Yan production with a (beam-thrust) jet veto where the \( p_T \) of the lepton pair is measured, and the measurement of two angularities on one jet. Concerning the latter, in ref. [34] resummation on the two phase space boundaries was achieved, and an interpolation was built to smoothly connect them. We go beyond this by identifying the factorization formula needed to achieve resummation in the intermediate regime. This involves additional collinear-soft modes, and the corresponding collinear-soft function was calculated at one loop. The relations between FU PDFs, collinear-soft functions and (FU) soft functions were investigated. The consistency of our factorization theorem was verified by checking that the anomalous dimensions cancel between the various ingredients, and by comparing to an analytic NLO calculation of the cross section. We also showed how to combine the factorization theorems on the boundaries and interior, to achieve NNLL precision throughout. At variance with ref. [34] we found a universal factorization formula that describes the cross section in all three phase space regions up to power corrections. Numerical results, including the matching to fixed order, will be presented in ref. [101].

If the hierarchy of scales for the individual variables is not that large, such that the resummation of them is only marginally important, there may be not enough room for a distinct SCET_\(+\) region of phase space. (This can be seen in figure 1, where you have to go deeper into the resummation region for SCET_\(+\).) Even in this case, one benefits from knowing the correct description of the intermediate regime in building the interpolation between boundaries, as illustrated by the \( \mathcal{O}(\alpha_s^2 \ln^2) \) difference between our NLL results and the interpolation conjectured in ref. [34].

Looking forward, we hope the results presented here will stimulate the development of more realistic analytic resummations and more robust Monte Carlo descriptions of LHC events. The framework presented here has natural generalizations to resummation in more than two variables. Finally, finding a proper description of the “terra incognita” in figure 1...
is important for resolving a long-standing issue over double counting between higher-order corrections and double parton scatterings.
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A Plus distributions

The standard plus distribution for some function $g(x)$ can be defined as

$$\theta(x) g(x) = \frac{1}{\beta} \lim_{\beta \to 0} \frac{d}{dx} \left[ \theta(x - \beta) G(x) \right] + G(x) = \int_1^x dx' g(x'), \quad \text{(A.1)}$$

satisfying the boundary condition $\int_0^1 dx [\theta(x) g(x)]_+ = 0$. Two special cases we need are

$$L_n(x) \equiv \frac{\theta(x) \ln^n x}{x} = \frac{1}{\beta} \lim_{\beta \to 0} \left[ \frac{\theta(x - \beta) \ln^n x}{x} + \delta(x - \beta) \frac{\ln^{n+1} \delta}{n+1} \right], \quad \text{(A.2)}$$

In our calculations, we use the following expansion in plus distributions

$$\frac{\theta(x)}{x^{1+\epsilon}} = -\frac{1}{\epsilon} \delta(x) + \mathcal{L}_0(x) - \epsilon \mathcal{L}_1(x) + \mathcal{O}(\epsilon^2). \quad \text{(A.3)}$$

Rescaling and convolution identities for $\mathcal{L}_n(x)$ and $\mathcal{L}_0(x)$ can be found in appendix B of ref. [97].

B Renormalization group evolution

The functions $K_1^i(\mu_0, \mu)$, $\eta_1^i(\mu_0, \mu)$ and $K_{\gamma_X}^i(\mu_0, \mu)$ that enter in the RGE solutions are defined by

$$K_1^i(\mu_0, \mu) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha_s}{\beta(\alpha_s)} \Gamma_{\text{cusp}}(\alpha_s) \int_{\alpha_s(\mu_0)}^{\alpha_s} \frac{d\alpha_s'}{\beta(\alpha_s')}, \quad \eta_1^i(\mu_0, \mu) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha_s}{\beta(\alpha_s)} \Gamma_{\text{cusp}}(\alpha_s),$$

$$K_{\gamma_X}^i(\mu_0, \mu) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha_s}{\beta(\alpha_s)} \gamma_X(\alpha_s). \quad \text{(B.1)}$$
Expanding the beta function and anomalous dimensions in powers of $\alpha_s$,

$$\beta(\alpha_s) = -2\alpha_s \sum_{n=0}^{\infty} \beta_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1}, \quad \Gamma_i^{\text{cusp}}(\alpha_s) = \sum_{n=0}^{\infty} \Gamma_i^{\text{cusp}} \left( \frac{\alpha_s}{4\pi} \right)^{n+1},$$

$$\gamma_X^{\text{cusp}}(\alpha_s) = \sum_{n=0}^{\infty} \gamma_X^{\text{cusp}} n \left( \frac{\alpha_s}{4\pi} \right)^{n+1},$$

their explicit expressions at NNLO order are

$$K_{\Gamma}^i(\mu, \mu) = -\frac{\Gamma_i^{\mu}}{4\beta_0^2} \left\{ \frac{4\pi}{\alpha_s(\mu)} \left( 1 - \frac{1}{r} \ln r \right) + \left( \frac{\Gamma_i^{\mu}}{\Gamma_0^{\mu}} - \frac{\beta_i}{\beta_0} \right) \left( 1 - r + \ln r \right) + \frac{\alpha_s(\mu_0)}{4\pi} \left( \frac{\beta_i}{\beta_0} \right) \left( \frac{1}{r} - 1 \right) \ln r \right\},$$

$$\eta_{\Gamma}^{\mu}(\mu, \mu) = -\frac{\Gamma_i^{\mu}}{2\beta_0} \left( \ln r + \frac{\alpha_s(\mu_0)}{4\pi} \left( \frac{\Gamma_i^{\mu}}{\Gamma_0^{\mu}} - \frac{\beta_i}{\beta_0} \right) (r-1) \right),$$

$$K_{\gamma}^{\mu}(\mu, \mu) = -\frac{\gamma_X^{\mu,0}}{\beta_0} \left( \ln r + \frac{\alpha_s(\mu_0)}{4\pi} \left( \frac{\gamma_X^{\mu,0}}{\gamma_X^{\mu,0}} \right) (r-1) \right).$$

Here, $r = \alpha_s(\mu)/\alpha_s(\mu_0)$ and the running coupling is given by the three-loop expression

$$\frac{1}{\alpha_s(\mu)} = \frac{X}{\alpha_s(\mu_0)} + \frac{\beta_1}{4\pi\beta_0} \ln X + \frac{\alpha_s(\mu_0)}{16\pi^2} \left[ \frac{\beta_2}{\beta_0} \left( 1 - \frac{1}{X} \right) + \frac{\beta_2}{\beta_0} \left( \ln X - \frac{\ln X}{X} - 1 \right) \right],$$

where $X = 1 + \alpha_s(\mu_0)\beta_0 \ln(\mu_\mu)/(2\pi)$.

The coefficients of the beta function [107, 108], cusp anomalous dimension [109, 110], non-cusp anomalous dimensions of the hard function and jet function [1, 110–117] and non-cusp anomalous dimension of the rapidity resummation [10, 13, 14, 118] are given below in the \MS scheme. At this order $\Gamma_i^q = (C_A/C_F)\Gamma_i^q$, which are therefore not separately shown.

$$\beta_0 = \frac{11}{3} C_A - \frac{4}{3} T_F n_f,$$

$$\beta_1 = \frac{34}{3} C_A^2 - \left( \frac{20}{3} C_A + 4C_F \right) T_F n_f,$$

$$\beta_2 = \frac{2857}{54} C_A^3 + \left( C_A^2 - \frac{205}{18} C_F C_A - \frac{1415}{54} C_A^2 \right) 2T_F n_f + \left( \frac{11}{9} C_F + \frac{79}{54} C_A \right) 4T_F^2 n_f^2,$$

$$\Gamma_0^q = 4C_F,$$

$$\Gamma_1^q = 4C_F \left[ \left( \frac{67}{9} - \frac{\pi^2}{3} \right) C_A - \frac{20}{9} T_F n_f \right],$$

$$\Gamma_2^q = 4C_F \left[ \left( \frac{245}{6} - \frac{134\pi^2}{27} + \frac{11\pi^4}{45} + \frac{22\zeta_3}{3} \right) C_A^2 + \left( - \frac{418}{27} + \frac{40\pi^2}{27} - \frac{56\zeta_3}{3} \right) C_A T_F n_f \right.$$}

$$\left. + \left( - \frac{55}{3} + 16\zeta_3 \right) C_F T_F n_f - \frac{16}{27} T_F^2 n_f^2 \right],$$
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\begin{align}
\gamma_{H^0}^g &= -6 C_F, \\
\gamma_{H_1}^g &= - C_F \left[ \left( \frac{82}{9} - 52 \zeta_3 \right) C_A + (3 - 4 \pi^2 + 48 \zeta_3) C_F + \left( \frac{65}{9} + \pi^2 \right) \beta_0 \right], \\
\gamma_{H^2}^g &= -2 C_F \left[ \left( \frac{66167}{324} - \frac{686 \pi^2}{81} - \frac{302 \pi^4}{135} - \frac{782 \zeta_3}{9} + \frac{44 \pi^2 \zeta_3}{9} + 136 \zeta_5 \right) C_A^2 \\
& \quad + \left( \frac{151}{4} - \frac{205 \pi^2}{9} - \frac{247 \pi^4}{135} + \frac{844 \zeta_3}{3} + \frac{8 \pi^2 \zeta_3}{3} + 120 \zeta_5 \right) C_A C_F \\
& \quad + \left( \frac{29}{2} + 3 \pi^2 + \frac{8 \pi^4}{5} + 68 \zeta_3 - \frac{16 \pi^2 \zeta_3}{3} - 240 \zeta_5 \right) C_F^2 \\
& \quad + \left( - \frac{10781}{108} + \frac{446 \pi^2}{81} + \frac{449 \pi^4}{270} - \frac{1166 \zeta_3}{9} \right) C_A \beta_0 \\
& \quad + \left( \frac{2953}{108} - \frac{13 \pi^2}{18} - \frac{7 \pi^4}{27} + \frac{128 \zeta_3}{9} \right) \beta_1 + \left( - \frac{2417}{324} + \frac{5 \pi^2}{6} + \frac{2 \zeta_3}{3} \right) \beta_0^2 \right], \\
\gamma_{H^0}^g &= -2 \beta_0, \\
\gamma_{H^1}^g &= \left( - \frac{118}{9} + 4 \zeta_3 \right) C_A^2 + \left( - \frac{38}{9} + \pi^2 \right) \beta_0 - 2 \beta_1, \\
\gamma_{H^2}^g &= \left( - \frac{60875}{162} + \frac{634 \pi^2}{81} + \frac{8 \pi^4}{5} + \frac{1972 \zeta_3}{9} - \frac{40 \pi^2 \zeta_3}{9} - 32 \zeta_5 \right) C_A^3 \\
& \quad + \left( \frac{7649}{54} + \frac{134 \pi^2}{81} - \frac{61 \pi^4}{45} - \frac{500 \zeta_3}{9} \right) \beta_0 \left( \frac{466}{81} + \frac{5 \pi^2}{9} - \frac{28 \zeta_3}{3} \right) C_A \beta_0^2 \\
& \quad + \left( - \frac{1819}{54} + \frac{\pi^2}{3} + \frac{4 \pi^4}{45} + \frac{152 \zeta_3}{9} \right) \beta_1 - 2 \beta_2, \\
\gamma_{J^0}^g &= 6 C_F, \\
\gamma_{J^1}^g &= C_F \left[ \left( \frac{146}{9} - 80 \zeta_3 \right) C_A + (3 - 4 \pi^2 + 48 \zeta_3) C_F + \left( \frac{121}{9} + \frac{2 \pi^2}{3} \right) \beta_0 \right], \\
\gamma_{J^2}^g &= 2 C_F \left[ \left( \frac{52019}{162} - \frac{841 \pi^2}{81} - \frac{82 \pi^4}{27} - \frac{2056 \zeta_3}{9} + \frac{88 \pi^2 \zeta_3}{9} + 232 \zeta_5 \right) C_A^2 \\
& \quad + \left( \frac{151}{4} - \frac{205 \pi^2}{9} - \frac{247 \pi^4}{135} + \frac{844 \zeta_3}{3} + \frac{8 \pi^2 \zeta_3}{3} + 120 \zeta_5 \right) C_A C_F \\
& \quad + \left( \frac{29}{2} + 3 \pi^2 + \frac{8 \pi^4}{5} + 68 \zeta_3 - \frac{16 \pi^2 \zeta_3}{3} - 240 \zeta_5 \right) C_F^2 \\
& \quad + \left( - \frac{7739}{54} + \frac{325 \pi^2}{81} + \frac{617 \pi^4}{270} - \frac{1276 \zeta_3}{9} \right) C_A \beta_0 \\
& \quad + \left( - \frac{3457}{324} + \frac{5 \pi^2}{9} + \frac{16 \zeta_3}{3} \right) \beta_0^2 + \left( \frac{1166}{27} - \frac{8 \pi^2}{9} - \frac{41 \pi^4}{135} + \frac{52 \zeta_3}{9} \right) \beta_1 \right], \\
\gamma_{J^0}^g &= 2 \beta_0, \\
\gamma_{J^1}^g &= \left( \frac{182}{9} - 32 \zeta_3 \right) C_A^2 + \left( \frac{94}{9} - \frac{2 \pi^2}{3} \right) \beta_0 + 2 \beta_1, 
\end{align}
\[
\gamma_{\mu,0}^{g} = 0, \\
\gamma_{\mu,1}^{g} = \frac{64}{9} \C_A - 28 \zeta_3 \C_A + 32 \zeta_3 \C_A + \frac{56}{9} \beta_0, \\
\gamma_{\mu,0}^{q} = 0, \\
\gamma_{\mu,1}^{q} = C_A \left( \frac{64}{9} + 4 \zeta_3 \right) C_A + \frac{56}{9} \beta_0.
\] (B.11) (B.12)
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