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Foreword

On 20 February 2014 the government asked the Advisory Council on International 
Affairs (AIV) to produce an advisory report on internet freedom. The request 
singled out the rights to privacy, data protection, confidential communication 
and freedom of expression as notable examples of internet freedom. The basic 
principle of internet freedom is that fundamental rights that exist offline should 
also apply online. The creation and rapid growth of the internet have spawned new 
forms of communication, which have in turn raised new questions about how these 
rights can be safeguarded, particularly since they must sometimes be balanced 
against security interests. The government asked the AIV how internet freedom 
could continue to be promoted in Dutch domestic and foreign policy, how far 
Dutch jurisdiction extends and what role should be played by the private sector in 
promoting internet freedom. The request for advice is contained in annexe II to this 
advisory report.

To prepare this advisory report the AIV established a combined committee chaired 
by Professor Egbert Dommering (member of the Human Rights Committee). The 
other members of the combined committee were Dr Bibi van Ginkel and Professor 
Marieke de Goede (members of the Peace and Security Committee), Professor Bert-
Jaap Koops (member of the Human Rights Committee), Dr Elly Plooij-van Gorsel 
(member of the AIV/European Integration Committee) and Heikelina Verrijn Stuart 
(member of the AIV/Human Rights Committee). Simone Halink (Ministry of Foreign 
Affairs) was involved in the preparation of the report as civil service liaison officer. 
The committee was assisted by Jantinus Smallenbroek (executive secretary) and 
Sophie Meijer and Lisan Warnier (trainees). In the course of preparing the report the 
committee consulted the following experts: Caspar Bowden (independent privacy 
researcher), Dr Quirine Eijkman (head of Political Affairs & Press Office at Amnesty 
International Dutch Section), Hielke Hijmans (head of Policy & Consultation Unit 
at the European Data Protection Supervisor (on sabbatical leave)), Professor Erik 
Huizer (CTO at SURFnet and professor of internet applications at Utrecht University), 
Professor Milton Mueller (professor at Syracuse University School of Information 
Studies) and Rejo Zenger and Hans de Zwart (both with the Dutch digital rights 
organisation Bits of Freedom). The AIV is grateful to them all for sharing their views.
 
The AIV finalised this report on 1 December 2014.
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I Introduction

The request for advice states that the concept of internet freedom consists of a number 
of rights and freedoms that have been enshrined in international conventions for 
many decades. The subject of internet freedom therefore relates not to new rights and 
freedoms but to existing rights and freedoms seen through the prism of the internet.   

The internet has created a society that is less restricted by national borders than 
ever before. It has wrapped society in an electronic net, which uses the universal 
standard (the Internet Protocol) and the World Wide Web (www) to connect everyone 
and everything: people with people, people with knowledge sources, people with public 
and private sector organisations and people with things. This is being done in an 
individualised manner which has no parallel in human history. The capacity of �xed 
and mobile, interconnected electronic networks has increased enormously in the past 
decade. Accessibility has become more and more universal and less and less tied to a 
�xed location. Owing to the huge computing and storage capacity of computers, it has 
become possible to distil behavioural pro�les of individuals and groups from individual 
human actions and connections which leave traces on the internet. These pro�les can 
be used for the purposes of commerce (marketing), government (welfare services) and 
state security (counterterrorism). Big data has become a buzz word at the start of the 
twenty-�rst century, just as Big Brother was in the second half of the twentieth century. 
Processing huge quantities of data is a task that faces every branch of science and is 
in danger of becoming a goal in itself.1 It makes use of techniques such as data mining 
and the interlinking of large databases. This makes it possible to build pro�les and 
expose links. A database can consist of not only content data but also (in the context 
of electronic communication, which is the subject of this report) traf�c data: i.e. data 
used for handling electronic communications (transport and invoicing). Far-reaching 
conclusions can be drawn from the patterns of relations exposed between traf�c data. 
Nowadays, it is more important to analyse traf�c data than to intercept communications 
to discover the content.

The positive side of the internet (and of the wealth of services and applications available 
on it) is the huge boost it gives to prosperity and to individual opportunities for personal 
development, the development of knowledge and new economic activities and, above all, 
the unprecedented transparency of niche markets. The negative side is that never before 
in human history have large commercial, government and military organisations been able 
to wield so much power over individuals and groups. This power often extends beyond 
national borders and is usually invisible. The new term for this phenomenon � behavioural 
targeting � has already gained wide currency, albeit mainly in a marketing context. It 
should be noted, by the way, that the positive aspects of the internet can sometimes be 
overestimated. The internet has led to the concentration of power in the communications 
sector. And transparency has also caused destructive unbundling processes and the 
undermining of quality standards in the market. 

The AIV itself interprets the concept of internet freedom as the organisation of free and 
equal accessibility to and free (unmonitored) public and non-public communication on 

1 See the wide-ranging analysis of the German philosopher of science Klaus Mainzer, Die Berechnung der 
Welt, Von der Weltformel zu Big Data, Munich: C.H. Beck, 2014.
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 speci�c applications and legal, regulatory and ownership control over internet access 
providers;

 - limits on content: statutory provisions regulating content, technical �ltering and 
blocking of websites, self-censorship, the diversity of online news media and the role 
of digital media for social and political activism;

 - violations of user rights: legal protections and restrictions on online activity, 
surveillance, privacy and repercussions for online activity, such as legal prosecution, 
imprisonment or physical intimidation.

However, the model views the internet solely from the perspective of freedoms and 
disregards its signi�cant role in the economy. A country such as China, which scores 
badly in the Freedom House reports, grants substantial internet freedom for commercial 
and non-political communication. 

Scope of the advisory report

The concept of cybersecurity has various meanings. First, it can relate to measures 
taken in respect of internet access and use to minimise the risks of fraud, terrorism 
and other criminal activities. The term can also be interpreted in a broader sense as 
meaning the protection of fundamental values which could be compromised by an 
unsafe internet. The AIV has dealt with these aspects in more detail in its advisory 
report �Cyber Warfare�.4 Although the subjects of cybersecurity and cybercrime overlap 
with internet freedom in some ways, they are not dealt with here at greater length 
because of the need to limit the scope of this report. The subject of this report is how 
� given the ongoing need to combat terrorism � the achievements of the rule of law and 
the rights and freedoms they confer can be safeguarded and how the Netherlands can 
play a leading role. The question arises of how any restrictions of fundamental rights 
can ful�l the requirements of being proportionate and prescribed by law and of providing 
effective legal protection against interference. Although the current perception is that 
the threat is permanent and that the internet plays a crucial role,5 this must not result in 
permanent surveillance of all citizens and untargeted data collection. In such a situation 
it is of crucial importance to safeguard and continue to develop the legal frameworks 
and protect civil liberties. 

Nowadays, free access to the internet is associated (at any event in the Netherlands) 
with the concept of network neutrality. As this subject is closely related to (European) 
competition law, the AIV will not consider it in this report. 

The internet is increasingly the scene of a clash between con�icting rights such as 
freedom of expression, privacy and copyright. Although these clashes naturally have a 
bearing on the concept of internet freedom as de�ned above, they will only be touched 
on in passing in this report as they fall outside the committee�s remit. This is also a 
problem which is �rst and foremost a matter for the courts.

4 Advisory Council on International Affairs and Advisory Committee on Issues of Public International Law,  
Cyber Warfare, advisory report no. 77 (AIV)/no. 22 (CAVV), The Hague, December 2011.

5 General Intelligence and Security Service, Online Jihadism important driving force behind global Jihad 
movement, January 2012. See: <https://www.aivd.nl/@2872/jihadistisch/>.
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Structure of the report

Chapter II gives a very brief outline of the history of telecommunications (the origin of 
the internet) and how the internet is presently organised. A more detailed explanation 
can be found in annexe 1. This subject deserves special attention since the internet is 
a successful example of international governance in which participation is not restricted 
solely to multilateral organisations and states, but also extends to stakeholders. As 
it also involves a loosely structured and non-hierarchical system of groups, this form 
of governance can also be described as a multi-agent system.6 Indeed, it is probably 
one of the most successful examples of such a system. Chapter II goes on to outline 
the efforts made by some states both now and in the past to impose a classical 
international system of governance on the internet. They have also attempted to stretch 
the concept to include all kinds of content-related matters. Finally, chapter II examines 
what parts of the internet come within the national sphere of in�uence. 

Chapter III analyses how the conceptual framework of communication- and privacy-
related fundamental rights that has taken shape in a physically visible world must 
be rethought in the world of cyberspace. This is necessary because rights that were 
previously conceptually separate have become increasingly intertwined. Chapter III also 
shows how legal concepts are becoming increasingly divorced from the underlying reality 
and how the role of the traditional cornerstone of public international law � the sovereign 
state � is undergoing fundamental change.  

Chapter IV brie�y discusses the relevant international law frameworks, with particular 
reference to the problems we are considering here.

Chapter V examines four categories of issues relevant to internet freedom and how each 
of them requires its own approach. Finally, chapter VI contains a summary and sets out 
conclusions and recommendations. 

6 For a description of the multi-agent approach, see Luciano Floridi, The 4th Revolution, How the Infosphere 
Is Reshaping Human Reality, Oxford: Oxford University Press, 2014, chapter 8: �Politics: the rise of the 
multi-agent system�.
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II  Brief history of modern telecommunications: the origins 
of the internet

This chapter explains how the structure of telecommunications (nowadays referred to 
as electronic communications)7 has changed, due in part to the advent of the internet, 
with state monopolies giving way to a system that has evolved organically. The 
organisations that form this system are not part of any kind of hierarchy. Nor are they 
tied to states, although some have a loose connection with the United States. Control 
over telecommunications is therefore spread more diffusely than in the past. Further 
information can be found in annexe 1. 

II.1  The establishment of national utilities (PTTs), united in the International 
Telecommunication Union

At the end of the nineteenth century the European countries and the United States 
started to build a landline telephone network within their national borders. The United 
Kingdom led the way in establishing a worldwide telegraph network, linking the countries 
of the Commonwealth. The European model centred on the state-owned enterprise, 
which was also assigned important utility functions such as ensuring that the entire 
population was connected to the telephone network at an affordable price (known as 
the universal service). These state-owned enterprises obtained a monopoly within their 
national territory because constructing physical infrastructure in unpro�table areas 
was part of their task as a public utility. The same model was adopted de facto in the 
United States because AT&T�s monopoly was respected as long as the company rolled 
out the physical infrastructure throughout the entire country. These utility monopolists 
were vertically integrated companies which controlled the entire supply chain up to and 
including the peripheral equipment through which consumers obtained the service. 
This telephone, telegraph and telex monopoly was usually added to the existing postal 
monopoly (hence: �PTT�, the post, telephone and telegraph combination). 

The �rst half of the twentieth century saw a great leap forwards towards wireless 
communication using radio frequencies. In so far as radio frequencies were used for 
PTT services, they were allocated to the existing utility monopolists. However, where 
the frequencies were used for the newly emerging mass broadcasting medium they 
were assigned to oligopolistic structures (as in the United States) or to separate utility 
companies, which managed them for the bene�t of the broadcasting organisations.

International telephone traf�c (the coordination of rates and standards) and the orderly 
use of frequencies (the linking of frequencies to certain services) required a stable 
international legal framework and consultation structure. The International Telegraph 
Union, the forerunner of the International Telecommunication Union (ITU), was founded 
for this purpose in 1865. This led to the formation of a service-based and state-linked 
pyramid-style structure. Before long a distinction was made between what is usually 
described for the sake of brevity as �content� and �transport�. The post, telegraph and 
telephone services (PTTs) dealt with transport and related services only. 

7 Electronic communications is the term used in European legislation for what is still known in common 
parlance as telecommunications, i.e. voice telephony and the internet. 
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New spatial infrastructure

The �rst major departure from this self-contained pyramid-style model came with the 
building of a satellite infrastructure in the 1960s and 1970s. The �rst commercial 
satellite � the Telstar �  was launched in 1962. Although states retained a monopoly 
on earth services (the allocation of frequencies to the satellite earth station), the range 
of the satellites bore little relation to national borders. This broke the state monopoly 
and created the various divides, spelled out below, not only in the international 
telecommunication world but also in the broadcasting world, where it had been 
customary to use technical standards and legal devices such as copyright to shield 
national territories.

The �rst divide was between East and West: authoritarian states such as Russia and 
China demanded that foreign satellite signals should not be beamed at their territory. 
This sparked what was known as the satellite controversy in the UN, which pitted those 
in favour of a prior consent regime against advocates of the free �ow of information. 
Ultimately, a compromise provision was adopted by the World Administrative Radio 
Conference for inclusion in the ITU�s Radio Regulations. Under this provision, the 
members would use all technical means to avoid beaming the signal at a foreign 
territory, unless agreement had previously been reached with the receiving state. 
This seems to be a victory for the prior consent principle. In practice, however, some 
�spillover� is technically unavoidable. It follows that the provision actually legalises a 
situation where a satellite signal can be received in the territory of a foreign state. For 
the most part, therefore, satellite signals were receivable outside the territory at which 
the signal was directed, even if no consent had been obtained.8

Another departure from the self-contained national system concerned the prior consent 
provision. This provision had been intended for direct broadcasting, in other words a 
system in which satellites broadcast to the general public on a waveband intended for 
the broadcasting organisation. Gradually, however, the telecommunication satellites 
intended for individually addressed signals also came to be used for broadcasting 
purposes. This blurred the distinction between direct-broadcasting satellites and 
telecommunication satellites. The latter came to be increasingly used for broadcasting 
purposes, particularly by commercial satellite organisations. Originally, this was viewed 
as illegal since the signals were secret and therefore not intended for the public at 
large. Ultimately, however, the free �ow of information principle triumphed. According to 
this principle, social use and not the technical de�nition is decisive.9 This was the �rst 
step towards uncoupling services from their intended infrastructure, which would later 
be a characteristic of the internet as well. The present debate about the international 
governance (and scope of governance) of the internet can be seen as a revival of 
the East-West debate. This debate will forever be associated with the famous 1980 
MacBride report entitled �Many Voices, One World� on communication problems in 
modern societies.10

8 For the history of this international debate, see J.E.S. Fawcett, Outer Space, New Challenges to Law and 
Policy, Oxford: Clarendon Press, 1984.

9 Autronic AG v. Switzerland, ECtHR, 22 May 1990, Series A, vol. 178.

10 See: <http://unesdoc.unesco.org/images/0004/000400/040066eb.pdf>. 
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The second divide involved the North-South controversy about the ownership of scarce 
resources. Satellites use the geostationary orbit over the equator, ownership of which 
was claimed by the African countries. This claim was never honoured. The debate 
on scarce resources and the disadvantaged position of the developing countries still 
dominates the North-South electronic communication debate. And the divide is as sharp 
as ever. It follows that the absence of properly developed physical infrastructure is the 
main internet freedom issue in developing countries. As this subject is not part of the 
committee�s remit, it will receive no further consideration here. 

The construction of the cable network in various European countries and in the United 
States meant that satellite broadcasting obtained an easy alternative landing site in 
the national states. This also acted as the lever for liberalisation of the broadcasting 
market. Until then, the market had been dominated by public broadcasting organisations, 
particularly in Europe.

Data, digitalisation and demonopolisation 

Various trends that can be called the three Ds � data, digitalisation and 
demonopolisation � are coming together on the internet. 

In the 1970s and 1980s new telecommunication markets were developed on both sides 
of the Atlantic, particularly for digital data services.11 The switch from speech to data 
began in the 1980s. The institutional and commercial users of the telecommunication 
network and telecommunications services had a growing need for data storage and 
distribution systems that would allow commercial messages to be transmitted and 
stored quickly and ef�ciently. An example was alphanumeric communications, such as 
fund transfers between banks. The PTTs responded by developing, within their utility 
monopoly, a data service with which they hoped to service this new market and  tie 
the computer manufacturers to their standards. However, the liberalisation of the �xed 
infrastructure made it possible for more and more alternative data applications to be 
developed on the networks of institutions and businesses. The best-known initiative was 
that of the US government, which needed an ef�cient and safe data network. Acting for 
the defence organisation ARPA, the university community developed protocols for the 
transmission of messages and data over an electronic network: i.e. the Internet Protocol 
(IP), the Transmission Control Protocol (TCP) and the Data�le Transfer Protocol (DTP). 
In the ensuing battle of the standards, the protocol developed by the PTTs eventually 
lost out worldwide to the much simpler TCP/IP protocol.12 With the support of the US 
National Science Foundation, this gradually evolved into a commercial, worldwide open 
network which supplanted the applications developed by the PTTs. In 2001, during the 
development stage, a period of what economists term �creative destruction� occurred. 
This is a crisis which not only destroys but also generates fresh impulses,13 and 
is followed by innovative growth as well as further commercialisation and attempts 

11 See Manuel Castells, Communication Power, Oxford: Oxford University Press, 2009, chapter 2, 
�Communication in the digital age�.

12 For a detailed analysis of this trend see Janet Abbate, Inventing the Internet, Cambridge: The MIT Press, 
1999, chapter 5, �The internet in the arena of international standards�.

13 Carlota Perez, Technological Revolutions and Financial Capital, The Dynamics of Bubbles and Golden Ages, 
Cheltenham: Edward Elgar (EE), 2002.
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to appropriate the network for its own purposes. This period saw the birth of such 
corporate giants as Google, Facebook, Twitter and Net�ix.

The technical features of the internet make it a platform for every service presented 
in accordance with the correct standards. The TCP/IP protocol makes every service 
independent of the infrastructure and thus guarantees universal end-to-end connectivity 
for all services provided in accordance with the protocol. The end-to-end principle means 
that intelligent applications not related to transport are kept off the network. The same 
development has occurred with computers: the software can now function on all hardware 
and vice versa. Moreover, the liberalisation of the electronic communication market has 
provided access to the network for services that compete with the network operator. 
Besides hosting a wide range of services for short messages (from email to Twitter), the 
internet has powerful applications (through the World Wide Web) of web browsers and 
search engines capable of searching the entire network and making documents, images 
and audio accessible worldwide (for example through Google and YouTube). 

II.2  The technical organisation of the internet, the World Wide Web and the role of 
classical international organisations and national states 

The internet has been shaped outside the ITU frameworks and is mainly based on private 
law agreements and voluntary cooperation. No hierarchical relationship exists between 
most internet organisations, although there are overlapping memberships. Despite the 
fact that many different parties are involved in developing the internet and keeping it 
operational, the internet functions well as a platform for the applications running on it, 
such as browsers, search machines, the World Wide Web, email and many others. 

The technical structure of the internet has emerged from what can broadly be described 
as the internet community, a collection of clubs partly originating from academia.14 One 
of the internet�s pioneers, David Clark, formulated the anarchist principle of governance 
in the following terms in 1992: �We reject presidents, kings and voting. We believe in 
rough consensus and running code.�15 What he meant was that internet governance 
involved a universal code (the Internet Protocol) about which there was broad agreement, 
thereby guaranteeing the end-to-end principle. This universally acknowledged need for 
consensus on technical standards is the driving force behind the internet community, 
however complex it may be. This is also the view taken by Joseph S. Nye, who was 
quoted in the introduction.16

1992 saw the founding of the Internet Society (ISOC), which is still active. ISOC was 
intended to be the intellectual centre of the internet, with a pivotal role being played by 
people such as Vint Cerf (another internet pioneer). ISOC was intended to coordinate all 
the different groups informally working together, which mainly derived their authority from 

14 For a history of the formation of internet governance, see Milton Mueller, Ruling the Root, Massachusetts: 
Massachusetts Institute for Technology, 2002.

15 Idem, note 11 on p. 91.

16 Joseph S. Nye, The Regime Complex for Managing Global Cyber Activities, Global Commission on Internet 
Governance Paper Series, no. 1, May 2014. See: <https://www.ourinternet.org>.
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that of the individuals who worked for them.17 ISOC still serves as a legal umbrella for 
those involved in developing standards. 

In the early 1990s, there was still no more than a fairly loose structure, with the 
internet community consisting of US government and academic organisations and the 
US Department of Defense. However, all this changed with the advent of the World 
Wide Web, the graphical shell which radically changed internet navigation and heralded 
the breakthrough of the internet to the public at large and the market. Domain names 
established a link between the internet and protected trademarks and other commercial 
distinguishing marks. Domain names therefore acquired great commercial value. As 
a result, businesses and international organisations such as the World Intellectual 
Property Organization (WIPO) and the World Trade Organization (WTO) obtained a stake 
in the internet. This situation led to the institutionalisation of control over the root, which 
is the address system linking domain names with IP addresses. This process resulted 
in the establishment of the Internet Corporation for Assigned Names and Numbers 
(ICANN), which is a compromise between the internet community and advocates of more 
traditional interests. 

The history of the Internet Corporation for Assigned Names and Numbers (ICANN)

The discussion concerned the extent to which the Domain Name System (DNS) should 
be incorporated into the American regulatory system. ICANN was established following a 
fairly intensive lobbying process. This was supported by what was known as a �dominant 
coalition� of stakeholders, in which old and new players united to challenge the efforts 
by the US authorities to keep the DNS within the American sphere of in�uence. In 1998, 
however, the Clinton administration announced in a White Paper that it was prepared to 
enter into a contract on the DNS with a non-pro�t organisation, which would be established 
in the United States and have an international management board to administer the 
DNS. The White Paper invited proposals by stakeholders. A compromise therefore had to 
be found between the US authorities, internet societies, major companies such as IBM, 
lobbying organisations of trademark proprietors, the European Commission and foreign 
governments (in particular Australia, France and Japan). The organisation would have to 
be built around the informal structure for the assignment of internet addresses � the 
Internet Assigned Numbers Authority (IANA). The legal form chosen was that of a non-
pro�t corporation under Californian law. This legal form is often used in the United States 
for charitable and educational institutions. In late 1998 ICANN and the US Department 
of Commerce concluded a Memorandum of Understanding, which ultimately led to the 
present structure.   

ICANN has a Joint Project Agreement and a contract with the US Department of Commerce 
for the assignment of internet addresses and the management of generic top-level 
domains (gTLDs). The US Department of Commerce, together with the Governmental 
Advisory Committee (GAC), is therefore the formal link with the authorities. Unlike the US 
Department of Commerce, the GAC has no legal authority to act on behalf of governments. 

17 Milton Mueller, Ruling the Root, Massachusetts: Massachusetts Institute for Technology, 2002, p. 94.
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The structure of ICANN has been described as �baroque in its complexity�, re�ecting the 
broad range of interests affected by domain name policy.18 The Internet Engineering 
Task Force (IETF, see annexe I) and similar organisations have delegates on ICANN�s 
committees, but they do not form part of it. All these organisations are autonomous. As 
there is no hierarchical relationship between them, this does indeed constitute a multi-
agency model in which multiple stakeholders are represented.19

The Joint Project Agreement has been repeatedly extended and amended and has 
gradually increased ICANN�s autonomy, although the Department of Commerce 
retains a supervisory role.20 In the Af�rmation of Commitments concluded between 
the Department of Commerce and ICANN on 30 September 2009 the Joint Project 
Agreement was extended for an inde�nite term.21 The US Department of Commerce 
evolved into a kind of process monitor. All stakeholders could live with this, but the 
link between ICANN and the United States has become untenable as a result of the 
Snowden affair (on this subject see also section V.2.1).

II.3 Other forums which are (or wish to be) involved in the organisation and control 
of the internet 

Various countries are trying to increase state control of the internet by bringing its 
governance under the authority of multilateral organisations, in which non-state actors 
have no voting rights. The discussion on the governance of the internet is presently 
taking place in various forums, both within the UN and elsewhere. The main UN forums 
are the World Summit on the Information Society, the Internet Governance Forum and 
the ITU. In addition, discussions are being held on the normative frameworks for the use 
of the internet, for example in the UN General Assembly and in the UN Human Rights 
Council. In these discussions the term internet governance is also used and is often 
given a wider meaning than the technical organisation of the internet.

The World Summit on the Information Society22

In 1998 a resolution was passed during the ITU�s Plenipotentiary Conference on the 
desirability of holding a World Summit on the Information Society (WSIS). The aims 
included creating a better understanding of the information society, drawing up a 
strategic plan of action for this purpose and identifying the roles of the various partners 
in establishing the information society. In 2001, the UN General Assembly passed 

18 L.B. Solum, Models of internet governance, pp. 59-60, see: <http://papers.ssrn.com/sol3/papers.
cfm?abstract_id=1136825>, consulted on 6 June 2014.

19 Luciano Floridi, The 4th Revolution, How the Infosphere is Reshaping Human Reality, Oxford: Oxford 
University Press, 2014, chapter 8: �Politics: the rise of the multi-agent system�.

20 Lee A. Bygrave and others, �The naming game: governance of the Domain Name System�, in:  
Lee. A. Bygrave and Jon Bing, Internet Governance, Infrastructure and Institutions, Oxford, Oxford University 
Press, 2009, pp. 151-153.

21 See: <http://www.ntia.doc.gov/page/docicann-agreements>, consulted on 5 June 2014.

22 Amanda Hubbard, Lee A. Bygrave, �Internet governance goes global�, in: Lee A. Bygrave and Jon Bing, 
Internet Governance, Infrastructure and Institutions, Oxford, Oxford University Press, 2009, pp. 213-235. See 
also Milton L. Mueller, Networks and States, The MIT Press, Cambridge, Massachusetts, 2010, pp. 55-80.



17

a resolution on holding a summit, which ultimately resulted in the holding of a �two-
phase summit�. The �rst phase of the summit was held in Geneva in 2003 and was 
attended by some 11,000 people, including approximately 50 heads of state and 
heads of government. The other participants were representatives of governments, 
international organisations, non-governmental organisations, corporate entities and the 
media. The agenda was very wide-ranging and included the challenges of establishing 
the information society and providing access to it, ensuring freedom of expression and 
addressing the issue of internet governance. Various countries also raised the subject 
of the US control of ICANN. Two outcome documents were produced by the summit: 
a declaration of principles and a plan of action. The declaration of principles says, 
among other things, that the policy authority for internet-related public policy issues 
is the sovereign right of states, that the private sector has an important role in the 
development of the internet in both the technical and the economic �elds, that civil 
society has an important (but unspeci�ed) role in internet matters, and that international 
organisations have a facilitating role in coordinating internet-related public policy issues 
and developing internet-related technical standards. The declaration of principles thus 
assigns speci�c roles to various actors.

During this �rst phase of the summit the participants failed to reach agreement on 
issues of substance, including a de�nition of internet governance. The main point is that 
there were countries which wished to have a greater say in the content of the internet. 
This would have involved abandoning the old distinction between content and transport. 
However, a majority wished to retain this. The UN Secretary-General was therefore 
requested to set up a Working Group on Internet Governance (WGIG). The WGIG report 
was published shortly before the second phase of the WSIS, which was held in Tunis in 
2005.23 

Once again it proved extremely dif�cult in Tunis to reach agreement about issues 
of content. The discussions centred around ICANN. A group of developing countries 
supported the WGIG�s proposal to transfer ICANN to a UN agency. This would mean 
that only states would have voting rights. The United States indicated that it would be 
reluctant to relinquish its historical role in the management of domain names. The EU 
pressed for a new oversight mechanism for ICANN. The WSIS in Tunis produced two 
outcome documents: the Tunis Commitment and the Tunis Agenda for the Information 
Society. This included a request to the UN Secretary-General to convene a new forum 
for multistakeholder policy dialogue: the Internet Governance Forum (IGF). The IGF is a 
forum in which the dialogue between governments, business entities, civil society and 
intergovernmental organisations can be continued, but which is itself unable to take any 
binding decisions and has no oversight function.

The Internet Governance Forum

The IGF has evolved into an important forum in which representatives of stakeholders 
and the internet community try to reach consensus on the principles of internet 
governance. This developing consensus is recorded in reports such as the report of the 
meeting in Baku (Azerbaijan) in 2012.24 The breakdown of participants by stakeholder 
group at the meeting was as follows: civil society 33%, internet community 10%, national 

23 See: <http://www.wgig.org/docs/WGIGREPORT.pdf>.

24 See: <http://www.intgovforum.org/cms/documents/publications/177-igf-2012-baku-internet-governance-
for-sustainable-human-economic-and-social-development/�le>.
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governments 26%, intergovernmental organisations 6%, private sector 17% and media 
8%. The ninth conference was held in Istanbul in September 2014. The problem of widely 
differing norms and values as identi�ed by Nye is an obstacle to reaching consensus on 
non-technical issues.

The International Telecommunications Union

One of the subjects of negotiation during the ITU World Conference on International 
Telecommunications in Dubai in December 2012 was a new version of the International 
Telecommunications Regulations (ITR). The proposal for amendment and the �ve 
related resolutions have been signed by most Asian and Arab countries but few Western 
countries. The position of the countries of South America and sub-Saharan Africa is 
less clear-cut. The Western countries objected to the proposal because it also covered 
access to and communication on the internet. The ITU�s attempt to extend the post and 
telephony model to the internet therefore seems to have failed. Nonetheless, the ITU 
will continue its attempts since its position as an international organisation that has 
no authority over the internet means that it is in danger of losing its raison d�Œtre. For 
authoritarian countries such as Russia and China, the ITU is a possible way of modelling 
the structure of the international internet on the strict systems for controlling the 
content of the internet that apply in their own countries.

World Wide Web Consortium (W3C)

The internet (i.e. the technical infrastructure) must be distinguished from the World Wide 
Web, with which it is sometimes confused. What they have in common is that states 
and pressure groups seek to exercise control over both. The World Wide Web, which was 
conceived by Tim Berners-Lee in the early 1990s, created a new mass medium.25 It was 
mainly as a result of this public use that the domain name system acquired a strong 
trademark role. This new distinguishing role led to a clash with the existing system of 
trademark rights. 

The growing economic signi�cance of the domain names meant that the issue of 
coordination and allocation became increasingly pressing. All stakeholders entered 
the fray: the United States and European governments, the �internet world� and the 
�old� telecommunications world of the trademark proprietors. The recent, protracted 
discussions about the new generic top-level domains are a repeat of this debate.   

The W3C was founded to promote the (technical) development of the World Wide Web, 
for example by adopting standards. It is not incorporated, and operates instead under 
the �ag of four academic institutions. Membership is open to every organisation and 
every individual. The majority of members are businesses, academic institutions and 
government bodies, which pay membership dues. Tim Berners-Lee, the inventor of the 
World Wide Web, is still director of W3C.

25 Tim Berners-Lee, Weaving the Web, New York: Harper Collins, 1999; for a detailed analysis of the 
trademark function, see also M.L. Mueller, Ruling the Root, Massachusetts: Massachusetts Institute for 
Technology, 2002, chapter 8.



19

II.4 Role of national states: access to the internet and control of the private access 
providers 

National states retain in�uence, through the physical infrastructure, over user access to 
the internet and over the activities of service providers operating � at least in part � in 
their national territory. They can try to exert in�uence by stipulating � either through 
legislation or informal arrangements � that the conditions governing internet access and 
the extent to which the network can be tapped meet certain requirements. This is also 
the basis of what has come to be known as the �renationalisation� or �Balkanisation� 
of the internet: the tendency for the internet and the World Wide Web to splinter into 
regional or national areas in which states or groups of collaborating states hold absolute 
sway. In this way, binding political decisions and court judgments in national jurisdictions 
can compel global service providers to adapt their services to the region or national 
area. Google, for example, is already doing this voluntarily. The search results differ by 
language, country or region. This gives rise to wider questions about whether companies 
such as Google and Facebook, which operate internationally and have dominant positions 
in their markets, are evading national jurisdictions. Whatever the case, they have become 
essential links in the worldwide communication process. 

The starting and �nishing points of the internet lie within the sphere of in�uence of 
national and regional jurisdictions owing to the in�uence which states have over the 
physical infrastructure. This enables states to put their legal and political stamp on the 
use of the internet. It is also the source of con�icts about jurisdiction and standards, as 
re�ected, for example, in the Snowden affair. This gives authoritarian states the power 
to control individual communications, regulate websites and blogs and impose various 
kinds of censorship.
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III Conceptual issues: privacy, freedom and fundamental 
rights

The request for advice states that the rights to privacy, personal data protection, 
con�dential communication and freedom of expression are examples of internet 
freedom. This chapter explains these concepts and examines related conceptual issues.

III.1 The system of fundamental rights shaken up

The right to respect for privacy

The right to respect for private life (privacy) has many facets and protects all aspects of 
citizens� private lives. These range from protection of the intimacy and freedom of one�s 
own surroundings, the right to inviolability of the home (spatial privacy) and integrity of 
the body and the right to family life and protection of communication (relational privacy) 
to all information relating to the person (information privacy).26 It is merely noted here 
that much of what is said below about the merging of rights also applies to spatial 
privacy. The advent of powerful information technology means that the walls of the home 
have become transparent and that even the most intimate aspects of private life are no 
longer con�ned within them. At the same time, information about individuals is no longer 
kept in cabinets at home, but is instead stored in the cloud on a server. Individuals carry 
around on their smartphone or tablet all their personal data, shedding light on their 
relationships, communications and daily contacts. Bodily integrity is no longer limited 
by a physical barrier because body scanners can breach this integrity from a distance 
and devices such as sensors and applications that measure body functions can be read 
remotely.27 

Privacy (particularly information privacy) and freedom of expression 

Privacy and freedom of expression are partly complementary and partly con�icting rights. 
They are complementary because they protect the thoughts and feelings of the individual 
expressed in a private setting before they enter the public domain.28 They are con�icting 
in cases where secret or private information is divulged in the public interest. The role of 
the authorities in the former case involves ensuring that people�s private acts and opinions 
are not spied upon and, in the latter case, protecting people�s private life and reputation. 
Undue government interference could also have a chilling effect on people�s cognitive 
development: they might no longer dare to say what they think in their private life.  

26 P. Blok, Het Recht op Privacy (The right to privacy), The Hague: Boom juridische uitgevers, 2002.  
B. Roessler, �New ways of thinking about privacy�, in: Anne Phillips, Bonnie Honig and John Dryzek (eds.) 
Oxford Handbook of Political Theory, Oxford: Oxford University Press, 2006. G. Overkleeft-Verburg, Commentary 
on article 10 of the Dutch Constitution. In: E.M.H. Hirsch Ballin and G. Leenknegt (eds.), Artikelsgewijs 
commentaar op de Grondwet, web edition 2014. See: <http://www.nederlandrechtsstaat.nl>.

27 B.J. Koops, �On legal boundaries, technologies, and collapsing dimensions of privacy�, Politica e Società, 
3(2), pp. 247-264. 

28 See E.J. Dommering and others, Informatierecht (Information law), Amsterdam: Otto Cramwinckel, 2000. 



21

Thoughts and feelings which have not been expressed in public may vary from expressions 
of personal conscience to an exchange of views between a few individuals or within a 
closed group, without the content of the information or the identity of those concerned 
being revealed outside the circle. This also includes the processing of information in 
a private setting, for example borrowing, buying and reading a book, watching a �lm or 
listening to an audio source either at home or � anonymously � in a public space (e.g. a 
cinema or public reading room). Another category is unpublished writings and private data 
collections. Nowadays, using search engines and consulting and downloading (multimedia) 
web pages would also be covered. Yet another example of a situation in which a conviction 
is privately expressed is secret voting in elections and anonymous election results. 
In his report of 17 April 2013 to the Human Rights Council, Frank LaRue, the former 
special rapporteur on the promotion and protection of the right to freedom of opinion 
and expression, described the connection between freedom of expression and the right 
to privacy as follows:29 �Privacy can be de�ned as the presumption that individuals should 
have an area of autonomous development, interaction and liberty, a private sphere with or 
without interaction with others, free from State intervention and from excessive unsolicited 
intervention by other uninvited individuals. The right to privacy is also the ability of individuals 
to determine who holds information about them and how is that information used� (sic). 

LaRue therefore regards privacy and freedom of opinion and expression as being 
inextricably linked. He writes: ‘The right to privacy is often understood as an essential 
requirement for the realization of the right to freedom of expression. Undue interference 
with individuals� privacy can both directly and indirectly limit the free development and 
exchange of ideas.� 

Protection of the free and con�dential exchange of thoughts and feelings in the private 
sphere acquired a new dimension with the advent of the postal network. Even thoughts 
and feelings exchanged over long distances and through the intermediary of a third 
party (the postal services) were now assured of the same level of protection as if the 
exchange took place within a de�ned area (such as a home). This protection of the 
channel of communication (the privacy of correspondence) therefore also extended to 
the identity of the sender and receiver. Over time, this protection was extended to other 
communication channels such as the telegraph and telephone.30

Freedom of expression is protected because it plays a critical role in the public 
determination of the truth, public artistic expression and public democratic decision-
making, all of which are core values of an open and democratic society governed by 
the rule of law. The European Court of Human Rights therefore regards the freedom of 
expression as the cornerstone of democracy.31 Anonymity can be a factor here since 

29 A/HRC/23/40, sections 22 and 24.

30 See W. Steenbruggen, Publieke dimensies van privØ-communicatie. Een onderzoek naar de 
verantwoordelijkheid van de overheid bij de bescherming van vertrouwelijke communicatie in het digitale 
tijdperk (Public dimensions of private communication. A survey of government responsibility for the 
protection of con�dential communications in the digital age), Amsterdam: Otto Cramwinckel, 2009;  
E.J. Koops, �Commentary on article 13 of the Dutch Constitution�. In: E.M.H. Hirsch Ballin and G. 
Leenknegt (eds.), Artikelsgewijs commentaar op de Grondwet, web edition 2014,  
see: <http://www.nederlandrechtsstaat.nl>.

31 Sunday Times v. United Kingdom, 26 April 1979, Series A, Vol. 30.
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people may �nd it easier to express an opinion freely if their identity is protected. It may 
also provide a layer of protection in countries where the freedom to express thoughts 
or feelings in public is not recognised or exercising the right is risky. Protecting the 
anonymity of whistle-blowers and, in general, of journalistic sources is also a way of 
helping people to express views freely. 

The rights to privacy and freedom of expression can be traced back to the seventeenth 
century. Privacy initially took the form of freedom of conscience and an inviolable right 
of private property. Gradually, these concepts came to be rede�ned by positive law in 
the constitutions framed in the late eighteenth and early nineteenth century. Privacy of 
correspondence and the right to frame and express thoughts in private were regarded as 
the starting point for freedom of expression. Later, the meanings of the rights of privacy 
and freedom of expression diverged further, because purely personal communications 
too required protection when posted as letters. The right to privacy of correspondence 
thus evolved into the right to general protection of the privacy of the postal service and 
of unopened letters. This right to protection of non-public means of communication 
continued to co-exist with the general right of privacy, which developed later.    

A logical extension of the freedom of expression in the public sphere is the right of 
access to public information sources, which are essential in forming a considered 
opinion. In the second half of the twentieth century this prompted a movement in the 
majority of the Western democracies to enact laws on freedom of information. These 
laws required government authorities to provide public access to, in principle, all 
information of importance to the process of government. 

Right of privacy and data protection

In the course of the twentieth century the right of privacy became a general right to 
respect for private life. This is the right to be left in peace by the authorities and others. 
It therefore acts as a barrier that protects citizens� personal life and that of their 
immediate family from society and the state. The right is not so much about what kind of 
information is gathered about individuals (protection of thoughts and feelings) as about 
the fact that the information is gathered, stored, processed or distributed without their 
consent. It follows that the gathering of data about individuals is in itself an intrusion 
because it constitutes interference by the state in private life. 

The right of privacy gave rise to a data protection right, which is typically a right that 
occurs in a welfare bureaucracy and data-driven marketing economy. Just as in the 
case of communications over a network, the individual forms part of administrative and 
economic networks with which he may or may not exchange personal data (data traceable 
to the individual) which is stored, processed and used. Where an authority systematically 
organises and uses personal data in its possession, it acquires administrative or 
commercial power over the data subject. This was already the case in the era of paper 
records, but the volume of recorded data increased rapidly with the advent of the 
computer and information technology. In the second half of the twentieth century this 
led to the introduction of separate legislation regulating the gathering, storage and use 
of personal data. Under this legislation extra restrictions apply to data that quali�es 
as sensitive. For example, data concerning a person�s political opinions and religious 
or philosophical beliefs as well as other essential aspects of identity such as sexual 
orientation or health receive greater protection than other personal data. On the other 
hand, personal data processed by the press also have a special status because not all 
data protection rules are applicable to them. 
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The right to data protection has been enshrined as a separate fundamental right in the 
EU Charter of Fundamental Rights, distinct from respect for private and family life. It is 
a hybrid right which both protects privacy and regulates the use of information by those 
in authority.32 What it has in common with the right of privacy is that it is based on the 
concept of personal data, in other words information traceable to an individual. Whereas 
the right of privacy is intended to give individuals control over their private and family 
life and thus protect it from the outside world, the right to data protection goes further 
by extending this control to personal data unrelated to private and family life. The aim 
is to regulate the use of information by the authority (by formulating the purposes for 
which data may be used and regulating the proportionate collection, processing and use 
of data) and make it transparent (by ensuring that the individual can consult, check and 
correct the information). 

The right to data protection is growing in importance because the concept of personal 
data is becoming blurred. Owing to the expanding storage and computational capacity 
of computers and the increasing electronic registration of the movements and conduct 
of individuals, it is becoming ever easier to draw up personal pro�les based on large 
quantities of information and use them in the exercise of authority. These data can be 
collected without the consent of the person concerned and do not necessarily have to 
be personal data. Pro�les not only facilitate the provision of personalised services but 
they can also threaten privacy because they lead to discrimination and decisions to take 
action against individuals without corroborating evidence.33 

The growing practice of collecting data therefore poses an ever greater threat to privacy. 
In the long run this increasingly undermines the trust of citizens in government and 
organisations. 

Traf�c data

Individual communication over networks is possible only if the sender�s message 
reaches the intended recipient. Correct addressing is therefore essential. The address 
and name of the sender on the envelope are known as traf�c data (i.e. data on who is 
communicating with whom and when), as distinct from the content of the communication. 
Nowadays, traf�c data are also often referred to as metadata. In the case of letters, the 
traf�c data too were often treated as covered by the con�dentiality of correspondence in 
the broadest sense (the postman was therefore entitled to read but not divulge the traf�c 
data) in order to protect the identity of both sender and recipient. The postal services 
therefore had only a functional relationship with the address, in the sense that they could 
read it for the purpose of sorting and delivering the letter. The message is separated 
from the address by the sealed envelope. This also applied to a very large extent to the 
organisation of the telephone network and telephone exchanges because message and 
address followed separate circuits.

Whether the privacy of correspondence relates only to the content of the letter or 
also extends to the traf�c data (sometimes referred to as the privacy of post and 

32 See Lee A. Bygrave, Data Protection Law, Approaching its Rationale, Logic and Limits, The Hague, London, 
New York, Kluwer Law International, 2002.   

33 M. van Otterlo, �A machine learning perspective on pro�ling�, in: M. Hildebrandt and K. de Vries (eds.), 
Privacy, Due Process and the Computational Turn, London: Routledge, 2013.
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telecommunications in the broad sense) has long been a subject of debate in the 
Dutch literature.34 The European Court of Human Rights (ECtHR) has included both 
elements when interpreting the concept of correspondence in article 8 of the European 
Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR), but 
has assigned a lower level of protection to traf�c data because they do not relate to the 
content of the communication.35 This has now been rendered obsolete by advances in 
electronic communication (see section III.4.1). 

III.2 Specific privacy issues

Targeted surveillance, pro�ling and invisible registration 

Fundamental rights are not absolute since they can be limited if they con�ict with other 
rights or interests. Freedom of expression in the public sphere may be limited in the 
interests of combating unlawful communications such as defamation, racism, terrorism 
and infringements of privacy. Examples of limiting factors in the case of freedom of 
expression in the private sphere may be the need to investigate criminal offences or foil 
attacks that threaten state security or public safety. Fundamental rights may be curbed 
only if there is a clear and predictable basis in legislation. Moreover, any limitations 
must be necessary and proportionate in terms of means and duration and must be 
based on reasonable suspicions about speci�c dangerous acts, even where the actions 
of intelligence and security services are concerned.36 

One of the main risks of pro�ling based on analysis of metadata obtained by integrated 
data collection is that decisions to take action against an individual may be based 
on a constructed pro�le without corroborating evidence. The system of checks and 
balances then degenerates into a system of preventive limitation or even elimination of 
risk factors. What is involved here is not mass surveillance, for example by means of 
closed circuit television, but targeted surveillance, i.e. identifying and monitoring groups 
on the basis of certain characteristics. As the emphasis has shifted from interstate 
wars to �ghting terrorism within national borders, the system of speci�c limitations on 
individuals has gradually given way to a system of limitations on the freedom of risk 
groups and categories. In consequence, a person can be stopped and searched solely 
because he or she �ts the pro�le of an offender, even without being suspected of a 
speci�c offence.

Historical traf�c data are of major importance in combating crime. A study carried out 
by the Research and Documentation Centre (WODC) on the Telecommunications Data 

34 See E.J. Dommering and others, Informatierecht (Information law), Amsterdam: Otto Cramwinckel, 2000, 
pp. 76 et seq. and A.J.A. van Dorst, �Het postgeheim� (The privacy of correspondence), in: A.K. Koekkoek, 
W. Konijnenbelt and F.C.L.M. Crijns, Grondrechten. Commentaar op Hoofdstuk I van de herziene Grondwet 
(Fundamental rights. Commentary on chapter 1 of the revised Constitution). Nijmegen: Ars Aequi, 1982, 
pp. 279-297.

35  Malone v. United Kingdom, 2 August 1984, Series A, number 82. 

36  ECtHR, 1 July 2008, Liberty and others v. United Kingdom, number 58243/00.
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(Retention Obligation) Act37 describes the use made of the traf�c data by law enforcement 
authorities, the Public Prosecution Service and the courts. The study is based on literature 
research and interviews. Law enforcement authorities make very frequent use of historical 
data on telephone traf�c in relation to a wide range of criminal offences, especially in 
locating persons and surveying contacts. This can yield exculpatory or incriminating 
evidence. Judgments, too, regularly refer to such data. As regards internet traf�c data, the 
WODC study notes that the data which have to be kept by law are no longer consistent 
with current technology and internet use. The Telecommunications Data (Retention 
Obligation) Act still assumes that internet users log on through a modem, whereas 
nowadays they are more than likely to use mobile internet or WiFi networks. Moreover, 
much internet communication is routed through providers which are not based in the 
Netherlands and therefore not covered by the Dutch legislation. 

Law enforcement authorities sometimes use stealth text messages or comparable 
means to monitor and locate persons. Their use cannot be traced as the messages are 
not �led. The location information is then used for control purposes. Its existence is 
denied (a �known unknown� to use the terminology of former US Secretary of Defense 
Donald Rumsfeld) or may even be unknown higher up in the hierarchy (an �unknown 
unknown� to use the same terminology).  

This raises questions about the right of privacy, the right to secret electronic 
communication and the right to data protection as well as the related legislation. 

The role and position of the intelligence and security services

�If we want to preserve the liberties that de�ne us as a democratic society, we must 
learn to live with risk’.38

The problems described above culminate in a discussion about the intelligence and 
security services, which are dealt with separately here. The Snowden affair has ensured 
that the debate about the independence and effectiveness of intelligence and security 
service oversight is once again high on the political agenda worldwide. This is examined 
in more detail in chapter V. 

Intelligence and security services are increasingly using state-of-the-art technology to 
carry out untargeted data collection. The data are then processed to identify associations 
with groups (pro�les) and individuals. For example, the General Intelligence and Security 
Service (AIVD) is already intercepting satellite signals as part of the SIGINT (signals 
intelligence) programme. If in the future the intelligence and security services were to 
obtain wider powers extending to cable-based communication, this might mean that the 
cable network and websites could be tapped. This is considered in section V.2.2 below. 
Under section 28 of the Intelligence and Security Services Act 2002, requests can be 
made to Dutch telecommunication companies for traf�c data relating to their users which 
these companies are required to retain under the Telecommunications Data (Retention 

37 G. Odinot, D. de Jong, R.J. Bokhorst and C.J. de Poot, De Wet bewaarplicht telecommunicatiegegevens. 
Over het bewaren en gebruiken van gegevens over telefoon- en internetverkeer ten behoeve van de 
opsporing (Telecommunications Data (Retention Obligation) Act. The storage and use of data on 
telephone and internet traf�c for investigation purposes), Meppel: Boom Lemma, 2013.

38 David Cole, �Can the NSA be controlled?�, in: New York Review of Books, 19 June 2014, p. 17.
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Obligation) Act. This Act is based on an EU directive which has since been struck down 
by the EU Court of Justice.39 

These bulk data can be shared with friendly intelligence and security agencies abroad. 
Section 59, subsection 1 of the current Intelligence and Security Services Act merely 
provides that the Dutch intelligence and security services have a duty to liaise with their 
foreign counterparts, but does not contain any safeguards regarding proportionality 
and legal protection in the event of an exchange of data. The Dessens Committee has 
recommended that the exchange of bulk data with friendly intelligence and security 
agencies abroad should be regulated by law.40 At present, the exchange of such data is 
governed only by administrative rules, which provide that any exchange is dependent on 
the extent to which foreign agencies comply with criteria such as democratic accountability 
and respect for human rights. The AIV considers that the legal status of Dutch citizens 
should be protected by means of safe harbour provisions, limitations on use and access 
to the courts. In the government�s response to the evaluation of the Intelligence and 
Security Services Act 2002 (i.e. the Dessens Committee�s report), the Minister of the 
Interior and Kingdom Relations writes that the exchange of bulk data with foreign services 
will be subject to a system of ministerial consent.41 

The ECtHR has held that the mere collection and storing of personal data amounts to an 
interference with the right to respect for private life, which may or may not be justi�ed if the 
requirements of article 8 (2) ECHR have been ful�lled.42 The bulk collection of apparently 
innocent data may constitute a breach of the principles of legality, proportionality and 
effectiveness. As, in practice, the data are often not classi�ed as personal data in the 
collection stage, the principle of data minimisation in dealings between individuals and the 
state is becoming less and less signi�cant. It follows that it is now all the more necessary 
to ensure that the processing, use and dissemination of bulk data are subject to strict 
standards and oversight. This is the essence of the debate about the intelligence and 
security services.

Independent oversight of intelligence and security services

One of the main questions that society must answer is how much risk it is prepared to 
accept in balancing the interests of state security and safeguarding fundamental rights. 
Theories on cybersecurity distinguish between precluded event security and marginal 
security cost. The former is an absolute security criterion and is applied to certain vital 

39 EU Court of Justice, 8 April 2014, C-293/12 (Digital Rights Ireland Ltd) and C-594/12 (Kärntner 
Landesregierung); for an explanation of how this affects the Dutch legislation, see Parliamentary Papers, 
House of Representatives, 2014-2015, 33870, no. 3, See: <https://zoek.of�cielebekendmakingen.nl/
dossier/33870/kst-33870-2?resultIndex=0&sorttype=1&sortorder=4> and the information published by 
the Advisory Division of the Council of State on 19 November 2014, see: <http://www.raadvanstate.nl/
adviezen/samenvattingen/tekst-samenvatting.html?id=287&summary_only=>.

40 Dessens Committee, Evaluatie van de Wet op de inlichtingen- en veiligheidsdiensten 2002. Naar een 
nieuwe balans tussen bevoegdheden en waarborgen (Evaluation of the Intelligence and Security Services 
Act 2002. Striking a new balance between powers and safeguards), December 2013, p. 119.

41 House of Representatives of the States General, 33820, no. 2, p. 7.

42 ECtHR, 4 December 2008, S. and Marper v. the United Kingdom, applications nos. 30562/04 and 
30566/04.



systems, such as air traf�c control. However, it is unacceptably high for many other 
systems in society, for example because the �nancial costs of achieving absolute security 
are prohibitive.43 In such cases, the second criterion is applied. The same question 
must be asked when seeking to strike a balance between the demands of security and 
the need to enforce rule-of-law values. When it comes to security, it seems that society 
strives to achieve the unattainable ideal of precluded event security, which can disrupt 
the proper balance under the rule of law.

Such a tendency to de�ne the concept of security or lack of security in terms of precluded 
event security and to resort to ever more far-reaching measures in order to exclude all 
risks could in itself pose a risk to the rule of law, albeit of a very different nature from 
the terrorist attacks prepared on the internet. It is relevant to ask here how a system of 
effective and independent oversight should be organised, taking account of the principles 
of legality and proportionality. 

Effective and independent oversight of the covert activities of the intelligence and security 
services is essential in preserving the rule of law.44 In the long term this can help to 
maintain con�dence in the rule of law. Various oversight models exist and are often used 
in combination with one another. The internal scrutiny consists of ministerial oversight 
and ultimately the accountability of the minister to parliament. A possible drawback of 
this system is that since the intelligence service is better informed than the minister, 
he or she may become its captive. At the same time, parliamentary oversight is subject 
to secrecy, which is hard to reconcile with the usual public nature of parliamentary 
accountability. External administrative oversight has the advantage that it also covers 
the question of ef�ciency of policy measures, but its disadvantage is that it often results 
in non-binding recommendations. Another important factor is the effectiveness of the 
oversight. Matters of relevance here are expertise, availability of accessible and complete 
information, and presentation of the advantages and disadvantages. 

In a democracy governed by the rule of law not only must the grounds for limiting 
fundamental rights be laid down in accessible statutory rules but any limitations imposed 
by the authorities on the exercise of fundamental rights owing to a pressing public 
interest must also be subject to effective and independent oversight. The ECtHR,45 like 
the Parliamentary Assembly of the Council of Europe,46 has a marked preference for 
preventive control by the judiciary. The ECtHR�s requirement of judicial control has not 
been stipulated as an absolute condition in the case of the intelligence and security 
services, provided that the oversight is otherwise suf�ciently independent and effective. 

43 M. van Eeten, Johannes M. Bauer, �Emerging threats to internet security: incentives, externalities and 
policy implications�, Journal of Contingencies and Crisis Management, volume 17, issue 4, pp. 221-232. 

44 On this subject, see Hans Born and Marina Caprini (eds.), Democratic Control on Intelligence Services, 
Ashgate, Aldershot, 2007, and also: I. Cameron, National Security and the European Convention on Human 
Rights, The Hague: Kluwer Law International, 2000.

45 ECtHR, 29 June 2006, Uzun v. Germany, no. 35623/05, with reference to Klass and Others v. Germany,  
6 September 1978, no. 5029/71, § 41 and Malone v. the United Kingdom, 2 August 1984, § 64, Series 
A, no. 82.

46 Recommendation 1402 (1999)1 of the Parliamentary Assembly of the Council of Europe, Control of 
internal security services in Council of Europe member states.
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Preventive judicial control extends beyond individual cases because intelligence and 
security services also search for unknown risks. In collective cases of this kind, the 
oversight should focus on whether a speci�c, targeted programme is the least intrusive 
option and on the factual underpinning and predictive value of certain pro�les. In the 
course of preventive control, the courts can also scrutinise the duration and modality of 
a programme. 

Preventive judicial control can also compel intelligence and security services to provide 
better underpinning of both their programmes and their speci�c activities. Another 
requirement for critical monitoring of programmes is transparency, for example in the 
form of publication of statistical data and public reporting. 

The Dessens Committee�s report discusses in section 4.4 the external oversight of the 
Dutch intelligence and security services, in particular the oversight by the Intelligence 
and Security Services Review Committee (CTIVD), parliament and the Netherlands Court 
of Audit. 

In chapter 5 of its report, the Dessens Committee examines in some detail the various 
forms of preventive oversight applied in a number of countries. It discusses three forms 
in relation to the use of special powers by intelligence and security services.47 The �rst is 
that in which consent has to be given by the minister responsible (or a civil servant acting 
on his behalf). This is the variant chosen by the Netherlands and the United Kingdom. 
Here, decision-making takes place for the most part internally, which is why the ECtHR 
believes that the exercise of powers is susceptible to abuse. The Dessens Committee 
therefore considers that these forms of control can function only if they are supplemented 
by external forms of oversight. A second form of preventive oversight involves the provision 
of prior advice by an independent committee. This is the variant used in Germany, 
Belgium and France. In the view of the Dessens Committee, a risk of this variant is that 
the oversight will be marginal and will tend to focus on procedural aspects. The Dessens 
Committee believes that adequate powers, a good appointments procedure, proper 
information and adequate support are essential conditions. Moreover, the independent 
committee must be permanently available in order to take quick decisions on whether a 
special power may be exercised. There is also the risk that the authority may show too 
much understanding for the interests of the intelligence and security services and too 
little for civil liberty safeguards. The third variant identi�ed by the Dessens Committee is 
preventive judicial control: a court must grant an authorisation before a special power may 
be exercised. Countries in which this variant is used include Canada, the United States 
and Sweden. It is used in the Netherlands only in respect of privacy of correspondence 
and will also be introduced for inspection of telecommunication data. In most countries, 
the control is carried out by a single judicial authority so that the information need not be 
widely disseminated and the judges can specialise.

47 Dessens Committee, Evaluatie van de Wet op de inlichtingen- en veiligheidsdiensten 2002. Naar een 
nieuwe balans tussen bevoegdheden en waarborgen (Evaluation of the Intelligence and Security Services 
Act 2002. Striking a new balance between powers and safeguards), December 2013, pp. 95-100.
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The Dessens Committee argues that, in the absence of the relevant data, it is impossible 
to say with certainty whether preventive judicial control is more effective than other forms 
of oversight. It notes that a court will not concern itself with whether the exercise of 
special powers is desirable in policy terms and will instead focus on the legal aspects, for 
example whether the exercise of the powers is reasonably proportionate to the intended 
outcome. Ultimately, the Dessens Committee concludes that, broadly speaking, it would be 
worth introducing an external preventive control on the use of special powers only if it is 
found that there are no other ways of effectively strengthening oversight in a manner that 
can be better incorporated into the existing system. All things considered, the Committee 
ultimately opts for ex post facto oversight, provided that this is timely and effective and 
that legally binding recommendations can be made.

III.3  The internet and freedom of expression: new intermediaries, blurring of 
distinction between public and private, commercialisation of the public sphere 
and mobilisation  

Hitherto, much attention has been focused on the different aspects of communication 
in the private sphere, given the emphasis put on this in the request for advice. However, 
there are also important issues concerning internet communication in the public sphere.

Intermediaries are afforded special protection in the context of traditional forms of 
communication in the public and private spheres. Messengers too receive preferential 
treatment: journalists have a right not to divulge their sources because anonymity is seen 
as a way of promoting public debate. The public broadcasting organisations were seen 
as a means of promoting pluralism and facilitating access for minorities. A broad cultural 
policy guaranteed the maintenance and accessibility of important sources of information 
such as public and university libraries. Publishing houses share in these privileges. Over 
the centuries all these intermediaries have been exempted from substantive government 
interference in Western countries.  

The internet has spawned a new family of important intermediaries, who are partly 
replacing the old intermediaries. The protection for the role of these intermediaries 
has not yet been formalised in legislation. Where access to the network (the typical 
telecommunication function) is concerned, there are rules in the United States and 
the EU which provide for equal access for service providers and users. This is known 
as the principle of network neutrality. The internet service providers which convey the 
information to and from the user enjoy limited protection in the EU under the caching and 
hosting safe harbour provisions of the EU�s Electronic Commerce Directive.48 They bene�t 
from these electronic communication rules because they cannot be held liable for the 
(illegal) content of information which they store brie�y or retain for longer in the course 
of the transmission in order to facilitate requests by the user, provided that they remove 
manifestly illegal content as soon as they receive notice from an interested party (the 
notice and take-down procedure). The position of intermediaries which generate and 
pass on facts and opinions, such as websites, is much less clear as they fall between 
media and telecommunication rules. The position of important intermediaries like search 
engines is still the least clear. While they are distributors and users of personal data on 
a massive scale, they are also increasingly an essential link in the global network for 
the provision of access to information sources. This is why they should have their own 

48 Directive 2000/31/EC.
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status under the rules on freedom of expression, but this is still a long way off.49 The 
same is true of all intermediaries (e.g. specialised search engines, Wikipedia and so 
forth) which focus on systematically classifying and providing access to information, for 
example by means of hyperlinks. 

In the case of media communications in the public sphere and individual 
communications on social media it is becoming increasingly dif�cult to identify who is 
responsible for a particular communication, owing to the intricacy and, for the average 
user, unclear organisational structure of the internet. This is bringing about a shift 
towards collective responsibility of the intermediaries, in that there is a growing tendency 
to hold them liable for socially undesirable information distributed through their platform, 
regardless of whether or not they have anything to do with it.

Another related development is the emergence of a new type of intermediary, namely 
the social media organiser, which hovers somewhere between the public and private 
spheres. Examples are Facebook and YouTube. Here too, it is still unclear whether they 
are governed by telecommunication or media rules. So it seems that of�ine cannot be 
translated one-on-one into online, which requires its own solutions.

These new and powerful commercial intermediaries have been taking over more and 
more public media functions, at the expense of pluralism. The design of the public 
space and the public debate has thus become increasingly privatised. The public sphere 
is determined not by the public interest that underlies the actions of public media 
institutions but by commercially driven information paths marked out by the new media. 

Traditionally, the mass media have also had a mobilising function. This has now 
been strengthened and given many new dimensions by the advent of the internet 
and the social media. Every new advance in communication technology is employed 
for emancipatory purposes. At the time of the fall of the Berlin Wall that was the fax 
machine. Later the same function was ful�lled by the mobile phone and email. The 
street protests and demonstrations in Europe (Occupy) and later in Turkey and the 
Middle East have been driven by social media such as Twitter and Facebook. Often they 
have been backed by traditional media outlets such as the Guardian and Al Jazeera, 
which have skilfully capitalised on these events. This new dimension is also visible in 
the revelations of Assange and Snowden. 

III.4  The relationship between legal concepts, technology and sovereignty

The internet (together with the related ICT) confronts us with two essential questions. 
First, whether legal concepts and the related notions of protection still re�ect the 
underlying reality, which has changed constantly as a result of market forces and 
advances in information technology. Second, what signi�cance the sovereign nation-
state has in borderless cyberspace. 

49 J. van Hoboken, Search Engine Freedom, On the Implications of the Right to Freedom of Expression for the 
Legal Governance of Web Search Engines, Alphen aan den Rijn: Wolters Kluwer Law & Business, 2012 
(Information Law Series no. 27). See also the analysis of the Google judgment in section V.3.1.
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III.4.1  Law and technology: privacy of communication, traffic data, security and 
intermediaries 

Scope of privacy of communication

These questions lie at the root of the Dutch struggles with the concept of privacy of 
communication. The Dutch government submitted a proposal to amend article 13 of 
the Constitution (privacy of correspondence and privacy of the telephone and telegraph) 
to the House of Representatives on 16 July 2014.50 The argument on which this 
proposal is based is that the provision needs to be modernised as a matter of urgency 
in order to ensure that protection also extends to email in the future. The term �privacy 
of the telephone and telegraph� is to be replaced by the more generic term �privacy of 
telecommunication�, which differs from the term �electronic communication� used by 
the EU. Equating privacy of correspondence with privacy of telecommunication means, 
however, that the high level of protection afforded to traditional correspondence will 
disappear. Hitherto, the intelligence and security services have not been able to open 
letters without prior judicial authorisation. Although the scope of the protection in the 
Constitution is to be broadened, its level is to be lowered. This means that the legislator 
has chosen to scrap the legal protection guarantees in the Constitution and that rules 
on the proportionality of any limitation of the rights will in future be contained solely in 
ordinary legislation. 

A related matter which gives rise to recurrent discussion in the context of the 
con�dentiality of telecommunication is whether unencrypted and unaddressed signals 
are entitled to the same level of protection as communications over a clearly de�ned 
channel. The reasoning is that signals available everywhere on the airwaves (i.e. signals 
capable of being received by everyone) are not entitled to the same level of protection 
because there is no reasonable expectation of privacy when this medium is used. 
This concept has been developed by the US Supreme Court, but is a matter of growing 
debate in the United States. This is why the Dutch Intelligence and Security Services Act 
2002 provides for a lower level of protection for unaddressed signals. This is a legacy 
of the controversy about the Echelon Project � a collection and analysis network jointly 
operated by the intelligence and security services of English-speaking countries � which 
led to a public debate in Europe at the start of the century.51 The Dutch legislator has 
also introduced stricter rules for the interception of cable transmissions, which may be 
tapped only if the sender is known. The Dessens Committee has proposed that this 
distinction should be abandoned. Such an amendment is likely to have the same effect 
as in the case of privacy of correspondence: the threshold for tapping the communication 
infrastructure will be lowered. This matter is discussed in more detail in section V.2.2.

In both cases, the scope of protection has therefore been widened and the level of 
protection lowered. Three examples may show that advances in technology necessitate 
revision of the constitutional and statutory provisions. 

50 House of Representatives of the States General, 33 989, nos. 1 and 2.

51 European Parliament, Report on the existence of a global system for the interception of private and 
commercial communications (ECHELON interception system) (2001/2098(INI)), 11 July 2001.
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Traf�c data

The �rst example relates to the status of traf�c data, which has already been dealt with 
in relation to privacy of correspondence in section III.1. The ECtHR�s 1984 judgment 
(see section III.1) has been rendered obsolete by the fact that traf�c data are not 
content-neutral and can actually shed much light on the nature of the contacts and the 
context (and hence the content) of communications sent and received, particularly when 
combined with information about, say, the internet browsing behaviour of the sender 
and recipient of the message. As a result of technological advances, the traf�c data 
have gradually yielded more and more information about the senders and recipients 
of messages. Originally they said something about when and how often a data subject 
sought contact with certain persons. Other traf�c data added in the mobile phone age 
were the location of sender and recipient, because mobile phones � when  turned on � 
are in continuous contact with a dense network of transmitter masts, each of which has 
its own speci�c reception area. In the internet age the volume of traf�c data has grown 
exponentially and these data are now also stored temporarily. And here the statistical 
Big Data rule applies: the greater the volume of data, the more light they shed on the 
personal preferences of the person concerned and the nature of his or her activities and 
individual contacts. The distinction between addressing and content is further blurred in 
the case of internet communications by the fact that the two overlap seamlessly, without 
any clear protective barrier (like a sealed envelope in the case of postal correspondence) 
between them. Traf�c data provide an intrusive glimpse into a person�s private life, even 
if they provide little or no insight into the content of the communication.52 In addition to 
traf�c data leaving traces on the internet from which personal data can be gleaned, the 
Internet of Things will lead to an increase in the volume of digital data shedding light 
on the way of life and preferences of internet users. And numerous other metadata can 
provide revealing information as well.  

This raises the question of whether such data should be legally protected and, if so, 
how. The bill to amend the Constitution does not deal with this problem, leaving it to the 
legislator to de�ne this fundamental right. No matter how traf�c data are de�ned, there 
is no reason to allocate them a relatively low level of protection.

Processing and security of personal data

The second example relates to the arrangements for the processing and security of 
personal data. The data protection provisions are based on the central concept of 
processing. It has been noted above that the concept of personal data is giving rise 
to ever more problems since in the age of Big Data the individual only comes into the 
picture when the damage has already been done. A similar problem occurs in relation 
to the broad de�nition of processing and the related duty of security. The usual legal 
de�nition of processing covers operations of unlike nature in technical terms, for example 
collection, storage and dissemination, together with all other intermediate computer 
operations. Providers of cloud services are obliged to ensure adequate security for their 
services to prevent hackers from gaining access to the data. Government bodies may 
request data from the cloud and compel the service provider to decrypt the data. Users 

52 B.J. Koops and J.M. Smits, Verkeersgegevens en artikel 13 Grondwet. Een technische en juridische analyse 
van het onderscheid tussen verkeersgegevens en inhoud van communicatie (Traf�c data and article 13 of 
the Constitution. A technical and legal analysis of the difference between traf�c data and the content of 
communication), Wolf Legal Publishers, 2014.
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can combat this only if they themselves encrypt all data themselves before sending them 
to the cloud. However, few users do this because they rely on the security provided by the 
service provider and also because storing encrypted information in the cloud is inef�cient 
for various applications. As computers �nd it hard to compute using encrypted data, the 
computing capacity of the cloud can no longer be used.53 

The gaps in the duty of security are of real importance because crucial interests are at 
stake. The cloud is organised for the most part by US companies and there is a real 
likelihood that information entrusted to the cloud by Dutch individuals and institutions 
will end up subject to US jurisdiction. This means that the data will become accessible 
to the US authorities.54 It should be noted here that since the Snowden revelations 
it has been uncertain whether the intelligence and security services have inserted 
backdoors into encryption technology. This means that users are in danger of losing 
control of their data. During the German occupation of the Netherlands in the Second 
World War, the resistance movement attacked the Amsterdam population registry in 
an effort to frustrate the efforts of the Germans to prosecute and deport members of 
Amsterdam�s Jewish community. This attack is sometimes cited in the Netherlands as 
an early example of how civil liberties were protected against the risks posed by data 
storage in public registers. In 2014, however, such an act would serve little purpose 
because, through the cloud, the data would probably already be accessible to a foreign 
power outside the territory of the Netherlands.

Transport and content 

The third example relates to the concepts of media law (responsibility for content) 
and communication and telecommunication law (no responsibility for content). In the 
Netherlands it used to be said that �the PTT reads the envelope, not the message�. 
However, the technical reality is more complex because it is increasingly based on the 
automatic classi�cation and indexing of the content of messages, without the operator 
having editorial responsibility for content. The search engine does more than transport 
but less than edit the message. Its role more closely resembles that of a library. A law 
which fails to recognise this new intermediary function, which is positioned somewhere 
between transport and editing, imposes responsibilities where they do not belong and 
may thus jeopardise the critical role now played by the search engine in the information 
provision process.55 

These examples show that the relationship between the values requiring protection need 
to be aligned with the technical processes.  

III.4.2  National sovereignty: jurisdiction and fundamental right violations
The internet is increasingly laying bare an old con�ict in public international law, namely 
that between the concept of the universal world community of citizens on the one hand 

53 C. Bowden, The US surveillance programmes and their impact on EU citizens� fundamental rights. Note, 
European Parliament, 2013, p. 33. 

54 This issue was raised for the �rst time in the Netherlands in 2013 by J. van Hoboken, A. Arnbak and  
N. van Eijk, in: Obscured by the clouds. See: <http://www.ivir.nl/publications/vanhoboken/ obscured_by_
clouds.pdf>.

55 See also III.3.
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and the protection by a nation-state of its own citizens (to the exclusion of other citizens) 
subject to its power monopoly on the other. Although the structure of the internet 
exhibits post-Westphalian era traits, the Snowden affair has revealed that the con�ict is 
actually more than ever between national and regional legal communities.56

The production, dissemination and storage of information on the internet is no longer 
bound by place and time. The commercial organisations are using global networks 
in which decisions on where data are produced and stored are made on economic 
grounds. The cloud is an example. Government organisations (such as intelligence and 
security services) are entering into forms of cross-border cooperation in which they 
share information with one another. Personal data databases in different countries are 
increasingly interlinked. As web pages can be accessed worldwide, the scope of public 
media communications now extends far beyond the national domain for which they were 
originally intended. Moreover, internationally oriented electronic internet media are also 
now in existence.   

In general, the national private service providers operate within a clearly de�ned 
national or regional jurisdiction. After all, the of�ces, physical infrastructure and support 
services and equipment which connect the user with the internet are located in one 
or more speci�c jurisdictions. This determines what rules apply to access, security 
and use for a given user. As global players such as Google operate in many national 
markets, it is not always clear under which legal system they fall. All of this leads to 
con�ict between different national and regional legal and policy regimes of fundamental 
rights, which have not yet been resolved. Unlike the European Convention on Human 
Rights, US constitutional law is based on protection of persons having US citizenship 
(we, the people) and US residents. As many important intermediaries are American and 
fall under US federal law, it follows that information entrusted to them in the cloud by 
non-American citizens who are also not US residents is not entitled to protection under 
US law. In the United States, discussion about the Snowden affair is therefore largely 
con�ned to the fact that American citizens were tapped and electronically monitored by 
the National Security Agency (NSA). It is necessary to wait and see how this will be dealt 
with in the judgments of the EU Court of Justice and the ECtHR. US law is explained in 
more detail in section V.2.1 below.

The questions which arise here are whether citizens of a different nationality enjoy the 
same protection in other jurisdictions as they do in their own country or region, to what 
extent national authorities must take measures to ensure the national or regional level of 
protection even outside their own jurisdiction, to what extent they can impose obligations 
on private service providers for this purpose and how service providers can or should 
deal with con�icting or possibly irreconcilable demands from different jurisdictions 
in respect of certain groups of customers. One of the measures which European 
governments could take to protect their vital interests (as Chancellor Merkel has already 
proposed) is to make it possible for certain information to be sent exclusively through 
European infrastructure and for data not to be stored in a cloud which is physically 
or legally outside European jurisdiction. These are interesting options, but probably 
unrealistic. Safe harbour agreements cannot guarantee the same level of protection for 
the reasons mentioned here and in the previous section. This is also why the imposition 
of obligations on companies for activities that take place outside the EU is problematic.  

56 A. Linklater, The Transformation of Political Community. Ethical Foundations of the Post-Westphalian Era, 
Oxford: Polity Press, 1998.
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IV  The main legal frameworks

The fundamental rights discussed above are enshrined in international and regional 
conventions, constitutions and other national primary and secondary legislation. At global 
level the instruments and bodies concerned are UN conventions and organisations. At 
European level they are the conventions and constituent organs of the Council of Europe 
and the EU. All EU member states are also members of the Council of Europe, but the 
latter has many more members (including Russia and Turkey). An organisation which 
makes effective use of non-legal instruments to shape policy in relation to the internet 
in Europe is the Organisation for Security and Cooperation in Europe (OSCE), but this is 
beyond the scope of this report.57

IV.1  The UN 

The Universal Declaration of Human Rights and the resolutions of the UN General 
Assembly and the Human Rights Council contain universally shared standards and 
values. The main global convention relating to internet freedom is the International 
Covenant on Civil and Political Rights. This plays a less prominent role in Europe because 
the rights and freedoms it contains are also included in the European Convention on 
Human Rights (ECHR) and the EU Charter of Fundamental Rights, both of which have 
stronger enforcement mechanisms. 

In July 2012 the Human Rights Council adopted a resolution on the promotion, protection 
and enjoyment of human rights on the internet (A/HRC/20/L.13), which emphasised 
freedom of expression. The resolution af�rms that people have the same rights online as 
of�ine, calls on states to promote and facilitate access to the internet and requests the 
special rapporteurs to take these issues into account within their existing mandates. 

The Snowden affair has pushed privacy and the internet higher up the UN�s agenda as 
well. On 18 December 2013 the UN General Assembly unanimously adopted resolution 
68/167 (The right to privacy in the digital age),58 which had been proposed by Brazil and 
Germany. The resolution af�rms that of�ine rights also apply online, in particular privacy. 
The resolution calls upon states to ensure that their national legislation is in compliance 
with their international obligations, to put an end to violations of rights and to strengthen 
oversight of intelligence services. The UN High Commissioner for Human Rights is also 
requested to submit a report on the protection and promotion of the right to privacy in 
the context of domestic and extraterritorial surveillance and/or the interception of digital 
communications and the collection of personal data to the General Assembly at its 69th 
session (September to December 2014). In late June 2014 the UN High Commissioner 
for Human Rights published a report setting out international law on the promotion and 
protection of the right to privacy. The report has generated much interest, especially 
within the internet community, since it reveals that many countries fail to comply 
with the proportionality principles developed in it. Section 47 of the report concludes 
that international human rights law provides a clear and universal framework for the 
promotion and protection of the right to privacy, including in the context of domestic and 

57 See: <http://www.osce.org/what/media-freedom>. 

58 A/C.3/68/L.45.
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extraterritorial surveillance, the interception of digital communication and the collection 
of personal data. Practices in many states have, however, revealed a lack of adequate 
national legislation and/or enforcement, weak procedural safeguards and ineffective 
oversight, all of which have contributed to a lack of accountability for arbitrary or unlawful 
interference in the right to privacy.59

Chapter II of this advisory report has brie�y described what internet-related activities are 
undertaken by the UN organisations. Although the ITU�s role is diminishing in signi�cance, 
the IGF has an important to play in internet governance and must continue to evolve.

IV.2  The Council of Europe

IV.2.1  The Committee of Ministers and the Parliamentary Assembly
Both the Committee of Ministers and the Parliamentary Assembly of the Council of Europe 
have adopted various declarations and recommendations on internet freedom.60 In 
general, they have endorsed ICT�s contribution to freedom of expression and the freedom 
to have access to information, and have also pointed to the drawbacks, namely that ICT 
can also be used for censorship. It should also be noted that the rights to freedom of 
expression, information and communication apply independently of the chosen medium. 
It makes no difference whether these rights are exercised on digital or other media. The 
Committee and the Assembly have also adopted declarations and recommendations 
concerning openness and accessibility and the use of internet �lters. Naturally, these 
political declarations and recommendations are important, particularly if they are re�ected 
in conventions and legislation. However, it would be beyond the AIV�s remit to consider 
each separate declaration or recommendation.

IV.2.2  The European Court of Human Rights
The European Court of Human Rights (ECtHR) gives judgments on the interpretation of 
the European Convention for the Protection of Human Rights and Fundamental Freedoms 
(ECHR) which are binding on the member states of the Council of Europe. Some cases 
of special relevance to internet freedom are discussed below.

Article 10 ECHR

The ECtHR has interpreted articles 8 and 10 ECHR in the light of changing technologies 
and the demands of the time. In doing so, it takes account of the resolutions and 
declarations of the Parliamentary Assembly and Committee of Ministers. These judgments 
provide guidance when the EU Charter of Fundamental Rights is interpreted. The ECtHR 
has repeatedly commented on the essential role played by the press (including the 
electronic mass media) in relation to democracy. Some of the most noteworthy judgments 
are considered below.  

59 Report of the Of�ce of the United Nations High Commissioner for Human Rights, The Right to Privacy in 
the Digital Age, A/HRC/27/37, 30 June 2014.

60 For example, the Declaration of the Committee of Ministers on Human Rights and the Rule of Law in 
the Information Society (CM(2005)56 �nal of 13 May 2005), Recommendation CM/Rec(2007)16, 
Recommendation CM/Rec(2007)11, Recommendation CM/Rec(2008)6 and Recommendation CM/
Rec(2012)3.
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The �rst is the Yildirim case (ECtHR, 18 December 2012, appl. no. 3111/10). On 23 
June 2009, under section 8 (1) (b) of Turkish Law no. 5651, which regulates internet 
publications and is intended to combat internet offences, the Turkish Denizli Criminal 
Court of First Instance ordered the blocking of a website on which publications insulting 
the memory of Atatürk had been posted. This site was hosted by sites.Google.com. The 
order was made in the context of proceedings against the owner/operator of the website. 
The Turkish Telecommunications Directorate, which was tasked with executing the order, 
then proceeded to block access in Turkey to sites.Google.com, as this was thought to be 
the only effective way of blocking access to the offending site. However, this meant that 
access to all other sites on sites.Google.com was also blocked in Turkey, including that 
of Mr Yildirim. The Turkish judges held that this was the logical and hence acceptable 
consequence of the object of the original order, i.e. preventing further online insults to 
Atatürk�s memory.

The ECtHR held that since the blocking meant that no one could gain access to Yildirim�s 
website (not even himself) it was contrary to article 10 of the ECHR. In its judgment 
the ECtHR referred to all relevant European and UN declarations and resolutions on 
internet freedom. Although the guiding principle that can be inferred from them is that 
prior restraint is not permitted, the ECtHR stuck to its view that the Convention does not 
contain an absolute ban on censorship. Paragraph 64 of the judgment reads as follows: 
�The Court considers that such prior constraints are not necessarily incompatible with 
the Convention as a matter of principle. However, a legal framework is required, ensuring 
both tight control over the scope of bans and effective judicial review to prevent any 
abuse of power.� 

The applicant in these proceedings, who could no longer gain access to his website as 
a consequence of this measure, succeeded in his action. This means that the ECtHR 
has brought free access to the internet within the protection of article 10. Of particular 
importance to internet freedom is paragraph 67, in which the ECtHR holds that the 
blocking order was in direct con�ict with article 10, paragraph 1 of the Convention, which 
expressly provides that the rights are secured �regardless of frontiers�. The ECtHR refers 
in this connection to paragraph 62 of the Ekin case61 in which it had condemned the 
banning of foreign publications. That means that the place where access to the World 
Wide Web is effectively blocked and not the place of establishment of the hosting service 
is relevant. If the place where it is blocked is in a state which is a member of the Council 
of Europe, the Convention is applicable. Conversely, a resident of another country cannot 
complain about communications in a country that is a member of the Council of Europe 
to which he has access through the internet.62 In its judgment of 11 December 2006 in 
the case of Ben El Mahi v. Denmark (appl. no. 5853/06) concerning a complaint by a 
Moroccan national against Denmark, the ECtHR held that the complaint was inadmissible 
because Denmark had no jurisdiction over the applicant. This judgment concerned the 
publication in Denmark of cartoons depicting the prophet Muhammad. What happens if 
the consequences of violations of fundamental rights committed in a country that is not a 
member of the Council of Europe have a knock-on effect in areas over which the Council 

61 Note by E.J. Dommering on Association Ekin v. France, ECtHR, appl. no. 39288/98, 17 July 2001, in:  
NJ 2002, 444.

62 N. Vajic and P. Voyatzis, �The internet and freedom of expression and the ECHR�s evolving case-law�, in: 
Joseph Casadevall and others (eds.), Freedom of Expression, Oisterwijk: Wolf Legal Publishers, 2013, 
p. 403.
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of Europe does have jurisdiction is still undecided. This question has become extremely 
topical as a result of the Snowden affair.

Where citizens of a country that is a member of the Council of Europe consider that their 
rights as guaranteed by the Convention have been violated on the internet, they may 
therefore invoke the provisions protecting their rights before the national and European 
courts. However even if these courts hold that they have jurisdiction and that there has 
been a violation, this does mean that such a decision will be recognised in a country that 
is not a member of the Council of Europe, for example the United States. 

On 6 July 2014 the Grand Chamber held a hearing in the case of Delphi v. Estonia (appl. 
no. 64569/09), which concerned the liability of an internet service provider for the 
content of information posted on the internet. In due course, the ECtHR may give a more 
general ruling in this case on the internet�s role in a democracy.

Article 8 ECHR 

The ECtHR has developed the procedural safeguards of data protection law on the basis 
of article 8 ECHR (right to respect for private and family life) by interpreting this provision 
as creating a positive treaty obligation to create national safeguards against violation.63 
It was noted in section III.1 above that the ECtHR had brought traf�c data within the 
scope of article 8.64 Later it did the same with email.65 The ECtHR also states very 
explicitly that the mere collection of data constitutes an interference with privacy.66

In the context of mass surveillance the ECtHR�s decision in the Liberty case is becoming 
increasingly relevant.67 This case concerns the actions of the British Ministry of 
Defence in the 1990s, when it started intercepting all telecommunications between 
Dublin and London. The main part of the complaint was that the telephone calls were 
�ltered using secret �ltering criteria, although a proper warrant had not been issued. 
The complaint was upheld by the ECtHR. The interception process involves �ve stages. 
First, a warrant would be issued specifying the communication links to be intercepted. 

63 Gaskin v. the United Kingdom, ECtHR, 7 July 1989, Series A, appl. no. 160, NJ 1991, 659 with note by 
E.J Dommering. 1981 saw the entry into force of the Council of Europe Convention for the Protection of 
Individuals with regard to Automatic Processing of Personal Data, which regulates the general principles 
of the automatic processing of personal data, namely that collection, storage, processing, use and 
dissemination may take place only with consent for the purpose concerned or for a justi�ed purpose and 
must be proportionate (no more and no longer than necessary for the purpose for which they have been 
collected), correct and transparent (right of inspection and correction). This convention has served as a 
model for many national laws in Council of Europe countries and the directives drawn up later by the EU. 

64 Malone v. the United Kingdom, ECtHR, 2 August 1984, Series A, appl. no. 82, see also NJ 1988, 534 
with note by E.J. Dommering.

65 Copland v. the United Kingdom, ECtHR, 3 April 2007, appl. no 62617/00; see also NJ 2007, 617 with 
note by E.J. Dommering. 

66 S. and Marper v. the United Kingdom, ECtHR, 4 December 2008, appl. nos. 30562/04 and 30566/04.

67 Liberty and others v. the United Kingdom, ECtHR, 1 July 2008, appl. no. 58243/00. NJ 2010, 324, with 
note by E.J. Dommering.
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Such warrants covered very broad classes of communication, for example all commercial 
submarine cables having a terminal in the UK. Next, the Secretary of State would issue 
a certi�cate describing the categories of information which could be extracted from the 
total volume of communications intercepted under the warrant. The next stage involved 
the installation of �lter systems. These were automated search engines which selected 
communications containing speci�c search terms or combinations thereof. The following 
step was to clean up the �ltered communications by removing names or details which 
were not necessary for the purposes of the interception.   

As usual in cases of this kind, the ECtHR considered at some length whether the 
statutory provisions and the criteria by reference to which the right is exercised are 
suf�ciently accessible and foreseeable to be in accordance with the law. These criteria 
had been summarised by the ECtHR in paragraphs 93-95 of its admissibility decision 
in the case of Weber and Saravia v. Germany, 29 June 2006, appl. no. 54934/00, 
which also involved the interception of communications in accordance with a system 
of catchwords.68 These criteria were quoted in full in paragraph 62 of the Liberty 
case. The ECtHR has developed the criteria on the basis of individual communication 
interceptions. They form a �ve-stage test, which takes the following form: 

1.  Is there a de�nition of the categories of people liable to have their communication 
intercepted? 

2.  Is there a limit on the duration of the interception of communications?  
3. Is there a procedure to be followed for examining, using and storing the data obtained?
4.  Are there precautions to be taken when communicating the data to other parties? 
5.  In what circumstances may or must the data be destroyed? 

These are general rules which the ECtHR has formulated for interceptions of electronic 
communications, which cannot therefore be automatically applied to every situation. The 
situations may vary from the monitoring and recording of a person�s image by electronic 
means (security cameras in the cell)69 to the recording of data on a person�s way of 
life and statements in the registers of the intelligence and security services70 and the 
monitoring and recording of a person�s (electronic) communication activities (both the 
content and where and with whom).71

The ECtHR held in the Liberty case that the �ve-stage test also applied to strategic 
monitoring: �The Court does not consider that there is any ground to apply different 
principles concerning the accessibility and clarity of the rules governing the interception 
of individual communications, on the one hand, and more general programmes of 
surveillance, on the other.�

68 These rules can also be found in the earlier Huvig and Kruslin judgments, but were then focused on 
individual forms of monitoring. See also NJ 1991, 523, with note by E.J. Dommering.

69 Perry v. the United Kingdom, ECtHR, appl. no. 63737/00, 17 July 2003. See also NJ 2006, 40, with note 
by E.J. Dommering.

70 Segerstedt-Wiberg and others v. Sweden, ECtHR, appl. no. 62332/00, 6 June 2006. See also NJ 2009, 
449, with note by E.J. Dommering.

71 Copland v. the United Kingdom, 3 April 2007, ECtHR, appl. no. 62617/00. See also NJ 2007, 617, with 
note by E.J. Dommering.
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In September 2013 various human rights organisations applied directly to the ECtHR 
in proceedings against the United Kingdom. The question they have put to the ECtHR 
is whether, in the context of its cooperation with the US National Security Agency 
(NSA), the British intelligence services have acted lawfully in intercepting transatlantic 
telecommunications on a large scale for the NSA (or arranging for the NSA to intercept 
them).72 It remains to be seen in this case whether the ECtHR will tighten up its �ve-
stage test by requiring substantive proof of the need for the programme. 

IV.3  The European Union

IV.3.1  General
The EU has developed internet freedom norms based on the free movement of goods 
and services as enshrined in the European legal order, the acquis communautaire of the 
constitutional standards and values common to the national legal systems and, after 
its adoption and rati�cation, the Charter of Fundamental Rights of the European Union. 
These norms are intended to harmonise the national legislation of the EU member 
states. Pursuant to article 53 of the Charter, the EU Court of Justice takes account 
of legal developments relating to the ECHR when interpreting these norms. In brief, 
harmonisation in relation to the freedom of expression is defective and fragmented. And 
this is even more true of technology and privacy.

Electronic communication

The �rst measures to harmonise communication technology were focused solely on 
voice telephony (the Open Network Provision / ONP). Gradually, the scope of these 
measures was extended to full harmonisation of a package of rules covering electronic 
communication and communication services, but not content-related services.73 Ultimately 
this package will have to be implemented in a regulation.74 Two privacy directives have 
been adopted: the Directive on the protection of individuals with regard to the processing 
of personal data and on the free movement of such data75 and the Directive on privacy 
and electronic communications.76 Subsequently, an exception was made to the latter 
directive when it was provided that traf�c data connected with public order and security 
could be retained for longer. This was because they needed to be stored for longer than 
warranted by the purpose criterion. This was recorded in the Data Retention Directive. 
However, as this directive was declared invalid by the EU Court of Justice in April 2014, the 
data retention laws based on it must be recast.77 A framework decision providing speci�c 
data protection rules in the area of police and judicial cooperation in criminal matters was 
adopted under what was then the Third Pillar. The general data protection rules of this 

72 Big Brother Watch and others v. the United Kingdom, ECtHR, appl. no. 58170/13,  
see: <http://www.echr.coe.int/Documents/CLIN_2014_01_170_ENG.pdf>.

73 Recital 5 of Framework Directive 2002/21/EC.

74 COM/2013/0627 �nal - 2013/0309 (COD).

75 Directive 95/46/EC, 24 October 1995.

76 Directive 2002/58/EC, 12 July 2002.

77 Directive 2006/24/EC, 15 March 2006.
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package must be harmonised in a regulation. The framework decision must be replaced 
by a directive.78 This set of rules has implications for internet freedom. 

The Charter of Fundamental Rights of the European Union has opened a new chapter 
in this process since it requires the EU Court of Justice to assess the application of 
primary and secondary EU law in the light of the fundamental rights contained in it. 
The Charter must also be observed by member states in �elds that come within the 
scope of EU law. A good example is the decision in the case of Scarlet v. SABAM,79 
where the Court of Justice held that the exercise of the right to impose an injunction 
should be based on the Directive on copyright in the information society.80 In paragraph 
45 the Court of Justice holds that �in the context of measures adopted to protect 
copyright holders, national authorities and courts must strike a fair balance between the 
protection of copyright and the protection of the fundamental rights of individuals who 
are affected by such measures�. This reasoning, which has a signi�cant bearing on the 
free accessibility of the internet, had previously been employed when EU citizens lobbied 
to reject the Anti-Counterfeiting Trade Agreement, which would have given rights holders 
far-reaching powers to deny internet access to the users of illegal content.  

Freedom of expression 

The legislation in this �eld is fragmented because the EU has to contend with a 
broadcasting industry whose organisation is very deeply rooted in national traditions. 
This is why the Audiovisual Media Services Directive does not get beyond coordinating 
a number of rules relating to advertising.81 At the time of the most recent amendment, 
the EU attempted to respond to internet-related developments by introducing a pair of 
new concepts to complement the traditional concept of the broadcasting media. These 
new concepts are linear media services (mass communication in the traditional sense) 
and non-linear media services (a central audiovisual service that provides an interactive 
service for the user). This is an example of a legal term that bears no relation to the 
underlying information technology, of which some other examples were given in section 
III.4.1 above.

Also important is the E-Commerce Directive, which applies to the area not covered by 
the communication directives and the Audiovisual Media Services Directive. It contains 
a number of provisions which indemnify intermediary service providers against liability 
for transmitting content either in the case of mere conduit or in the case of caching 
and hosting. The terms used in this directive were mentioned in section III.4.1 as an 
example of legal concepts which are not suf�ciently in tune with the underlying technical 
reality. The parts of this directive of most relevance to this advisory report are the 
provisions prohibiting prior authorisation for access to services and prohibiting generic 
monitoring of users of services.82

78 COM (2012)10 and COM (2012)11, both of 25 January 2012.

79 Case C-70/10, CJEU, 24 November 2011, with note by E.J. Dommering, in: AMI 2012-2, pp. 49-53.

80 Directive 2002/29/EG.

81 The Audiovisual Media Services Directive 2010/13/EU.

82 Case C-360/10, CJEU, 16 February 2012 (Sabam v. Netlog).
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Legislation can have unintended effects if rules are applied in an area for which they 
were not designed. This is another aspect of the concept of processing discussed in 
section III.4.1 in connection with the cloud. The EU Court of Justice has applied the 
concept of personal data processing to the editing of webpages (it had little option 
given the broad de�nition employed by the legislator). This occurred relatively early on 
(in the Lindqvist judgment in 2003).83 As a result, a system and set of terms originally 
designed for databases have also become applicable to virtually all web publications 
(since they almost always involve some personal data processing).

IV.3.2 The EU and privacy
The normative framework of the privacy rules has led to a number of issues, which will 
be considered brie�y below. These are the adoption of the Data Protection Regulation, 
the negotiations with the United States following the Snowden affair, and the application 
of fundamental rights criteria by the EU Court of Justice. 

The Data Protection Regulation

The major differences that currently exist between the EU member states in the 
implementation of the privacy directives are encouraging organisations to base their 
operations in countries where the system is most favourable for them. The purpose of 
adopting a regulation is to introduce a fully harmonised framework for the entire EU, 
thereby precluding forum shopping. As the proposed regulation is based largely on the 
existing set of terms, the defects previously noted will continue to exist. On the other 
hand, the rules are being tightened up in numerous areas (for example, in relation 
to pro�ling, the use of cookies and so forth). One point which remains controversial 
is whether the system of oversight should be European or should be national and 
coordinated at European level (as in the electronic communications sector). The US 
approach becomes relevant here because the proposed regulation relies very heavily on a 
self-regulation model (described as �binding corporate rules�) in relation to the exchange 
of data with non-EU countries. Often these exchanges will involve US companies which 
are subject to US jurisdiction and collaborate, voluntarily or otherwise, with the NSA. What 
remains to be resolved in connection with the exchange of data with third countries is 
how a good balance can be struck between adequate legal protection and the smooth 
exchange of data in a global economy.

Relations with the US

The privacy legislation in the United States distinguishes between the private and 
public sectors. The private sector is regulated in the United States by the Federal Trade 
Commission (FTC). The FTC enforces compliance with principles which do not differ 
greatly from their European equivalents. However, the sanctions that can be imposed by 
the FTC are often higher than those available to the data protection authorities in Europe. 

Under the European Data Protection Directive currently in force, member states are 
obliged to prohibit the transfer of personal data to third countries which do not provide 
adequate data protection. To enable personal data to be transferred to the United States 
under the directive, the Safe Harbour Framework has been agreed. This provides US 

83 Case C-101/01, CJEU, 6 November 2003, Jur 2003, p. 1-2971. This was preceded by other decisions, for 
example the Promusicae judgment of 28 January 2008 (C-275/06, Jur 2008-I-271), in which the Court of 
Justice held that protection of an intellectual property right had to be balanced against other rights. 
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companies with the possibility of registering as an entity providing an adequate level 
of protection. The procedure involves self-certi�cation: the companies themselves are 
obliged to declare that they will comply with the seven Safe Harbour principles. If desired, 
they can call in external experts to give an independent opinion. The companies must 
register each year with the Department of Commerce, which keeps a list of certi�ed 
companies.  

Following the report of MEP Claude Moraes on the Snowden affair in early 2014,84 the 
Commission was pressured to terminate the agreement. According to the report, the 
Safe Harbour Agreement provides insuf�cient protection for European citizens and is not 
adequately complied with. Moreover, the de�nitions of the exceptions relating to national 
security are too broad in the agreement. There is still no consensus about possible 
termination of the agreement. The system of oversight was always weak because it 
relates only to part of the transferred data and is largely based on self-certi�cation by 
companies.85 The decision on continuation or alteration of the Safe Harbour Agreement 
is a matter for the European Commission. The Netherlands supports the position taken 
by the European Commission, namely that parts of the agreement must be renegotiated 
and that termination of the agreement would worsen the position of the private sector.86 
However, the Netherlands has more than suf�cient expertise to play a more leading role 
in these discussions.

As regards the transatlantic exchange of data in the public sector, there is at least one 
example of speci�c agreements in this �eld, namely the EU-US Agreement on SWIFT 
bank data transfer (the Terrorist Finance Tracking Programme � the TFTP Agreement). The 
European Parliament is demanding suspension of this agreement on the grounds that the 
Snowden revelations have shown that it has been violated, although this has been denied 
by the European Commission. However, the agreement clearly has major shortcomings: 
the protections provided for in relation to privacy and access to and correction of 
individual data have proved in practice to be virtually unenforceable. According to the 
�rst report of the EU-US commission which oversees compliance with the agreement, 
individual requests for access to and correction of personal data cannot be granted. This 
is either because the data in question cannot be retrieved from the larger data set since 
the authorities in the United States may only request data connected with terrorism or 
its �nancing or because the data are dealt with in the context of con�dential terrorism-
related investigations about which no disclosures may be made. In practice, therefore, 

84 Draft report on the US NSA surveillance programme, surveillance bodies in various Member States and their 
impact on EU citizens� fundamental rights and on transatlantic cooperation in Justice and Home Affairs, 
Committee on Civil Liberties, Justice and Home Affairs, rapporteur: Claude Moraes, 2013/2188 (INI).

85 C. Connolly, EU/US Safe Harbour, Effectiveness of the Framework in relation to National Security 
Surveillance, Speaking/background notes for an appearance before the Committee on Civil Liberties, 
Justice and Home Affairs (the LIBE Committee) inquiry on electronic mass surveillance of EU citizens, 
Strasbourg, 7 October 2013.

86 House of Representatives of the States General, 32 317, no. 226, pp. 12 and 13.
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the legal protections in the TFTP Agreement have proved inadequate.87

Negotiations are now under way between the EU and the United States to prepare an 
umbrella agreement for the public sector. One of the dif�culties is that the Charter of 
Fundamental Rights of the European Union requires control by an independent data 
authority � a concept which is unknown in the United States. Another stumbling block is 
the fundamental gap in public international law between a sovereign state which protects 
only its own citizens and the universality principle, which confers the same rights on 
people throughout the world. The US government does not wish to give European citizens 
a legal remedy before the US courts (see section III.4.2). Although there are no major 
differences of opinion about what constitutes privacy protection, there are disagreements 
about what exceptions should be allowed in the interests of national security, which is 
de�ned much more broadly by the United States.  

Application of fundamental rights criteria 

In this �eld too, the effect of the Charter of Fundamental Rights of the European Union 
has quickly become apparent. The EU Court of Justice declared the Data Retention 
Directive to be invalid because it provided no safeguard whatever regarding the 
permitted extent of the interference with the fundamental rights of the EU enshrined in 
the Charter.88 In its judgment the Court of Justice formulated a number of proportionality 
requirements for which the directive made no provision at all. The judgment raises the 
question of the legal status of the laws enacted in the member states to implement 
the Data Retention Directive. The Advisory Division of the Council of State takes the 
view that the Telecommunications Data (Retention Obligation) Act remains valid, but 
must be brought into line with the requirements formulated in the judgment.89 Germany 
has never implemented the directive and probably never will, because the Federal 
Constitutional Court has held that the implementing legislation is unconstitutional.

On 13 May 2014 the EU Court of Justice gave a landmark ruling in the Google Spain 
case on the privacy aspects of search engines.90 In 1998 a Spanish newspaper had 
published a report that the applicant in this case (who was named in the report) had 
incurred debts and got into payment dif�culties. In itself the message was correct. The 
paper version of the newspaper was later put on the internet. Sixteen years later, when 
typing in the name of the person concerned, the Spanish branch of Google put the report 
fairly high in the list of results displayed by the search engine. The person concerned 

87 Commission report on the joint review of the implementation of the Agreement between the European 
Union and the United States of America on the processing and transfer of Financial Messaging data from 
the European Union to the United States for the purposes of the US Terrorist Finance Tracking Program, 
Brussels, 16 March 2011, pp. 16-17. See: <http://ec.europa.eu/dgs/home-affairs/news/intro/docs/
commission-report-on-the-joint-review-of-the-tftp.pdf>. On this subject see M. de Goede, �The SWIFT affair 
and the global politics of European security�, in Journal of Common Market Studies, 50(2),  
pp. 214-230.

88 Cases C-293/2012 and C-594-12, CJEU, 8 April 2014.

89 See: <http://www.raadvanstate.nl/adviezen/samenvattingen/tekst-samenvatting.html?id 
=287&summary_only=>.

90 Case C-131/2012, CJEU, 13 May 2014.
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invoked the �right to be forgotten� before the Spanish courts. It should be noted that he 
had applied to Google and not to the newspaper. The newspaper had taken no measures 
to ensure that the newspaper report could not be accessed by search engines, although 
this would have been technically possible. 

What was at issue in this case was the application of the competency provisions of the 
Privacy Directive and the rule that the data subject could object on compelling grounds 
to the processing or further processing of data relating to him. In this context, the 
present provision for the right to erasure can be interpreted as a right to be forgotten. 
Google�s head of�ce in the United States and its Spanish subsidiary (Google Spain SL) 
had argued that this provision could not be applied because the processing of personal 
data (locating and indexing search results) occurred not in Europe but in the United 
States. However, the Court of Justice did not regard this as decisive. The economic 
operating model for the search engine is based on linking advertisements to search 
results. The advertisements are tailored to the national market in which Google�s 
Spanish subsidiary operates. As Google Spain had in this case sold the advertisements 
in the Spanish market, the Court of Justice deemed this suf�cient to hold that the 
directive was applicable. The processing of the personal data was carried out in the 
context of the subsidiary�s activities, as stated in the directive. This part of the judgment 
is important because it shows that it is not easy for US companies and institutions to 
evade European privacy legislation if they operate within the EU. On this point, there is 
no difference of opinion about the fundamental signi�cance of the judgment. What does 
give rise to debate, however, is whether the search engine should remove the personal 
data if they relate to a situation whose correctness or relevance is hard to check 
because of the lapse of time. The Court of Justice did not in any event take into account 
here the 2009 decision of the ECtHR in the Times Inc. case, which concerned article 10 
ECHR and the importance of electronic archives on the internet being correct.91 Erasing 
links to pages to ensure that they can no longer be found by the search engine limits the 
accessibility of historical sources available on the internet. The judgment in the Google 
case has generated a lot of debate because critics maintain that in applying the rules of 
the Privacy Directive, in combination with the relevant principles of the Charter, the Court 
of Justice failed to adequately balance the competing interests: privacy on the one hand 
and other rights protected in the Charter, in particular the freedom of expression and 
freedom to do business, on the other. 

Quite apart from these issues, application of the judgment gives rise to practical 
dif�culties such as how many search results must be erased and from which domains. 
An independent advisory body of the European Commission known as the Article 29 
Working Party discussed this subject in July 2014 with the companies that operate the 
largest search engines.92 A recent ruling on this issue by a Dutch interim relief judge 
balances the right to be forgotten against the need to ensure that historical information 
sources remain accessible.93 

91 Times Newspapers Ltd. (nos. 1 and 2) v. the United Kingdom, nos. 3002/03 and 23676/03. See also 
Nederlands Juristenblad 2010, 109, with notes by E.J. Dommering. 

92 See: <http://www.cbpweb.nl/Pages/pb_20140725_privacy-toezichthouders-zoekmachines-recht-om-
vergeten-te-worden.aspx>.

93 Amsterdam District Court, 18 September 2014, ECLI: NL: RBAMS: 2014: 6118.
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V  Four categories of issues

This chapter describes four types of issues that have a bearing on the matters 
discussed above. 1. How will ICANN�s multistakeholder model evolve? 2. The dilemmas 
of liberal democracies such as the United States and the Netherlands, which advocate 
freedom of the internet but at the same time permit more far-reaching internet 
surveillance for certain purposes. 3. The position of authoritarian states in the internet 
era. 4. The role of companies that operate internationally. The analysis of these issues 
must be brief in order to remain within the scope of this report.

V.1 The multistakeholder model and the roles that states, the private sector and NGOs 
can play in internet governance

The multistakeholder model

This model has widespread support, as will become apparent below. This was also 
demonstrated during the NETmundial meeting in Sao Paulo in April 2014, which was 
organised by the Brazilian government outside the context of the existing forums.94 

The multistakeholder approach has various drawbacks.95 First, it implies that all 
stakeholders can participate in decision-making on an equal footing. However, it would 
be an illusion to suppose that states and other stakeholders can have an equal say in 
decisions, if only because states have resources not available to other stakeholders. 
Equally, it is hard for states to participate openly in a free debate without giving the 
impression of having adopted an of�cial standpoint. Corporate entities and non-
governmental organisations (NGOs) have more freedom in this respect.

Second, stakeholders are, in practice, often divided into broad categories such as the 
private sector, states and NGOs. Within these categories, however, there may be a wide 
range of views. In such cases, the appointment of representatives in itself becomes a 
political process. Procedures to determine who can legitimately claim to represent a 
category of stakeholders can easily be manipulated.

Third, the multistakeholder approach simply means that the groups that will be affected 
by decisions are heard. In a national context, this is done within clear institutional 
frameworks by citizens who have clear rights and duties. For example, the Ministry of 
Economic Affairs carefully prepares the meetings of the Governmental Advisory Committee 
(GAC) within ICANN by consulting all stakeholders in the Netherlands. The Ministry does 
this because it considers it to be good practice, not because those concerned have a 
right of participation. In an international context, the situation is much more complicated. 
Important questions to be answered are who are the stakeholders, what are their rights 
and duties and who appoints representatives. In short, a multistakeholder approach 
requires at least some institutional infrastructure. 

94 See: <http://netmundial.br/wp-content/uploads/2014/04/NETmundial-Multistakeholder-Document.pdf>, 
consulted on 26 June 2014.

95 M. Mueller, Networks and States: The Global Politics of Internet Governance, Cambridge, London: MIT 
Press, 2010, pp. 264-266.
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Initially, the internet community challenged the established power of multilateral 
organisations and states, but now the groups that constitute the community have 
themselves become part of the establishment and defend their own interests and 
privileges, including huge salaries.96 On the other hand, the absence of a formal 
structure means that policy competition exists between the different groups. This has 
in turn helped to generate a debate within ICANN about a Montesquieuan separation of 
powers.

Nonetheless, the multistakeholder model continues to have great appeal owing to the 
solidarity of the internet community and the binding factor of interconnectivity.97 By 
their very nature, however, states, corporate entities and NGOs remain different kinds 
of entity. And their roles and functions therefore also differ, although they are often 
intertwined,98 as will be explained below. 

Democracies governed by the rule of law provide safeguards for their citizens and usually 
also advocate them in international organisations. Unlike companies and NGOs, states 
have to carefully balance competing interests. The internet has no boundaries, but 
the jurisdiction of a state is limited to its own territory. States can therefore safeguard 
national interests for the part of the internet within their jurisdiction, but this has its 
limitations as almost all internet traf�c takes place across borders. 

In many cases internet companies possess technical knowledge not available to other 
parties, which do not have the resources or motivation to make substantial investments 
in developing technical knowledge. An example is the developing and updating of 
antivirus software. This job can best be left to commercial organisations. Competition 
between providers of comparable services gives consumers freedom of choice and 
companies an incentive to deliver the best possible product. The disadvantage is that 
companies can acquire dominant positions in respect of vital parts of the internet and 
try to force through a process of appropriation in the open end-to-end environment. 

NGOs can perform important functions such as developing norms. For example, they 
are often seen as the driving force behind the conclusion of the Ottawa Treaty, which 
bans the development, production, sale, stockpiling and use of anti-personnel mines 
worldwide. NGOs often conduct campaigns designed to focus attention on abuses or put 
questions on the political agenda. Some NGOs work in the public interest, and others 
represent the speci�c interests of their supporters (often members). Like corporate 
entities, NGOs lack democratic legitimacy, although they may represent values or 
interests which enjoy widespread support. In addition, most NGOs are established in 
Western countries.99 NGOs in developing countries which receive funding from Western 
countries are increasingly discredited by the government of their own country and �nd it 
dif�cult, if not impossible, to perform their activities.

96 Idem, pp. 217-219.

97 See also: Laura DeNardis, The Global War for Internet Governance, New Haven and London: Yale University 
Press, 2014, pp. 226-227.

98 On the roles which companies and NGOs can play, see also: AIV, The Role of NGOs and the Private Sector 
in International Relations, advisory report no. 51, The Hague, October 2006, pp. 7-10.

99 Idem, pp. 30-31.
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As noted in section II.2, the WGIG has formulated a working de�nition of internet 
governance. This reads as follows: �Internet governance is the development and 
application by Governments, the private sector and civil society, in their respective roles, 
of shared principles, norms, rules, decision-making procedures, and programmes that 
shape the evolution and use of the Internet.�100 Countries that exercise control over the 
content of communications have a tendency to interpret this widely, as though it concerns 
the content of communications. The narrow interpretation is that it does not concern 
content. Nonetheless, the term can also be interpreted too narrowly. Van Eeten and 
Mueller101 point out that in the scienti�c literature the term internet governance is often 
interpreted too restrictively as referring to ICANN and the in�uence of states. But even 
in the narrow sense internet governance includes more than this. Telecommunication 
policy too is relevant to internet governance since it includes regulation of the internet, 
competition policy and regulation of interconnectivity. Moreover, the addressing and 
domain name system, which are of huge commercial importance, must also be regarded 
as part of internet governance. Not only the technical but also the economic approach to 
internet security is important. The economic approach studies the incentives for actors 
to take or refrain from taking measures to enhance internet security. This can have 
consequences for anti-cybercrime measures and national security. Van Eeten and Mueller 
emphasise that internet governance takes place in an environment characterised by a 
low degree of formality, heterogeneous organisations, a multiplicity of actors and diffuse 
decision-making powers. Decisions are made not so much through a formal, central 
process as through the market, in networks based on trust, reputation and reciprocity 
and through �peer production� (voluntary contributions by many autonomous actors) and 
crowdsourcing.102 Van Eeten and Mueller point out that service providers which give 
access to the internet have also started playing a role in the security of the network 
and of customers� hardware, based on commercial considerations. Hitherto, this mix of 
organisational forms has functioned well.

ICANN�s future

Much criticism continues to be levelled at ICANN�s governance structure. As ICANN has 
a monopoly and is overseen by the US Department of Commerce, the US government 
can potentially exert more in�uence over an important element of the internet than other 
countries. Although ICANN has a Governmental Advisory Committee (GAC), membership 
of which is open to all states, many countries feel that they have insuf�cient control over 
ICANN. 

In March 2014 the US government announced that it intended to transfer responsibility 
for the coordination of domain names to the global multistakeholder community and 

100 Report of the Working Group on Internet Governance, June 2005, p. 4, point 10.  
See: <http://www.wgig.org/docs/WGIGREPORT.pdf>, consulted on 24 July 2014.

101 M. van Eeten and Milton L. Mueller, �Where is the governance in internet governance?�, New Media & 
Society, 15 (5), August 2013, pp. 720-736.

102 L.B. Solum, Models of internet governance, see: <http://papers.ssrn.com/sol3/papers.cfm?abstract_id 
=1136825>, consulted on 6 June 2014.
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asked ICANN to hold public consultations on the desirable future structure.103 In the 
announcement the Department of Commerce expressed the hope that ICANN would work 
with other major, long-established internet organisations such as the Internet Engineering 
Task Force (IETF), the Internet Architecture Board (IAB) and ISOC. The Department of 
Commerce also set conditions for the outcome of the consultation process. The proposal 
for transferring responsibilities must have broad support and satisfy the following criteria: 
(i) support and enhance the multistakeholder model; (ii) maintain the security, stability 
and resilience of the internet DNS; (iii) meet the needs and expectations of internet 
users; and (iv) maintain the openness of the internet. The Department also indicated that 
it would not accept a proposal for the responsibilities to be transferred to a government-
led or intergovernmental organisation.

In the Montevideo Statement on the Future of Internet Cooperation (7 October 2013) 
the leaders of the main internet organisations called for accelerating the globalisation of 
ICANN and IANA functions, towards an environment in which all stakeholders, including 
all governments, participate on an equal footing. Among the signatories to the statement 
were the leaders of IAB, ICANN, IETF, ISOC and W3C.104

One of the most intractable issues is how and to whom a restructured ICANN or a new 
organisation should be accountable. The date by which the proposal should actually bring 
about change is not yet clear. In some ways the situation in which ICANN �nds itself could 
be likened to that of the Republic of the United Netherlands in the 17th century, when it 
had just won its independence from the absolute power of the Spanish king and had to 
go in search of a new sovereign. The AIV notes that ICANN�s future structure is a matter 
that deserves the government�s close attention. The ICANN meeting in October 2014 
set up a High-Level Team consisting of representatives of all stakeholders to formulate a 
solution. One of the points for consideration is whether ICANN can divest itself of two of 
its three functions (namely protocols and IP addresses), leaving it exclusively responsible 
for domain name management. A possible future place of establishment is Geneva, but 
everything is still under discussion. In the AIV�s opinion, this too is something which 
deserves consideration by the government. 

The importance of technical organisations for internet freedom

As noted above, a domain name has to be included in the root in order to reach the 
internet address in question, unless the website�s IP address is known. In principle, 
ICANN records all domain names. A domain name can be removed in cases where 
continuation of the registration is incompatible with the legitimate interests of third 
parties. If authoritarian states could prevent the inclusion of domain names in the root, 
they could apply censorship not only in their own countries but worldwide. Although 
information unwelcome to these regimes could admittedly then be published under 
another domain name, the latter too would then be exposed to the risk of removal from 
the root. The end result would be that information unwelcome to these regimes would 
be dif�cult to �nd on the internet. Blocking a domain name could thus become part of a 
wider campaign to hinder or prevent access to certain websites. It is therefore important 
for control of the root to remain in neutral hands. 

103 See: <http://www.ntia.doc.gov/press-release/2014/ntia-announces-intent-transition-key-internet-
domain-name-functions>, consulted on 25 June 2014.

104 See: <https://www.icann.org/news/announcement-2013-10-07-en>, consulted on 25 June 2014.
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One of the most privacy-sensitive aspects of ICANN is its policy on the WHOIS 
databases for general top-level domain names. Every internet user can check a WHOIS 
database to �nd out who has registered a domain name and what the contact data 
are of the company or person concerned. Personal data can therefore be obtained 
from such a database. The Expert Working Group is researching ways of being able to 
supply information to law enforcement agencies and protect intellectual property rights 
while at the same time providing better privacy safeguards than in the current system. 
Some managers of country domains have already met all the objections, particularly in 
Europe. They display fewer personal data to the general public.105 The WHOIS of the 
Dutch Internet Domain Registration Foundation, which registers domain names for the 
.nl country code domain, does not display the address data of the domain name holder. 
However, such data can be requested by bailiffs and attorneys. The Netherlands could 
also advocate such a solution internationally. 

Open standards (open source software) can enhance the protection of the rights 
of internet users since it is then possible to check whether software incorporates 
backdoors, which make it possible to intercept and monitor data traf�c. But there are 
also lobby groups which oppose this idea. The new internet protocol version 6 (IPv6 
protocol) for the longer IP addresses contained a privacy protection, which was later 
removed.

The activities of W3C have a major impact on the privacy of users. Together, the World 
Wide Web and search engines make it possible to �nd information on the internet. When 
the World Wide Web was �rst introduced, websites and users� computers did not keep 
track of which pages had previously been visited. It was not possible for the website 
protocol to check from which computer (i.e. from which IP address) the website had 
been accessed. The protocol was modi�ed in order to take advantage of the internet�s 
commercial potential.106 For example, a user wishing to place an online order for a retail 
purchase has to be able to switch from the store�s website to that of the bank without 
the order being lost by the former. This marked the start of the behavioural targeting 
industry. By taking account of privacy considerations when designing the technical 
speci�cations, these organisations can play an important role in protecting internet 
freedom.107  

W3C has taken various steps to protect the privacy of users.108 For example, it has 
implemented the Platform for Privacy Preferences Project (P3P), which has resulted in 
a protocol that enables websites to inform the computer user�s browser what data are 
being collected about the user. However, little use has been made of this protocol. In 
addition, W3C has published a proposal to enable users to determine for themselves 

105 Lee A. Bygrave and Jon Bing, �The naming game: governance of the domain name system�, in: Lee. 
A. Bygrave and Jon Bing, Internet Governance, Infrastructure and Institutions, Oxford: Oxford University 
Press, 2009, p. 164.

106 Lawrence Lessig, Code version 2.0, New York: Basic Books, 2006, pp. 47-49. See also <http://codev2.
cc/download+remix/Lessig-Codev2.pdf>, consulted on 16 June 2014.

107 Laura DeNardis, The Global War for Internet Governance, New Haven and London: Yale University Press, 
2014, pp. 78-79.

108 Idem, p. 79.
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what data can be collected about their behaviour on the internet. It is desirable for 
the United States (as the country in which many major internet companies are based), 
the EU and other Western countries to consult with W3C about how the use of such 
protocols can be promoted and what role governments and W3C can play in this.  

The Internet Governance Forum

The IGF plays a useful role, but is hampered by a lack of manpower and resources. 
This detracts from the preparation of the meetings. As a result, the agenda is largely 
determined by states, corporate entities and institutions that do provide funds. The 
differences of opinion about internet values also make it dif�cult for the IGF to adopt 
strong common norms (see chapter II). Another problem is that some major players 
such as Google and Facebook are not represented. The AIV recommends that Dutch 
participation in the IGF be strengthened by allocating a larger budget and ensuring that 
organisations in the �eld are properly consulted in preparation for IGF meetings. 

V.2   The dilemmas facing Western democracies: the United States and the Netherlands

The dilemmas outlined below come about because although the constitutional 
democracies of the West advocate and indeed achieve a very high level of public and 
private freedom of communication, they are at the same time taking advantage of the 
almost unlimited technical possibilities for monitoring to gather more and more data to 
contend with the permanent terrorist threat. This is allowing greater oversight of private 
life and communication, thereby jeopardising uninhibited communication and the right 
to respect for private life. If democracies are unable to reconcile these two aspects in 
accordance with the rule of law, they are in danger of being seen by the world as Janus-
faced, paying lip service to one set of values while actually implementing another. Owing 
to differences between the Dutch and US legal systems, these countries are tackling 
these dilemmas differently. How this is done in each of these countries is described 
below. The situation in the United States is also important to the Dutch because it is 
also home to the largest internet companies (social media, search engines and clouds). 

V.2.1  The United States

Internet freedom

Section IV.1 referred to the International Covenant on Civil and Political Rights, articles 
17 and 19 of which deal with the right to privacy and the right to freedom of expression 
respectively. The United States interprets article 2 of the Covenant109 as though only 
persons within its territory and subject to its jurisdiction are entitled to the rights 
mentioned in the Covenant.110 This principle is still applied because at the time of 
rati�cation the reservation was made that the provisions of the Covenant are not self-
executing. In recent years there has been an ongoing debate about the universal value 
of the rights guaranteed in the Constitution, with particular reference to the principle 

109 �Each State Party to the present Covenant undertakes to respect and to ensure to all individuals 
within its territory and subject to its jurisdiction the rights recognised in the present Covenant, without 
distinction of any kind, such as race, colour, sex, language, religion, political or other opinion, national or 
social origin, property, birth or other status.�

110 CCPR/C/USA/4, 30 December 2011, pp. 142-143.
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that only US citizens and residents are entitled to the protection of the Constitution.111 
There are signs that this position is shifting, partly as a result of the Snowden affair. The 
President has announced measures in this �eld.112

Owing to the First Amendment, the United States has always played a leading role in 
the world in respect of the freedom of expression, including on the internet. The United 
States was fairly quick to recognise that the internet was a medium that would have 
an important bearing on the freedom of expression. In a series of decisions starting 
with Reno v. ACLU,113 the principle of the effective protection of press freedom on the 
internet was applied and �lter measures were usually condemned. The measures which 
the United States considers permissible in the interests of national security are at odds 
with this tradition. The Snowden affair has revealed this more clearly than ever.

The US Constitution makes no provision for an independent right to privacy. This right is 
mainly derived from the Fourth Amendment, which protects citizens from unreasonable 
searches and seizures. Owing to the source of this provision, it cannot be applied to 
the private sector. However, there is a Privacy Act, which is applicable only to the public 
sector. Data which have been voluntarily communicated to businesses may be used by 
them for other purposes without the consent of the data subjects. In addition, various 
statutes contain privacy provisions. Privacy provisions may be set aside for reasons of 
national security. There are no data retention rules that oblige companies to retain data. 

The United States has a data protection system that differs signi�cantly from the 
systems in force in the EU and many other countries. Instead of a general data protection 
statute binding on the private sector, it has much sectoral legislation. As not all sectors 
have legislation there are gaps. Nor is there a data protection authority to supervise 
compliance with the legislation.114 Only a small number of statutes limit the quantity of 
data which companies may collect. Moreover, in the unregulated sectors businesses may 
also use personal data for all kinds of purposes without the customer�s consent. They 
need not inform customers of this use or provide them with any means of preventing this. 
By contrast, EU legislation states that for all sectors data may be collected, processed and 
used only for a predetermined purpose and gives people more control over the data after 
they have supplied them. The differences between the United States and the EU create 
tensions in the transatlantic exchange of data, with the EU making demands about the 
level of protection which can hardly be met by the United States (see section IV.3.2). 

111 David Cole, �Are foreign nationals entitled to the same constitutional rights as citizens?�, T. Jefferson Law 
Review, no. 25, 2003, pp. 367-388.

112 Presidential Policy Directive, Signals Intelligence Activities, Policy Directive 28, 2014 WL 187435,  
17 January 2014, see: <http://www.whitehouse.gov/the-press-of�ce/2014/01/17/presidential-policy-
directive-signals-intelligence-activities>, consulted on 16 June 2014.

113 521 US 844 (1997).

114 Graham Greenleaf, The In�uence of European Data Privacy Standards Outside Europe: Implications for 
Globalisation of Convention 108, University of Edinburgh School of Law, Research Paper Series  
no. 2012/12, pp. 3-6.
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Privacy and intelligence and security services: Snowden

In 2002 the US Defense Advanced Research Projects Agency, which was involved in 
the birth of the internet, established the Information Awareness Of�ce to achieve �Total 
Information Awareness� (TIA). Following the September 11 attacks, the TIA programme 
was converted into a programme for a counterterrorism information infrastructure. 
As this completely lacked any statutory basis, the Senate (and later the House of 
Representatives) withdrew funding from the TIA in 2003. Although this of�cially marked 
the end of the TIA programme, it actually continued under another name. In 2007 the NSA 
transferred the project � under the name of PRISM � to a special source operation, which 
had been started in 1970. The NSA works with around 100 US trusted companies in this 
operation.  

Snowden revealed, among other things, that the NSA had engaged in the mass collection 
and storage of the telephone metadata of US citizens. From 2006 onwards this had 
been done on the basis of section 215 of the USA PATRIOT Act (2001). Thereafter it was 
continued subject to annual review of certi�cations by the Foreign Intelligence Surveillance 
Court (FISC). The FISC prohibited the NSA from applying data mining techniques to the 
traf�c data. Instead only targeted searches could be made. In addition, the NSA collected 
the content of communications, including telephone calls and emails, of persons assumed 
to be foreigners and not present in the United States. The legal basis for this is section 
702 of the FISA Amendments Act (2008). 

Following the Snowden revelations, the US President established the President�s 
Review Group on Intelligence and Communications Technologies, which reported to the 
president in December 2013.115 In addition, the US Privacy & Civil Liberties Oversight 
Board (PCLOB) published two reports, one about section 215 and the other about 
section 702.116 The reports do not touch on other NSA programmes alleged to exist 
by Snowden, including the allegations that the NSA had cracked the encryption of 
messages (using the Bullrun decryption program) and had discovered and exploited 
weaknesses in corporate programs or even had them built into the programs, thereby 
enabling it to hack computers.117

The issue of the legal permissibility of the NSA�s activities is assessed in these reports 
from the perspective of the US Constitution and legislation. The Presidential Review 
Group makes only passing mention of human rights.118 The report of the Presidential 
Review Group and that of the PCLOB on section 702 describe in detail the legal rules 
for intercepting communications of foreigners located outside the United States. These 

115 Liberty and Security in a Changing World, Report and Recommendations of The President�s Review Group 
on Intelligence and Communications Technologies, December 2013.

116 Privacy & Civil Liberties Oversight Board, Report on the Telephone Records Program Conducted under 
Section 215 of the USA PATRIOT Act and on the Operations of the Foreign Intelligence Surveillance Court, 
January 2014, and Report on the Surveillance Program Operated Pursuant to Section 702 of the Foreign 
Intelligence Surveillance Act, 2 July 2014.

117 See: <https://www.eff.org/nsa-spying>.

118 Liberty and Security in a Changing World, Report and Recommendations of The President�s Review Group 
on Intelligence and Communications Technologies, December 2013, p. 155.
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differ in some important ways from those governing the interception of communications 
of American citizens and persons lawfully present in the United States, whose rights are 
protected by the Fourth Amendment.119 To carry out a targeted investigation relating to 
members of this group, the government needs probable cause and an individual warrant. 
Neither of these conditions applies to foreigners outside the United States, even where 
the communication is intercepted in the United States. Instead of a probable cause, the 
government only needs a reasonable belief that an email address or telephone number 
is being used for the purposes of international terrorism, nuclear proliferation, hostile 
cyber activities and so forth.120 This means that much less protection is afforded to the 
con�dentiality of communications and the privacy of foreigners outside the United States 
than to those of Americans and foreigners located in the United States. The Presidential 
Review Group recommends that foreigners be given the same rights (rights to access 
records, rights to make corrections and legal remedies) as possessed by US citizens 
and residents under the Privacy Act, even in relation to the intelligence and security 
services, in the absence of a compelling reason for not doing so. This would formalise 
the approach taken by the Department of Homeland Security.121 On 25 June 2014 
Attorney General Eric Holder gave an undertaking to the European ministers of justice 
and home affairs that the US government would present a bill to Congress to extend the 
operation of the Privacy Act to EU citizens.122 European citizens would then obtain the 
same rights as US citizens to seek judicial redress for intentional or wilful disclosures of 
protected information. Evidently, the proposed expansion of the operation of the Privacy 
Act would not apply to other foreigners. As noted previously, the level of protection of 
privacy in the United States is in some ways substantially lower than in the EU.123 

The reports of the Presidential Review Group and of the PCLOB on section 215 of the 
USA PATRIOT Act address the question of the extent to which the collection of bulk 
telephony metadata of US citizens is lawful under the US Constitution and US law. Views 
differ on this point. According to the Review Group, it is necessary to decide whether the 
additional safety achieved through the collection and storage of bulk metadata is worth 
the sacri�ces in terms of individual privacy, personal liberty and public trust.124

119 The text of the Fourth Amendment: �The right of the people to be secure in their persons, houses, 
papers, and effects, against unreasonable searches and seizures, shall not be violated, and no warrants 
shall issue, but upon probable cause, supported by oath or af�rmation, and particularly describing the 
place to be searched, and the persons or things to be seized.�

120 Liberty and Security in a Changing World, Report and Recommendations of The President�s Review Group 
on Intelligence and Communications Technologies, December 2013, pp. 152-153.

121 Idem, p. 157, recommendation 14.

122 The Guardian, 25 June 2014. See: <http://www.theguardian.com/world/2014/jun/25/us-privacy-
protection-rights-europe>, consulted on 26 June 2014.

123 Graham Greenleaf, The In�uence of European Data Privacy Standards Outside Europe: Implications for 
Globalisation of Convention 108?, University of Edinburgh School of Law, Research Paper Series no. 
2012/12, pp. 3-6.

124 Liberty and Security in a Changing World, Report and Recommendations of The President�s Review Group 
on Intelligence and Communications Technologies, December 2013, pp. 108-114.
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The reports deal with the issue of the extent to which these programmes were effective. 
Both the PCLOB and the Presidential Review Group conclude that the collection of bulk 
telephony metadata under section 215 was not effective in preventing terrorist attacks. 
In so far as the programme yielded relevant information, this could also have been 
obtained by less intrusive methods.125 The PCLOB points out that the idea that the 
government could misuse stored information is by no means fanciful, given the recent 
history of the United States. Moreover, the collection and storage of metadata by the 
government may make people wary of expressing their views, because the con�dentiality 
of information is not guaranteed.126 However, one member of the PCLOB did consider 
the programme to be effective.127

V.2.2  The Netherlands
The Netherlands leads the way in promoting internet freedom. As noted in the request 
for advice, the Netherlands established the Freedom Online Coalition. This achieved 
success at the ITU World Conference on International Telecommunications in Dubai, by 
preventing the proposal to amend the International Telecommunications Regulations to 
increase government surveillance of the content of communications (see section II.3). 
The Netherlands is taking active steps to respond to the European Commission�s Green 
Paper entitled �Preparing for a Fully Converged Audiovisual World: Growth, Creation and 
Values�.128

The Netherlands has a sizeable internet-related industry. For example, Amsterdam 
is home to the world�s largest internet exchange (AMS-IX, with over 600 connected 
networks). The country�s digital infrastructure sector has a turnover of approximately 
�1.5 billion and is estimated to account for approximately one third of European 
turnover in e-commerce. It is also an important growth sector.129

Just as in the United States, examples can be found in the Netherlands of the manifest 
dilemma between a very large degree of public and private communication freedom and 
the increased collection of data related to private life and uninhibited communication. 
The Dutch too are struggling to strike a balance between privacy and national security 
within the framework of the rule of law.

125 Privacy & Civil Liberties Oversight Board, Report on the Telephone Records Program Conducted under 
Section 215 of the USA PATRIOT Act and on the Operations of the Foreign Intelligence Surveillance Court, 
January 2014, p. 146, and Liberty and Security in a Changing World, Report and Recommendations of 
The President�s Review Group on Intelligence and Communications Technologies, December 2013, p. 104.

126 Privacy & Civil Liberties Oversight Board, Report on the Telephone Records Program Conducted under 
Section 215 of the USA PATRIOT Act and on the Operations of the Foreign Intelligence Surveillance Court, 
January 2014, pp. 155-164.

127 Idem, Annex B.

128 Green Paper, Preparing for a Fully Converged Audiovisual World: Growth, Creation and Values, Brussels, 
24 April 2013, COM(2013) 231 �nal. For the draft reaction of the Netherlands, see House of 
Representatives of the States General, 22112, no. 1659, with annexe.

129 Figures taken from The.nlyst, no. 15, Q3 2014, a publication of the Internet Domain Names 
(Netherlands) Foundation. 
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It was explained in section III.4.1 that the metadata on an individual can shed much 
light on his or her behaviour and preferences. However, the distinction between content 
and metadata is not sharp. This question is of relevance, for example, to the revision of 
article 13 of the Dutch Constitution. It is apparent from the explanatory memorandum 
to the bill and from the further report (in response to the Council of State�s advisory 
opinion) that the government does recognise that the distinction has become blurred, 
but considers that this does not mean that all traf�c data deserve the same level 
of constitutional protection as the content of the communication. The explanatory 
memorandum to the bill to amend article 13 mentions various borderline cases between 
content and traf�c data and explains that it has been decided that traf�c data relating 
to the content of the communication should be covered by the right to respect for the 
con�dentiality of telecommunications. This will be framed in more detail by the legislator 
and the courts.

After the European Data Retention Directive was declared invalid in April 2014, the 
Minister of Security and Justice sent his reaction to the House of Representatives of 
the States General on 17 November 2014, following consultation with the Advisory 
Division of the Council of State.130 The Minister and the Advisory Division concluded 
that although the directive had been struck down this did not mean that the Dutch 
legislation too was invalid. The Minister stated that the relevant legislation must be 
adjusted in various respects to bring it into line with the data retention requirements set 
by the EU Court of Justice. For example, there must be prior consent by an examining 
magistrate for the collection of telecommunication data, differentiation of access to data 
according to the gravity of the offence, possible encryption of stored data, compulsory 
storage in the territory of the European Union and expansion of the powers of the 
Radiocommunications Agency Netherlands to ensure stronger oversight. 

The AIV considers that the collection of bulk telephony metadata is not permissible as 
it breaches the right to privacy, except where there are statutory rules that meet the 
conditions of the fundamental rights concerned. In its judgment declaring the Data 
Retention Directive to be invalid the EU Court of Justice indicated what conditions the 
storage of metadata should ful�l. In his letter to the House of Representatives of the 
States General, the Minister of Security and Justice gave an undertaking on behalf of 
the government to take this judgment into account when reviewing the Intelligence and 
Security Services Act (WIV) 2002.131

In its report no. 38, the Intelligence and Security Services Review Committee (CTIVD) 
notes that technological advances are making it possible to exercise powers in ways 
not foreseen by the legislator. Although these ways are not, strictly speaking, in breach 
of the WIV, the safeguards are inadequate. This applies, for example, to the analysis of 
metadata. The CTIVD recommends that a speci�c provision regulating the analysis of 
metadata should be included in the WIV since they can, in part, be de�ned as personal 
data. The CTIVD also recommends that a maximum period for the storage of raw data 
should be included in the WIV. The government has adopted both recommendations.132

130 House of Representatives of the States General, 33 542, no. 16.

131 Idem, p. 14.

132 House of Representatives of the States General, 29 924, no. 105.
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On 21 November 2014 the government informed the House of Representatives of 
its views on revision of the interception system under the WIV. The government has 
accepted the recommendation of the Dessens Committee that the distinction between 
cable-bound and non-cable-bound communications should be dropped and additional 
safeguards included in the legislation.133 Sections 26 (exploration of communications) 
and 27 (untargeted interception) of the WIV will be amended to extend the powers of the 
intelligence and security services to cable-bound communications. The actual processing 
will take place in three stages, each of which will have its own safeguards. Although 
the government has given a broad indication of the nature of these safeguards, no 
speci�c information is available. The letter makes no reference to the judgment of the 
EU Court of Justice in which the Data Retention Directive was declared invalid and the 
requirements for the storage of data were set out. As the same safeguards will apply 
to the interception of cable-bound and non-cable-bound communications, the level of 
protection for the latter will be enhanced. 

The government has not adopted the Dessens Committee�s recommendation that the 
body responsible for external oversight of the intelligence and security services should 
be able to issue binding and timely instructions about the lawfulness of the surveillance 
and investigative activities. This recommendation was supported by the CTIVD. The 
government notes that the minister is fully responsible at all times for the operational 
activities of the services and is also fully accountable for them to the two houses 
of parliament. If the CTIVD discovers activities which it believes should be stopped 
forthwith, it may inform the minister accordingly. The CTIVD�s recommendation is a 
matter of public record for which the responsible minister can thus be held politically 
accountable.134 

A number of civil liberties organisations have instituted legal proceedings in the 
Netherlands about the cooperation between the Dutch intelligence and security services 
and the NSA. After the case was dismissed on the facts at �rst instance, the plaintiffs 
have now lodged an appeal.135 Each year the Ministry of Security and Justice publishes 
information about the number of telephone and internet taps. It has also established a 
working group to study whether greater transparency can be provided about wire tapping 
and, if so, how.136

It should also be noted that a Computer Crime III Bill will shortly be presented to 
parliament.137 The draft submitted for consultation shows that the legislation will 
introduce far-reaching powers to help combat computer crime. Of particular relevance 
here is the proposal to give the police the power to hack computers. Basically, the bill 
will allow the police to install malware in a suspect�s computer or smartphone, thereby 

133 House of Representatives of the States General, 33 820 no. 4.

134 Idem, 33 820, no. 2, p. 6.

135 The Hague District Court, 23 July 2014. See: <http://uitspraken.rechtspraak.nl/inziendocument?id=EC
LI:NL:RBDHA:2014:8966>.

136 See: <http://over.vodafone.nl/nieuwscentrum/nieuws/actueel-nieuws?page=5>, consulted on  
12 November 2014.

137 See: <http://www.internetconsultatie.nl/computercriminaliteit>. 
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enabling them to search the hard drive covertly, log keystrokes and activate the camera 
and microphone remotely. The bill has received a critical reception,138 not only because 
it will create many possibilities for remotely monitoring every aspect of a suspect�s life 
but also because it proposes that the powers should be exercisable across borders. This 
could occur when the place where data are stored is not known (a very likely scenario in 
the case of cloud computing), but the bill does not actually exclude the possibility that 
even when the place of storage is known, information may be searched for and made 
inaccessible from the Netherlands, without the prior consent of the other state. The 
unsubstantiated statement in the explanatory memorandum to the consultation version 
of the bill139 that this is in conformity with international law is disputable. In the AIV�s 
opinion, trans-border access to computers without the consent of the state in which the 
data are stored is not permitted under international law as it stands.140 Clearly, this is 
unsatisfactory, given the need for effective powers to investigate cybercrime. Although 
the standard procedure of requesting mutual assistance in criminal matters is far too 
time-consuming in cases where the aim is to secure transient data, this does not detract 
from the legal limits currently set by international law. In its current form, the bill might 
also harm the status of the Netherlands in the international community as a champion of 
internet freedom and deprive it of the ability to complain under international law if foreign 
states were to hack into Dutch computers to copy corporate data. Rather than unilaterally 
introduce a trans-border power, the Netherlands could better await and actively support 
the proposal for an additional protocol to the Convention on Cybercrime concerning trans-
border access to data for investigative purposes. This is something which the Ministry of 
Security and Justice is already actively promoting. 

Besides the trans-border dimension, it should also be noted that the bill authorising the 
police to hack into computers constitutes an exceptionally far-reaching infringement of 
the right to respect for privacy � an infringement which goes much further than admitted 
in the draft explanatory memorandum to the bill. This is because a remote search of a 
computer or smartphone yields much more information about a person�s private life than 
a traditional search of premises. In a recent landmark judgment about mobile phone 
searches, this was formulated by the US Supreme Court as follows: �A cell phone search 
would typically expose to the government far more than the most exhaustive search of 
a house: A phone not only contains in digital form many sensitive records previously 
found in the home; it also contains a broad array of private information never found 
in a home in any form. (�) With all they contain and all they may reveal, they hold for 
many Americans �the privacies of life�.�141 A police power to hack into computers and 

138 C. Conings and J.J. Oerlemans, �Van een netwerkzoeking naar online doorzoeking: grenzeloos of 
grensverleggend?� (Network searches and online investigations (jurisdictional issues)), Computerrecht, 
2013, no. 1, pp. 23-32.

139 Computer Crime III Bill, explanatory memorandum, p. 36, available at <http://www.internetconsultatie.
nl/computercriminaliteit>.

140 An exception applies to states which are parties to the Council of Europe�s Convention on Cybercrime in 
cases covered by article 32 (b). This provides that the authorisation of the other state is not required if 
the lawful and voluntary consent has been obtained either of the person who has the lawful authority to 
disclose the data or of the internet provider who has lawful access to the stored data. 

141 Riley v. California, 573 U.S. _ (2014). See: <http://www.supremecourt.gov/opinions/13pdf/13-
132_8l9c.pdf>.



59

smartphones is therefore compatible with the right to privacy only if it is hedged around 
with strict proportionality and subsidiarity safeguards.

The AIV would draw the government�s attention to the fact that the policy issues discussed 
above must be viewed in the light of the resolution adopted by the UN Human Rights 
Council in July 2012 on the promotion, protection and enjoyment of human rights on 
the internet (A/HRC/20/L.13) and to the desire of the Netherlands to lead by example, 
especially on human rights. This is not just about whether and, if so, for how long lesser 
degrees of protection for fundamental rights are defensible within the international legal 
order but also about whether the Netherlands wishes to be at the forefront of the efforts 
to move the legal order in the desired direction. 

V.3  Censorship, control and the mobilising function of the internet

Although China and Russia have been selected here as examples of censorship and 
control of the internet, many other examples could be given. The efforts of these countries 
are directed in various ways towards transforming the internet into an intranet (in China by 
means of a digital Chinese Wall), with incoming and outgoing traf�c being routed through 
central servers, national traf�c being heavily censored for content, and user behaviour and 
communications being strictly monitored. 

The following observations can be made on the basis of the criteria developed by 
Freedom House and quoted in chapter 1.

China142 and Russia143

Although China has not rati�ed the International Covenant on Civil and Political Rights, 
it has signed it and must therefore refrain from acts that would defeat or undermine its 
objective and purpose. By contrast, the Russian Federation has rati�ed the Covenant. 
Moreover, it is a member of the Council of Europe and is thus subject to the provisions of 
the ECHR and the judgments of the ECtHR. 

The constitutions of both China and Russia guarantee freedom of expression, but in 
practice civil and political rights are limited. Justi�cation for the limitations is usually 
sought in arguments based on state security or state secrets legislation (China) or 
extremism legislation (Russia). As this legislation is vaguely worded, the authorities have 
a wide discretion in applying it and citizens have little legal certainty. The government 
uses instruments such as propaganda and censorship to buttress the position of the 
governing party, both generally and online. When the internet was �rst introduced in China 

142 Freedom House, Freedom of the Press 2013, pp. 120-127. See: <http://www.freedomhouse.org/sites/ 
default/�les/FOTP%202013%20Full%20Report.pdf>, Freedom House, Freedom in the World 2014, 
<http://www.freedomhouse.org/report/freedom-world/2014/china-0> and Freedom House, Freedom on 
the Net 2013, see: <http://www.freedomhouse.org/report/freedom-net/2013/china>, all consulted on 
10 July 2014.

143 Freedom House, Freedom on the Net 2013, pp. 588-600, Freedom House, Freedom of the Press 2013,  
pp. 315-319, <http://www.freedomhouse.org/sites/default/�les/FOTP%202013%20Full%20Report.pdf> 
and Freedom House, Freedom in the World 2014, see: <http://www.freedomhouse.org/report/freedom-
world/2014/russia-0>, all consulted on 10 July 2014.
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in 2001, its then leader President Jiang Zemin described it as �a political, ideological and 
cultural battle�eld�.144

The main censorship method is to apply automatic �ltering, but information is also 
removed manually from the internet. Government agencies in both countries draw up lists 
of websites to be blocked by internet service providers, without any form of judicial review 
either before or after the decision. In China, internet service providers can be held liable 
for distributing information that is unwelcome to the authorities. They therefore apply 
self-censorship. Nonetheless, the authorities are not always able to block or remove 
unwelcome information before it becomes widely distributed. International internet 
service providers do not always cooperate. For example, Google attempted to evade 
censorship in 2010 by referring internet users in China to the uncensored search engine 
operated on servers in Hong Kong. It should be noted that not all political criticism is 
censored; the emphasis is on censorship of statements which call for or may lead to 
mobilisation of groups or other collective action.145 

New rules for the registration of domain names with the .ru country code domain took 
effect in Russia in late 2011. Certain law enforcement authorities have the power to 
issue written instructions for termination of the registration of speci�c domain names, 
which means that they in fact cease to exist. Another way of preventing access to 
content is to mount distributed denial-of-service attacks on websites. Since May 
2014 bloggers who have more than 3,000 followers have a duty to register with the 
authorities. Social media are being subjected to increasingly strict (informal) control.

From 2016 Russia will have a statutory data localisation obligation that requires the 
personal data of Russian citizens to be stored in databases in Russia.146 

In addition, the authorities of both Russia and China manipulate content on the internet 
by paying bloggers to post positive comments about government of�cials, the ruling 
party and government policy. In Russia the activities of these �trolls� are becoming 
increasingly noticeable.

Privacy protection is limited in China. There is no relevant constitutional provision and 
there is no law on privacy. Although there is a constitutional provision on the privacy of 
correspondence, this is subject to many exceptions.147 Nor does China have a general 
data protection statute.148

144 Evan Osnos, Age of Ambition, Chasing Fortune, Truth and Faith in the New China, London: The Bodley 
Head, 2014, p. 30.

145 Gary King and others, �How censorship in China allows government criticism but silences collective 
expression�, American Political Science Review, May 2013.

146 �Gegevens over de toenemende internetrepressie� (Data on Growing Internet Repression), Tanya 
Lokshina, programme director of Human Rights Watch, Moscow, Volkskrant, 2 August 2014.

147 UNESCO, Global Survey on Internet Privacy and Freedom of Expression, 2012, pp. 74-78.  
See: <http://unesdoc.unesco.org/images/0021/002182/218273e.pdf>.

148 Graham Greenleaf, The In�uence of European Data Privacy Standards Outside Europe: Implications for 
Globalisation of Convention 108?, University of Edinburgh School of Law, Research Paper Series  
no. 2012/12, p. 6.
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In China access to foreign internet services such as Facebook, Twitter and YouTube is 
blocked. Filters prevent access to the services from China. Chinese companies have 
created national versions of the services, which have proved highly popular.  

Various technical methods can help users to avoid censorship, for example sending 
prohibited information through peer-to-peer networks or virtual private networks. Another 
method is to use homonyms. This capitalises on the fact that even slight changes of 
pronunciation can give Chinese words an entirely different meaning. The Internet Affairs 
Bureau in Beijing uses its massive manpower in a continuous but virtually hopeless 
struggle to limit freedom of expression on the internet.149

The lack of internet freedom is an aspect of the broader democratic de�cit and 
de�ciencies of the rule of law in authoritarian countries. Internet censorship is therefore 
supplemented by repressive measures, such as detention of popular bloggers. 
Administrative or tax measures are increasingly used to silence human rights activists.

The mobilising function of the internet

During the upheavals in the Arab world, much was written about the role of social media. 
Unemployment, poverty and political exclusion were the main reasons why the relatively 
young, better educated and articulate population rose up in rebellion.150 Social media 
have played an important role in the political developments in the Arab region because 
they have contributed to the rapid dissemination of information, increased political 
awareness and provided a platform for networks and mobilisation.151

Social media can help to counterbalance government propaganda, especially in situations 
where the government controls the other media. Provided they are not under government 
control, social media provide an easier route for formulating alternative narratives. 
Although they can serve as a platform for debate, they can also be used to disseminate 
misinformation and propaganda.

Before the internet existed, various abuses were known only locally or nationally. Now, 
however, a single incident can quickly acquire worldwide notoriety through social media 
and prompt mass public protests against the authorities. Examples are the Facebook 
campaign following the death of the Khaled Saeed in Egypt as a consequence of police 
violence in June 2010, and the self-immolation of the Tunisian street vendor Mohammed 
Bouazizi in December 2010. Social media also make it possible to tell the whole world 
about important events while they are happening. For example, an artillery bombardment 
of the Syrian city of Homs could be followed on the internet while it was happening.

As social media make it possible to reach many people simultaneously they are an 
effective way of mobilising support, even if the recipients are geographically remote from 
one another. A call to demonstrate can be sent to many people in the blink of an eye. 
In the Russian Federation opposition leader Alexei Navalny used social media to collect 

149 Evan Osnos, Age of Ambition, Chasing Fortune, Truth and Faith in the New China, London: The Bodley 
Head, 2014, pp. 199-203.

150 AIV, The Arab Region: An Uncertain Future, advisory report no. 79, The Hague, May 2012.

151 Paul Aarts and others, From Resilience to Revolt, Making Sense of the Arab Spring, University of 
Amsterdam, June 2012, pp. 45-47.
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money for his movement and win votes for his bid in the Moscow mayoral elections 
in September 2013.152 However, although social media can help to mobilise people, 
other conditions must also be ful�lled if people are to be induced to become politically 
active.153

Governments of countries where the freedom of expression is under threat fear the 
use of social media to mobilise people. They seek to control these media by imposing 
statutory restrictions on users and companies and by exerting pressure on companies 
and obliging them to cooperate with censorship. Most states do not succeed in 
preventing all undesired content since the volume published is simply too much. If the 
threat becomes too great, the authorities sometimes shut down the internet for a short 
period. But in almost all countries the economic importance of the internet is such 
that it cannot be closed down for long. Alibaba, the Chinese equivalent of Amazon, was 
responsible for one of the largest stock market �otations in history when it made its 
debut in the United States in September 2014. 

Broadly speaking, there are two ways of promoting freedom of expression on the internet. 
The �rst is to press for better compliance with existing rules. The second is to create 
technical means for human rights activists to avoid censorship and other obstacles. The 
experts consulted by the AIV stated that the technology is available, but needs to be 
made more user-friendly. The Dutch government supports various activities of this kind, 
such as training bloggers and online journalists about censorship avoidance techniques 
and about online and of�ine security. The Netherlands was one of the founders of the 
Freedom Online Coalition in 2011.

V.4  The role of the private sector

Reference was made in section III.3 above to the role of intermediaries who enjoy 
protection from government interference in democracies governed by the rule of law. 
It was also noted that the protection for the role of these intermediaries has not yet 
been formalised in legislation. If the authorities wish to curb internet freedom they 
must observe the principles of the rule of law in respect of both users and internet 
companies. The extent to which companies pursue an active policy on internet freedom 
differs. Some have procedures and policies in place for the removal of content. They 
may or may not oppose requests by the authorities for the removal of content or the 
disclosure of information to the authorities. At present, proceedings in which Microsoft 
disputes the competence of US federal authorities to order it to disclose the contents 
of an email held on a server in Ireland are under way before a US court. Microsoft is 
supported in this by other large American internet companies.  

Internet companies also have their own views on what is and is not permissible, for 
example in relation to moral issues. Transparency about the extent to which they �lter 
content differs from company to company. Twitter informs users about blocking, but 
Facebook does not. The far-reaching cooperation between internet companies and the 
NSA in the context of PRISM is very opaque as the companies have a non-disclosure 
obligation. As internet equipment and services usually contain secret source codes, it 

152 Freedom House, Freedom in the World 2014, Russia, p. 1.

153 Paul Aarts and others, From Resilience to Revolt, Making Sense of the Arab Spring, University of 
Amsterdam, June 2012, pp. 34-38 and pp. 45-47.
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is unclear to what extent there are technical leaks which can jeopardise the privacy and 
security of users.

In less democratic countries the authorities often put pressure on internet companies 
to make websites un�ndable, �lter content, remove tweets, disclose information about 
the identity of bloggers and so forth. Even international companies may experience 
pressure and have to balance their commercial interests against human rights owing 
to the absence of legal remedies. If international companies choose to continue their 
business operations in countries that have low standards of internet freedom, they can 
still try to be transparent about the extent to which they cooperate with censorship. 
For example, they can publish statistics about the number and nature of warrants they 
receive from the authorities. They can also inform the affected users. However, this may 
be prohibited. This is why some companies send their customers a �warrant canary�, 
which is a (permissible) communication that the provider has not yet received a secret 
warrant to disclose data about the customer.154 

International internet companies respond in different ways to requests from authorities 
to �lter or manipulate content.155 For example, Google Maps presents different borders 
of Ukraine to different audiences, depending on where they are in the world. Google 
decided to do no further business in China after it had been ordered to �lter results. 
Twitter complies with requests from authorities to remove tweets, but only blocks 
the tweet for the country concerned. In other countries the tweet remains visible. By 
modifying results locally, a company can continue operating in countries where freedom 
of expression is limited, but in doing so it is complicit in censorship. This detracts from 
the function of the internet as a platform for debate. As the content in the rest of the 
world remains visible, internet users in other countries are informed. 

Given all these con�icting positions, it would be dif�cult to use the private sector as an 
instrument for promoting the human rights policy advocated by the Dutch government. 
Much is already being done in this �eld, as is shown by the UN�s Guiding Principles on 
Business and Human Rights (known as the Ruggie Principles after their author).156 The 
special urgency in the communications �eld is because the worldwide public and private 
communication channels and services are in the hands of these companies. A policy on 
these communication companies has a chance of success only if coalitions are formed 
in international forums. An example is the Snowden case, where there is a growing 
European consensus that the PRISM Programme cannot be continued in its present 
form since its violates the rights of Europe�s citizens. Nonetheless, the AIV considers 
it desirable to formulate a policy in which companies operating in the Netherlands are 
encouraged to respect Dutch human rights policy. There does not appear to be any good 
reason why the Netherlands should maintain a human rights dialogue with authoritarian 
countries but not with companies which are essential to the maintenance of privacy and 
the freedom of communication in the world.

154 See: <http://en.wikipedia.org/wiki/Warrant_canary>. 

155 See: <http://gigaom.com/2014/05/21/twitters-selective-censorship-of-tweets-may-be-the-best-option-
but-its-still-censorship/>.

156 A/HRC/17/31.
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VI     Summary, conclusions and recommendations

Summary and conclusions

Chapter II explains that the internet, as represented by the internet community, has broken 
free of the traditional structure of the telecommunication sector under international law, 
namely a convention (recording global agreements about telecommunications) and an 
international organisation (the International Telecommunication Union) in which national 
states work together. This structure has been replaced by a multistakeholder model, partly 
under private law, consisting of ICANN (domain names and addressing) and a range of 
technical groups that regulate the internet�s standards and protocols. This change has 
been accompanied by a technical revolution in the manner in which data are transmitted 
and a social revolution in the manner of communication. ICANN still has formal ties 
with the US Department of Commerce. The prevailing view since the Snowden affair 
is that these ties can no longer be maintained. Ways of basing a new structure on the 
multistakeholder model are now under consideration. 

This form of governance is limited to the technical layers of the digital network, although 
there is no consensus within the internet community about this narrow interpretation of 
governance (see section V.2). Alongside this new internet structure, an old organisation 
� the ITU � is still trying to extend its sphere of in�uence, most recently by an attempt 
to modify the International Telecommunications Regulations at the World Conference on 
International Telecommunications in Dubai. Hitherto, its efforts have been unsuccessful. 
Within the ITU, countries such as Russia and China are attempting to get a tighter 
grip on internet communications, including content. Some time ago, however, the UN 
established a new global organisation known as the Internet Governance Forum (IGF). 
In this framework, states are attempting to cooperate with other stakeholders to reach 
consensus on the concept of internet governance. Hitherto, this has met with only partial 
success because, quite apart from the more technical issues, it is very dif�cult to reach 
consensus on subjects about which the parties hold such widely differing views. This is 
the background against which the AIV has answered the government�s questions. 

The government�s �rst question was how can it ensure that internet freedom is 
embedded and further operationalised in Dutch domestic and foreign policy as effectively 
as possible. This question has been discussed at a conceptual level in chapter III. 
First, it is explained that the existing framework of communication and privacy-related 
fundamental rights is no longer in keeping with the current state of the technology. It 
is also apparent that any measures to change this should be taken only after proper 
consideration and with due caution, in order to avoid lowering the level of protection. 
This is demonstrated by reference to factors such as traf�c data and the privacy of 
communication. Privacy of communication is no longer a static given in a network society, 
but is instead about the protection for how and in what connection an individual can 
communicate freely. A second important point is that the legal concepts have either been 
developed for a technical reality different from the current internet (e.g. the concept of 
processing in data protection law) or are based on a situation in which a clear distinction 
can be made between the transport and expression of the message (from media and 
telecommunication law). Another important and related question concerns the divide 
between international jurisdiction and the universality principle on the one hand and 
national sovereignty on the other. This divide is re�ected, above all, in the dif�cult 
negotiations between the EU and the United States on the safe harbour principles in 
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relation to data protection. Another matter deserving consideration is the ongoing 
erosion of the concept of personal data due to developments such as Big Data and the 
mass or targeted surveillance of citizens. Many people wrongly assume that traf�c data 
are not, by de�nition, personal data, but it has to be realised that individual pro�les can 
be compiled from a collection of traf�c data. So the assumption that it is acceptable for 
anonymous data to be collected on a massive scale without effective supervision is also 
incorrect.

It is also noted that security should be viewed in the context of the rule of law. Striving 
to achieve the impossible ideal of precluded event security can lead to the adoption of 
disproportionate measures that harm the balance under the rule of law.  

This advisory report also describes the clash of views on the broadening of the de�nition 
of internet governance, which has a bearing on the embedding of internet freedom in 
domestic and foreign policy. One of the places in which this clash is most visible is the 
ITU (section II.3). The debate about the new organisation to replace ICANN is also of 
great importance because control of the root is critical to internet freedom and ICANN 
can be seen as the spider at the centre of the internet governance web (section V.1). 
The Internet Governance Forum (IGF) appears to be a suitable organisation in which 
to debate issues connected with the operationalising of internet freedom, but its 
secretariat is understaffed and underfunded.    

The government can also make a contribution to promoting internet freedom by applying 
the same normative principles in policy debates in the Netherlands as it advocates 
abroad. If constitutional democracies fail to do this, they risk being seen by the world as 
Janus-faced, paying lip service to one set of values (the rights and freedoms guaranteed 
under the rule of law) while actually implementing another (restrictions on freedoms that 
do not meet the safeguards required under the rule of law), as explained in section V.2. 
This is the very problem which is currently detracting from the credibility of the United 
States at home and was criticised by Richard Haass, president of the US Council on 
Foreign Relations, in his study entitled Foreign Policy Begins at Home.157

The second question was whether Dutch jurisdiction over internet freedom is limited 
to activities in the Netherlands, or whether it extends, by virtue of the increased 
technological possibilities, to situations outside the country. The second part of the 
question was how the Dutch government could help to effectively safeguard internet 
freedom beyond the country�s borders if such jurisdiction does not extend this far. 
On the internet the production, storage and distribution of information is no longer 
bound by place and time. The internet has no national borders. However, although the 
technological possibilities have indeed increased, this does not mean that the powers 
too are broader. In section V.2.2 this question is focused on the draft of the Computer 
Crime III Bill which has been the subject of consultation. In the AIV�s opinion, the powers 
created in this draft bill are wider than permitted under international law.

Nonetheless, the national states continue to play an important role because the physical 
infrastructure of the internet begins and ends in an area over which they have de facto 
and de jure jurisdiction. Questions about access and free and unchecked communication 
are therefore still concentrated within the national legal sphere. It becomes apparent 

157 Richard N. Haass, Foreign Policy Begins at Home. The Case for Putting America�s House in Order, New 
York: Basic Books, 2014.  



66

in chapters III and V, which deal with issues of access, surveillance and censorship, 
that these are national decisions which are assessed in the light of international or 
regional (ECHR and EU) conventions. By contrast, section V.4 explains that the major 
international internet companies which play a role in internet access and the free use 
of the internet fall under Dutch jurisdiction only to a limited extent, namely if the acts in 
question are performed within that jurisdiction. In addition, there is regular discussion 
about when exactly this occurs in the case of internet services. The Google Spain 
judgment of the European Court of Justice represents a breakthrough in this respect.

The third question was to what extent businesses are responsible for protecting citizens� 
internet freedom in countries where they operate, and how the Dutch government, both 
by itself and in cooperation with other countries, can encourage businesses to assume 
such responsibility. This advisory report explains that the electronic communication 
industry is now organised very differently than in the period when the main means 
of communication were telephone and telex. The system of state monopolies in an 
international framework under public law has been replaced by a system consisting 
of many players. In this system, the private sector plays a major role. This has been 
discussed at various places in this report, particularly in chapter II and section V.4. 
The private sector plays an important role in the governance of the internet, and 
internet companies provide a variety of services such as search engines, cloud 
computing (sections III.4.1 and IV.3.2) and email. Sometimes they are compelled to 
act as extensions of the authorities, as in the case of data retention (section III.2) or 
censorship, which is something to which they may or may not raise objections (section 
V.3). The private sector therefore has considerable in�uence over internet freedom. 

It should be noted that the position of internet companies is not always legally clear. 
For example, it is not clear in the Netherlands whether the social media come under 
telecommunication law or media law. The answer to this question has a major bearing 
on the extent to which they can be held liable for the content of communications 
and publications. Moreover, companies can �nd themselves backed into a corner by 
national jurisdictions with different legal regimes. Commercial considerations are 
normally decisive for internet companies, both generally and as regards the collection, 
processing and storage of data of internet users. As yet, it is unclear in law to what 
extent businesses are responsible for protecting internet freedom. This question must 
be viewed within the broader context of corporate social responsibility. The UN�s Guiding 
Principles on Business and Human Rights, which have been drawn up for this purpose 
and are currently the subject of international consultation, are of special relevance in 
this area. 

Recommendations

Recommendation 1 
Sections III.2, III.4 and IV.3.2 explain that data of Dutch internet users are often stored 
on servers outside Dutch jurisdiction (cloud computing). The states where the servers are 
located are usually authorised to demand access to those data on certain conditions. As 
computers cannot process encrypted data very well, and the servers on which the data 
are stored are often located in jurisdictions where Dutch citizens have no legal protection, 
the system is potentially as leaky as a sieve. Nor do safe harbour agreements provide 
suf�cient protection since they are ineffective, hard or impossible to enforce and contain 
unduly wide national security exceptions. These risks deserve the government�s full 
attention.
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The Dutch government�s policy is to arrange for all dealings between government and 
citizen to take place online: by 2017 all government �les, records and transactions 
must be electronic as part of the nationwide digital programme. In the AIV�s opinion, it is 
necessary to establish as a matter of urgency whether, during storage and processing, 
these data may end up outside Dutch jurisdiction where they cannot be suf�ciently 
protected, technically and legally. Policy and legislative measures must be taken to 
prevent such a situation, or at least to create legal safeguards to ensure that access 
to the data is subject to the same legal safeguards that apply in the Netherlands (see 
sections III.5.1 and III.5.2). Suf�cient guarantees of legal protection are also important. 

Recommendation 2
The Netherlands is well placed to build on its thriving internet economy. It can capitalise 
on this by creating a positive business climate, particularly by providing optimal 
protection of internet freedom in all the ways discussed in the present report. Organising 
international conferences and hosting international institutes have a positive spin-off, but 
will yield only �eeting bene�ts if they are not embedded in the Dutch internet community. 
As part of the international efforts to promote optimal internet freedom, the Netherlands 
could create a positive business climate for internet companies and encourage the 
formation of innovative internet centres staffed by specialists within the universities. 
Moreover, the Ministry of Economic Affairs, which plays a key role in this, should arrange 
for better coordination between the departments responsible for internet-related issues.

Recommendation 3
A basic aim of Dutch human rights policy and also a cornerstone of its foreign policy is to 
set an example (without pretending to be perfect), particularly in terms of openness and 
accountability:  democracy and freedom in the Netherlands are the criteria. It follows that 
the Netherlands must also strive for the same high level of internet protection nationally 
as it promotes internationally. This is a responsibility of all ministries, especially those 
currently responsible for internet matters. 

A matter deserving special consideration in relation to the pending constitutional 
amendment, the proposed revision of the Dutch Intelligence and Security Services 
Act 2002 and the draft Computer Crime III Bill is whether the policies and legislation 
introduced by the Netherlands are consistent with the image it wishes to convey 
internationally.

Recommendation 4
The need to ensure effective and independent oversight of the intelligence and security 
services has received huge coverage in the United States since the Snowden affair, and 
the subject has also been raised in the Netherlands in the course of the evaluation of the 
Dutch Intelligence and Security Services Act 2002, for example in a motion �led by the 
Christian Democratic Alliance (CDA) party in the Senate and adopted on 7 October 2014 
(Senate of the States General, 2014-2015, CVIII, D). The resolution on the promotion, 
protection and enjoyment of human rights on the internet, which was adopted by the UN 
Human Rights Council in July 2012 and under which individuals have the same rights 
online as they have of�ine, should serve as the touchstone for Dutch policy. If, because 
of the permanent terrorist threat, measures must be taken against persons or categories 
of persons not suspected of any speci�c offence, this can be justi�ed under the rule of 
law only if effective and independent oversight exists. The AIV believes that strengthening 
effective and independent oversight of the lawful and proportionate use of investigative 
and preventive measures by the Dutch Data Protection Authority and the Intelligence and 
Security Services Review Committee (CTIVD) is of great importance to internet freedom, 
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as de�ned in this advisory report, given the current state of the technology and the 
changes in international relations.  

Recommendation 5
The Netherlands will spend approximately �53.5 million on human rights policy (including 
Radio Netherlands Worldwide) in 2014. Part of that is allocated to the promotion of 
internet freedom. The Netherlands is providing manpower and funding to support various 
important projects concerning internet freedom. However, there is no evidence that it has 
a coherent vision of the internet and the various aspects that must be distinguished and 
emphasised. Before it is decided what activities should be supported, the government 
should conduct a survey to identify what aspects of the problem are relevant to the 
Netherlands and what priorities should be set. It could, in consultation with organisations 
working in the �eld, take speci�c measures to promote internet freedom and security, for 
example by developing and publishing open source software. The failure to consider ways 
of improving international policy-making (the operation of the Internet Governance Forum 
and the reorganisation of ICANN) is regarded by the AIV as a clear omission.  

Recommendation 6
Much can also be said about the Dutch role in relation to the EU�s involvement in matters 
of internet governance. The Netherlands has adopted a wait-and-see attitude on whether 
or not the Safe Harbour Agreement should be renewed and on the negotiations about the 
Umbrella Agreement. However, the Netherlands possesses more than suf�cient know-how 
to play a more leading role in relation to these topics. The government should take the 
position that unless far-reaching improvements are made to the Safe Harbour Agreement 
it can no longer serve as the basis for the exchange of data with the United States in 
the private sector. The Netherlands can use its Presidency of the EU in 2016 to make 
proposals to update the existing legislation relating to internet freedom.

Recommendation 7
Something which deserves special consideration is the provision of better privacy 
safeguards for the exchange of data between national intelligence and security services 
within Europe and beyond. When the Intelligence and Security Services Act 2002 is 
revised, the exchange of data between Dutch and foreign intelligence and security 
services should be regulated by law, with suf�cient safeguards for the privacy of citizens, 
as explained in section III.2.

Recommendation 8
The activities of the private sector and internet organisations in which the internet 
companies play a dominant role can have a signi�cant impact on internet freedom. Internet 
companies are mainly motivated by pro�t considerations and have to deal with divergent 
national and international statutory frameworks. The government�s role is to monitor whether 
new software, protocols and the like infringe the European interpretation of the freedom of 
expression, privacy and data protection. NGOs can play a signalling role here. 

The question of how international companies can be involved in implementing Dutch 
human rights policy has long been under consideration. This issue is very urgent in the 
context of this advisory report since just a few international companies are responsible 
for the transmission of information internationally (both con�dential and public 
communications) and for the safeguards that should be provided. The government must 
therefore raise the issue of the responsibility of these companies in international forums 
and enter into a dialogue with them about human rights, just as it does with foreign 
governments.
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Recommendation 9
As seen in numerous places in this advisory report, issues of internet freedom are not 
the responsibility of any single government ministry and are also increasingly connected 
with responsibilities that must be borne by the private sector and other stakeholders. 
This means that the implementation of Dutch human rights policy, particularly in this 
�eld, is a shared responsibility. The AIV therefore recommends that the formulation and 
preparation of policy on internet-related matters should be coordinated and constitute a 
shared responsibility.

Recommendation 10
The Netherlands must pursue a more consistent policy on the positions it wishes to 
take in the different international forums and the partners with which it wishes to form 
coalitions. The Ministry of Foreign Affairs must invest more money and manpower in 
the Internet Governance Forum. It could also advocate privacy-enhancing measures 
within ICANN and other internet organisations. An example was given in section V.1: the 
WHOIS database of the Dutch Internet Domain Registration Foundation (SIDN), which 
registers domain names for the .nl country code domain, does not reveal the address 
information of the domain name holder, other than, on request, to bailiffs and lawyers. 
The Netherlands could press for the adoption of such a solution internationally. 

Recommendation 11
Various ministries are involved in formulating policy on internet freedom. These are the 
Ministry of Foreign Affairs, the Ministry of Security and Justice, the Ministry of Economic 
Affairs, the Ministry of the Interior and Kingdom Relations and the Ministry of Defence. 
The Ministry of Economic Affairs regularly consults with Dutch stakeholders in preparation 
for international meetings. This is an example that could be followed by other ministries. 
From its interviews with experts, the AIV has the impression that the Ministry of Foreign 
Affairs is rather out of touch with the Dutch internet community. It would be desirable 
for this ministry to make more personnel available to bring its knowledge of the internet, 
including EU-related issues, up to standard and establish closer contact with the internet 
community in the Netherlands and abroad. 



Additional information about the history of current telecommunications

Technical infrastructure: from telephone to the internet

Section II.1 explained that international telephone traf� c and the orderly use of 
frequencies required a stable international legal framework and consultation structure. 
The diagram below shows the structure of the international telecommunication sector as 
it then was. 

The telephony structure

Source: University of Amsterdam � Institute for Information Law    

Within this organisational structure, the national PTTs developed a layered Open System 
Interconnection (OSI) model which provided a networking framework for the entire 
communication system. The lowest layer was composed of the physical infrastructure 
(the cables, frequencies and exchanges). Stacked on top of each other above this 
bottom layer were services for converting human language into machine language, 
for switching and routing, for security, for addressing and so forth. These services 
communicated with one another in accordance with � xed standards. An important 
feature of this model was that the human communication (content) and technical 
telecommunication (the data necessary for the communication to reach the right 
address � the traf� c data) were completely segregated from one another. The PTTs were 
concerned solely with the traf� c data. As the old Dutch saying went, �the PTT reads the 
envelope, not the message�. The following diagram shows this layered model.

Annexe I



Services, transport and infrastructure

Source: University of Amsterdam - Institute for Information Law

The detachment of services and applications from the infrastructure can be represented 
as follows in the diagram of the model: the network on the left and the computer on 
the right.158 The various abbreviations stand for the stacked protocols and software 
applications which work with one another on the internet and a 2014-model PC 
respectively. The bottom layer is the physical one. The upper layers of the applications 
on the PC are the layers that communicate with the internet or services that run on it.

Break-up of the layers model into telecommunications and computers

158 Source: Jonathan Zittrain, The Future of the Internet and How to Stop It, New Haven/London: Yale 
University Press, 2008, pp. 68-70.

Information services
Users and information services with peripheral equipment

Private communication                              Public communication

Transport services
Telecom services (telephone, fax, internet access) network or carrier 

services (cable, transmitter and exchanges), routing and transfer, 
conditional access

Infrastructure
Spectrum, telecommunication addresses and physical infrastructure 

(scarce resources)



Owing to the competition at all levels of the communication channel, the ever larger 
and faster bandwidths and media (�bre optics, digital frequencies and digital memory 
storage) and the public�s changed communication pattern (switch from telephoning to 
sending multimedia messages), the advent of the internet at the end of the twentieth 
century was as great a communication revolution as that of the telephone and radio at 
the end of the nineteenth century. But the internet still uses the infrastructure created at 
that time.

The internet has a hierarchical structure similar to that of the OSI model. It too has 
a clear, physical layer. It differs from the OSI model in that it is harder to distinguish 
between content and transport. And it differs from telephony in that it is packet-
switched, in other words a unique connection is not required for a communication. 
Moreover, it has no exchanges through which all traf�c must be routed. Besides hosting 
a wide range of services for short messages (from email to Twitter), the internet has 
powerful applications (through the World Wide Web) of web browsers and search engines 
capable of searching the entire network and making documents, images and audio 
accessible worldwide (for example through Google and YouTube).

Organisations involved in the inception of the internet

The Internet Activities Board (IAB) dates from 1983 and was the forerunner of the present 
Internet Architecture Board. It was the �rst attempt to put the governance of the internet 
on a formal footing. It remained closely associated with the Internet Engineering Task 
Force (IETF), which from the outset was an informal organisation for the discussion of open 
standards. It constituted a kind of anti-OSI movement. The OSI consultation bodies, which 
were populated by PTT engineers, were regarded as bastions of bureaucratic formalism 
and dominated by the principles of state control and ownership � the antithesis of the 
internet community�s ideal of a horizontal organisation based on open standards.

The IETF still develops protocols, standards and speci�cations for the internet. Although 
it does not have any means of enforcing them, this is not necessary as the protocols, 
standards and speci�cations are still observed voluntarily (in keeping with the original 
ideal). Any business or individual which fails to observe them would then �nd it dif�cult, 
if not impossible, to gain access to the internet. Interconnectivity and shared norms 
and values (see Nye�s analysis in chapter I) are conducive to compliance with the norm. 
Everyone can join in the work of the IETF. The protocols, standards and speci�cations 
are the product of consensus within working groups. The IETF is not a legal entity, but 
operates under the auspices of the Internet Society.

The Internet Assigned Numbers Authority (IANA) was founded in 1988. IANA worked on 
a contractual basis for DARPA, an agency of the US Department of Defense, which was 
instrumental in the development of the internet. This contract more or less designated 
Jon Postel, a key �gure in the development of the internet, as the authority (‘the IANA�). 
IANA concerned itself with the development of the IP addresses and related activities. 
Here too the picture was one of autonomous development. Milton Mueller describes this 
as follows:159 �Explicit claims on the right to manage name and address assignment were 
being made by an authority (�) that lacked any basis in formal law or state action. The 
authority claims nevertheless had signi�cant legitimacy within the technical community.�

159 Milton Mueller, Ruling the Root, Massachusetts: Massachusetts Institute for Technology, 2002, p. 93.



The diagram below shows ICANN�s organisational structure at the time of its 
establishment.160 Under ICANN�s board are various advisory bodies: the Address 
Supporting Organization, the Protocol Supporting Organization, the Domain Name 
Supporting Organization, the At-Large Membership and the Governmental Advisory 
Committee. These advisory bodies consist of representatives of the organisations 
shown in the column below each of the bodies. One of the functions of the supporting 
organisations is to foster consensus within the part of the internet community they 
represent. 

160 Idem, p. 173, �gure 8.1.



In brief, this is about addresses (far left column), protocols and standards (second 
column from left) and names (middle column). The far right column represents the 
old stakeholders and state interests. The second column from the right (At-Large 
Membership) is for NGOs which do not belong in the other columns. The diagram does 
not include ISOC, although it maintains links with other organisations included in the 
diagram. The Protocol Supporting Organization, the body responsible for technical 
standards (second column from the left), has now been disbanded. ICANN is the spider 
in the web. The US Department of Commerce oversees this collection of old and new 
representatives of world telecommunications through the National Telecommunications 
and Information Administration.  

Consultations have been going on for years in these organisations about the transition 
from IPv4 numbers to the longer IPv6 numbers, given the looming scarcity of the former. 
The new numbers are gradually being introduced. The main policy debate within ICANN is 
about the introduction and assignment of new generic top-level domains (gTLDs). A fairly 
heated discussion is taking place between stakeholders with an interest in trademarks 
and geographical names about the introduction of generic names (e.g. new gTLDs such 
as �.wine�, �.amazon� and �.patagonia�). Tendering procedures are now under way for the 
new domains. 

ICANN has a Joint Project Agreement and a contract with the US Department of 
Commerce for the assignment of the internet addresses and the management of gTLDs. 
Under this contract ICANN has the following tasks:

· establish policy for the allocation of IP number blocks;
· oversight of the root server system;
· oversight of the policy for adding new top-level domains to the root system;
· coordination of the assignment of other technical parameters to maintain universal 

connectivity on the internet; 
· other activities necessary to coordinate the speci�ed DNS management functions, as 

agreed between the Department of Commerce and ICANN.

The Joint Project Agreement has been repeatedly extended and amended. In the 
process, ICANN�s autonomy has been gradually increased, although the Department of 
Commerce continues to have an oversight role.161 In the Af�rmation of Commitments 
between the Department and ICANN of 30 September 2009 the Joint Project Agreement 
was extended for an inde�nite term.162 The National Telecommunications and 
Information Administration of the Department of Commerce has evolved into a kind of 
process monitor. Although all parties have been able to live with this, the link between 
ICANN and the United States has become untenable in the wake of the Snowden affair.

ICANN is managed by a board of directors, whose members represent a number of 
groups. The board has 20 members, 16 of whom have voting rights. Half of those 
entitled to vote are nominated to the board by the Nominating Committee. The 
others are elected by the constituent organs of ICANN, including the Country Code 

161 Lee A. Bygrave and others, �The naming game: governance of the domain name system�, in: Lee.  
A. Bygrave and Jon Bing, Internet Governance, Infrastructure and Institutions, Oxford: Oxford University 
Press, 2009, pp. 151-153.

162 See: <http://www.ntia.doc.gov/page/docicann-agreements>, consulted on 5 June 2014.



Names Supporting Organization (membership of which is open to organisations 
that manage country-speci�c top-level domains), the Generic Names Supporting 
Organization (membership of which is open to organisations that manage generic top-
level domains) and the at-large members. The board also has �ve advisory members, 
including representatives of the Governmental Advisory Committee (membership open 
to every state) and the Internet Engineering Task Force. The Nominating Committee 
too consists of representatives of various constituencies and stakeholder groups. 
Another requirement is that the board of directors must re�ect cultural and geographic 
diversity.163 However, the existence of many cross-links between these organisations 
and bodies means that the structure of ICANN is opaque. For example, some of the 
organisations that are members of the board are also represented on the Nominating 
Committee. ICANN�s revenues include the annual payments for the use of top-level 
domains. This is a substantial sum as 125 million .com domain names have already 
been registered and there will be many more generic top-level domains. Although 
ICANN�s �nancial affairs are subject to strict internal control rules, its Chief Executive 
Of�cer has fairly far-reaching discretionary powers to donate funds to good causes and 
so forth. This is in keeping with the legal form of ICANN, namely that of a non-pro�t 
public bene�t corporation under the law of California.

The Working Group on Internet Governance (WGIG) succeeded in formulating a working 
de�nition of internet governance (see section V.1), but remained vague about the scope 
of the term. It also identi�ed policy issues relevant to internet governance, but did not 
manage to make substantive recommendations. It noted that there was no international 
forum in which the identi�ed issues could be discussed and therefore recommended 
the establishment of a global multistakeholder forum. As the WGIG was unable to reach 
agreement about the institutional arrangements for internet governance, its report made 
proposals for four governance models. One of the elements was ICANN�s role. One of 
the models envisaged that ICANN would fall under a UN organisation. The WGIG also 
recommended that no government whatever should have a privileged role in internet 
governance, which was a direct attack on the dominant position of the United States in 
the management of domain names.

163 See: <https://www.icann.org/resources/pages/bylaws-2012-02-25-en#/II>, consulted on 5 June 2014.



Annexe IIa

Request for advice

Mr J.G. de Hoop Scheffer
Chairman of the Advisory Council 
on International Affairs
P.O. Box 20061
2500 EB  The Hague

Date 20 February 2014 
Re Request for advice on internet freedom 

Dear Mr De Hoop Scheffer,

�Internet freedom� is a major priority of Dutch human rights foreign policy. The basic principle 
of internet freedom is that fundamental rights of�ine should also apply online. The rights 
to privacy, data protection, con�dential communications and freedom of expression are 
particularly notable examples.1 The recent UN resolution on the right to privacy in the 
digital age, which was cosponsored by the Netherlands, articulates this principle clearly.2 To 
reinforce the principle, the Netherlands is developing initiatives on its own and with other 
countries. Two years ago, for instance, the Netherlands established the Freedom Online 
Coalition (FOC). The FOC now numbers 22 countries and is dedicated to promoting internet 
freedom across the globe. The coalition organises a multistakeholder conference each year 
and provides �nancial assistance to bloggers and cyber activists under threat through the 
Digital Defenders Partnership. 

The FOC, and also the International Conference on Cyberspace, which will be held in the 
Netherlands in 2015, demonstrate that the Netherlands is an international leader when 
it comes to internet freedom. A growing number of countries, however, want to exert more 
control over the internet (and its infrastructure) and are developing initiatives to that end. 
Governments around the world, including the Dutch government, also face the challenge of 
striking a good balance between freedom and security in different contexts, while respecting 
citizens� privacy rights. These trends are putting pressure on internet freedom.

The recent revelations surrounding the US National Security Agency (NSA) have brought the 
debate on security and internet freedom to a head. One issue is how rights which apply 
online can be embedded as effectively as possible in national and international legislation 
and policy. This discussion is being guided by, inter alia, the above-mentioned UN resolution 
on the right to privacy. In addition, the �Necessary and Proportionate� principles3 may 
serve as inspiration.4 This document, which was drawn up on the initiative of civil society 

1 See articles 10, 13 and 7 of the Dutch Constitution, articles 8 and 10 of the European Convention on 
Human Rights (ECHR) and articles 17 and 19 of the International Covenant on Civil and Political Rights 
(ICCPR).

2 Resolution by the General Assembly of the United Nations of 1 November 2013 (A/C.3/68/L.45).
3 Other examples include the ECHR and resolutions by the Council of Europe.
4 The ECHR and resolutions by the Council of Europe can similarly provide guidance.



organisations, sets forth the 13 principles which, in the initiators� view, ought to apply to 
modern types of surveillance.5 

An advisory report by the Advisory Council on International Affairs (AIV) could fuel and 
illuminate the debate, which, as is well known, is also being conducted intensely in the 
Netherlands.

The government would therefore like to present the following questions to the AIV:

1. How can the Dutch government ensure that internet freedom6 is embedded and further 
operationalised in Dutch domestic and foreign policy as effectively as possible, against the 
background of: 

a) the challenge facing governments, including the Dutch government, in weighing the right 
to privacy � as formulated in the UN resolution on this right7 � against other interests to 
be protected by those governments as they look for solutions to issues raised by digital 
communications;

b) the leading role of the Netherlands in foreign policy concerning internet freedom, as 
illustrated by the FOC, and the opportunities which the Netherlands has to in�uence the 
international debate, including the International Conference on Cyberspace in the spring 
of 2015;

c) an international playing �eld in which more and more countries are seeking to exert 
tighter control over the internet (and its infrastructure) and are developing initiatives to 
that end;

d) the right to protection of personal data, which is addressed in different ways by the UN, 
the Council of Europe and the EU.

2. Is Dutch jurisdiction over internet freedom limited to activities in the Netherlands, or does 
it, by virtue of the increased technological possibilities, extend to situations outside the 
country?8 If such jurisdiction does not extend this far, how can the Dutch government help to 
effectively safeguard internet freedom beyond the Netherlands� borders?

3. To what extent are businesses responsible for protecting citizens� internet freedom in 
countries where they operate, and how can the Dutch government, both by itself and in 
cooperation with other countries, encourage businesses to assume such responsibility?9 

I look forward to receiving your advisory report.

Yours sincerely,

Frans Timmermans
Minister of Foreign Affairs

5 See: <https://necessaryandproportionate.org/text>. These principles have been endorsed by more 
than 350 organisations and more than 50 independent experts throughout the world. Sweden has also 
embraced seven of the principles <https://www.privacyinternational.org/blog/swedens-foreign-minister-
declares-his-support-for-principles to-protect-privacy-in-the-face-of>.

6 See footnote 1.
7 See footnote 2.
8 See preamble, tenth paragraph, of the UN resolution mentioned in footnote 2.
9 For example, through the Freedom Online Coalition and the Council of Europe.
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United Nations A/C.3/68/L.45

General Assembly Distr.: Limited 
1 November 2013 

Original: English 

13-54407 (E)    051113 

���"�$�&�%�%�!�(����

Sixty-eighth session 
Third Committee 
Agenda item 69 (b) 
Promotion and protection of human rights: human rights  
questions, including alternative approaches for improving the  
effective enjoyment of human rights and fundamental freedoms 

  Brazil and Germany: draft resolution 

  The right to privacy in the digital age 

The General Assembly,

Reaffirming the purposes and principles of the Charter of the United Nations, 

 Reaffirming also the human rights and fundamental freedoms enshrined in the 
Universal Declaration of Human Rights and relevant international human rights 
treaties, including the International Covenant on Civil and Political Rights and the 
International Covenant on Economic, Social and Cultural Rights, 

 Reaffirming further the Vienna Declaration and Programme of Action, 

 Noting that the rapid pace of technological development enables individuals in 
all regions to use new information and communication technologies and at the same 
time enhances the capacity of Governments, companies and individuals for 
surveillance, interception and data collection, which may violate human rights, in 
particular the right to privacy, as enshrined in article 12 of the Universal Declaration 
of Human Rights and article 17 of the International Covenant on Civil and Political 
Rights, and is therefore an issue of increasing concern, 

Reaffirming the human right of individuals to privacy and not to be subjected to 
arbitrary or unlawful interference with their privacy, family, home or correspondence, 
and the right to enjoy protection of the law against such interferences and attacks, 
and recognizing that the exercise of the right to privacy is an essential requirement 
for the realization of the right to freedom of expression and to hold opinions without 
interference, and one of the foundations of a democratic society, 

Stressing the importance of the full respect for the freedom to seek, receive 
and impart information, including the fundamental importance of access to 
information and democratic participation, 

Resolution ‘The right to privacy in the digital age’


































