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Abstract This paper presents cross sections for the production of a $W$ boson in association with jets, measured in proton–proton collisions at $\sqrt{s} = 7$ TeV with the ATLAS experiment at the large hadron collider. With an integrated luminosity of 4.6 fb$^{-1}$, this data set allows for an exploration of a large kinematic range, including jet production up to a transverse momentum of 1 TeV and multiplicities up to seven associated jets. The production cross sections for $W$ bosons are measured in both the electron and muon decay channels. Differential cross sections for many observables are also presented including measurements of the jet observables such as the rapidities and the transverse momenta as well as measurements of event observables such as the scalar sums of the transverse momenta of the jets. The measurements are compared to numerous QCD predictions including next-to-leading-order perturbative calculations, resummation calculations and Monte Carlo generators.

1 Introduction

With the large data sample accumulated in 2011 at the large hadron collider (LHC), detailed investigations of perturbative quantum chromodynamics (pQCD) and electroweak (EWK) effects are now possible over five orders of magnitude in the transverse momenta of the jets. For the production of a massive gauge boson accompanied by jets, jet transverse momenta up to 1 TeV are now, for the first time, accessible; this is a kinematic region where higher-order EWK effects can become as important as those from higher-order pQCD corrections. During the last few years, advances in the theoretical frameworks for the calculation of final states containing a vector boson and jets allow cross sections to be determined at next-to-leading order (NLO) in pQCD for vector bosons with up to five jets in the final state [1]. However, although calculations of EWK effects exist [2], they are not yet incorporated into the theoretical predictions of $W +$ jets production.

Measurements of $W +$ jets production in proton–anti-proton collisions with a centre-of-mass energy of $\sqrt{s} = 1.96$ TeV have been reported by the CDF and D0 collaborations [3,4] and for $\sqrt{s} = 7$ TeV proton–proton collisions using an integrated luminosity of 35 pb$^{-1}$ by the ATLAS collaboration [5] and 5.0 fb$^{-1}$ by the CMS collaboration [6]. This paper presents updated and extended measurements of $W +$ jets production in proton–proton collisions at $\sqrt{s} = 7$ TeV by the ATLAS collaboration using an integrated luminosity of 4.6 fb$^{-1}$ collected in 2011 and includes detailed comparisons to a number of new theoretical predictions. The results in this paper are based on both the $W \rightarrow e\nu$ and $W \rightarrow \mu\nu$ decay channels.

The paper is organised as follows. The ATLAS detector is described in Sect. 2. Section 3 provides details of the simulations used in the measurement. A description of the data set, the electron and muon selection, the selection of $W +$ jets events and the background estimation is given in Sect. 4. The procedure used to correct the measurements for detector effects and the combination of the electron and muon results are described in Sect. 5. The treatment of the systematic uncertainties is detailed in Sect. 6. Section 7 provides a description of the NLO pQCD predictions and corrections applied to them. Section 8 discusses the results. Finally Sect. 9 provides conclusions.

2 ATLAS detector

The ATLAS detector [7] is a multi-purpose detector with a symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle. The collision point is surrounded by inner

$\eta = -\ln \tan(\theta/2)$.
tracking devices, which in increasing radii are followed by a superconducting solenoid providing a 2 T magnetic field, a calorimeter system, and a muon spectrometer. In order of increasing radii, the inner tracker consists of silicon pixel and microstrip detectors and a transition radiation tracker, and provides precision tracking for charged particles in the pseudorapidity range $|\eta| < 2.5$. The calorimeter system has liquid argon (LAr) or scintillator tiles as the active media. In the pseudorapidity region $|\eta| < 3.2$, high-granularity LAr electromagnetic (EM) sampling calorimeters are used. A scintillator tile calorimeter provides hadronic coverage for $|\eta| < 1.7$. The endcap and forward regions, spanning $1.5 < |\eta| < 4.9$, are instrumented with LAr calorimeters for both the EM and hadronic measurements. The muon spectrometer consists of three large superconducting toroids each consisting of eight coils and a system of trigger chambers and precision tracking chambers which provide triggering and tracking capabilities in the ranges $|\eta| < 2.4$ and $|\eta| < 2.7$, respectively. A three-level trigger system is used to select interesting events [8]. The Level-1 trigger reduces the event rate to less than 75 kHz using hardware-based trigger algorithms acting on a subset of detector information. Two software-based trigger levels further reduce the event rate to about 400 Hz using the complete detector information.

### 3 Simulated event samples

Simulated event samples are used for some of the background estimates, for the correction of the signal yield for detector effects and for comparisons of the results to theoretical expectations.

Samples of $W \rightarrow \ell \nu$ and $Z \rightarrow \ell \ell$ ($\ell = e, \mu, \tau$) events with associated jets are generated with both ALPGEN v2.13 [9] and SHERPA v1.4.1 [10,11]. For the ALPGEN samples, the matrix element implemented in this generator produces events with up to five additional partons in the final state and is interfaced to HERWIG v6.520 [12,13] for parton showering and fragmentation, with JIMMY v4.31 [14] for underlying event contributions and with PHOTOS [15] to calculate final-state radiation from quantum electrodynamics (QED). ALPGEN uses the MLM matching scheme [9] to remove any double counting between the matrix element and parton shower calculations. The CTEQ6L1 [16] parton distribution functions (PDFs) are used with the AUET2-CTEQ6L1 set of generator parameters (tune) [17]. ALPGEN samples including heavy-flavour production, such as $W + b\bar{b}$, $W + c\bar{c}$ and $W + c$ production, are used in the estimate of the $t\bar{t}$ background. Samples of $W \rightarrow \ell \nu$ are also produced with ALPGEN v2.14 interfaced to PYTHIA v6.425 [18] using the PERUGIA2011C [19] tune and are used to estimate the uncertainties due to non-perturbative effects, as described in Sect. 7.1. Samples of $W \rightarrow \ell \nu$ are also produced using SHERPA, which uses the CKKW [20] matching scheme, CT10 PDFs [21] and an internal model for QED radiation based on the YFS method [22]. These samples are generated with up to four additional partons.

Top quark pair production is simulated with ALPGEN interfaced to HERWIG, using the same configuration as for the $W$ samples. Additional $t\bar{t}$ samples are generated with the POWHEG-Box v1.0 generator [23], interfaced to PYTHIA using the PERUGIA2011C tune and configured to use CT10 PDFs. Single top quark production, including $Wt$ production, is modelled with AcerMC 3.8 [24] with MRST LO* PDFs [25], interfaced to PYTHIA. The diboson production processes $WW, WZ,$ and $ZZ$ are generated with HERWIG v6.510, interfaced to JIMMY v4.3 and using MRST LO* PDFs and the AUET2-LO* tune [17].

The generated samples are passed through a simulation of the ATLAS detector based on GEANT4 [26,27] and through a trigger simulation. The simulated samples are overlaid with additional proton–proton interactions (“pile-up”) generated with PYTHIA using the AMBT1 tune [28] and the distribution of the average number of interactions per bunch crossing is reweighted to agree with the corresponding data distribution. The simulated events are reconstructed and analysed with the same analysis chain as for the data. Scale factors are applied to the simulated samples to correct for the small differences from data in the trigger, reconstruction and identification efficiencies for electrons and muons.

All samples are normalised to the respective inclusive cross sections calculated at higher orders in pQCD. The $W$ and $Z$ samples are normalised to the next-to-next-to-leading-order (NNLO) pQCD inclusive predictions calculated with the FEWZ [29] program and MSTW2008 NNLO PDFs [30]. The $t\bar{t}$ cross section is calculated at NNLO+NNLL as in Refs. [31–36] and the diboson cross sections are calculated at NLO using MCFM [37] with MSTW2008 PDFs.

### 4 Data selection and event analysis

The data used in this analysis were collected during the 2011 LHC proton–proton collision run at a centre-of-mass energy of $\sqrt{s} = 7$ TeV. After application of beam and data-quality requirements, the total integrated luminosity is 4.6 fb$^{-1}$ with an uncertainty of 1.8% [38].

Events are selected for analysis by requiring either a single-electron or single-muon trigger. The single-electron trigger required an electron with a transverse momentum greater than 18 GeV. For both
the electron and muon triggers, the thresholds are low enough to ensure that leptons with \( p_T > 25 \text{ GeV} \) lie on the trigger efficiency plateau.

In both decay channels, events are required to have at least one reconstructed vertex with at least three associated tracks, where the tracks must have a \( p_T \) greater than 400 MeV. The vertex with the largest \( \Sigma p_T^2 \) of associated tracks is taken as the primary vertex.

4.1 Electron reconstruction and identification

Electrons are reconstructed from energy clusters in the calorimeter and matched to an inner detector track. They are required to satisfy a set of identification criteria. This so-called “tight” selection is similar to the one defined in Ref. [39]. The “tight” selection includes requirements on the transverse impact parameter with respect to the primary vertex and on the number of hits in the innermost pixel layer in order to reject photon conversions. The electron must have \( p_T > 25 \text{ GeV} \) and \(|\eta| < 2.47 \) and electrons in the transition region between the barrel and endcap calorimeter (1.37 < \(|\eta| < 1.52 \)) are rejected. Events are rejected if there is a second electron passing the same selection as above. In order to suppress background from events where a jet is misidentified as an electron, the electron is required to be isolated. A \( p_T \)- and \( \eta \)-dependent requirement on a combination of calorimeter and track isolation variables is applied to the electron, in order to yield a constant efficiency across different momentum ranges and detector regions. The track-based isolation uses a cone size of \( \Delta R \equiv \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} = 0.4 \) and the calorimeter-based isolation uses a cone size of \( \Delta R = 0.2 \). The actual requirements on the maximum energy or momentum allowed in the isolation cone range between 2.5 and 4.5 GeV for the calorimeter-based isolation and between 2.0 and 3.0 GeV for the track-based isolation.

4.2 Muon reconstruction and identification

Muons are required to be reconstructed by both the inner detector and muon spectrometer systems [40] and to have \( p_T > 25 \text{ GeV} \) and \(|\eta| < 2.4 \). Events are rejected if there is a second muon passing the same kinematic selections as above. As in the electron channel, an isolation criterion is applied to reduce the background of semileptonic heavy-flavour decays. The track-based isolation fraction, which is defined as the summed scalar \( p_T \) of all tracks within a cone size of \( \Delta R = 0.2 \) around the muon, divided by the \( p_T \) of the muon itself, \( \Sigma p_T^\text{tracks} / p_T^\mu \), must be less than 10%. To further reject events from semileptonic heavy-flavour decays, the transverse impact parameter significance of the muon with respect to the primary vertex is required to satisfy \(|d_0/\sigma(d_0)| < 3.0\) where \( d_0 \) is the muon impact parameter and \( \sigma (d_0) \) is the estimated per-track uncertainty on \( d_0 \).

4.3 Jet selection

Jets are reconstructed using the anti-\( k_T \) algorithm [41] with a radius parameter \( R = 0.4 \) using topological clusters [42] of energy depositions in the calorimeters as input. Jets arising from detector noise or non-collision events are rejected. To take into account the differences in calorimeter response to electrons and hadrons and to correct for inactive material and out-of-cone effects, \( p_T \)- and \( \eta \)-dependent factors, derived from a combination of simulated events and in situ methods [42], are applied to each jet to provide an average energy scale correction. The jet energies are also corrected to account for energy arising from pile-up.

Jets are required to have \( p_T > 30 \text{ GeV} \) and a rapidity of \(|y| < 4.4 \). Rapidity is defined as \( \frac{1}{2} \ln[(E + p_z)/(E - p_z)] \), where \( E \) denotes the energy and \( p_z \) is the component of the momentum along the beam direction. All jets within \( \Delta R = 0.5 \) of an electron or muon that passed the lepton identification requirements are removed. In order to reject jets from additional proton-proton interactions, the summed scalar \( p_T \) of tracks which are associated with the jet and associated with the primary vertex is required to be greater than 75% of the summed \( p_T \) of all tracks associated with the jet. This criterion is applied to jets within the acceptance of the tracking detectors, \(|\eta| < 2.4 \). The residual impact of pile-up on the distribution of the jet observables was studied by comparing data and simulation for different data periods. The simulation was found to reproduce well the pile-up conditions.

4.4 \( W \) selection

For both the \( W \rightarrow e\nu \) and \( W \rightarrow \mu\nu \) selections, events are required to have a significant missing transverse momentum (\( E_T^\text{miss} \)) and large transverse mass (\( m_T \)). The latter is defined by the lepton and neutrino \( p_T \) and direction as \( m_T = \sqrt{2p_T^e p_T^\nu (1 - \cos(\phi^e - \phi^\nu))} \), where the \((x, y)\) components of the neutrino momentum are those of the missing transverse momentum. The \( E_T^\text{miss} \) is calculated as the negative vector sum of the transverse momenta of calibrated leptons, photons and jets and additional low-energy deposits in the calorimeter [43]. Events are required to have \( E_T^\text{miss} > 25 \text{ GeV} \) and \( m_T > 40 \text{ GeV} \).

4.5 Background

In both the electron and muon channels, the background processes include \( W \rightarrow \tau \nu \) where the \( \tau \) decays to an electron or muon, \( Z \rightarrow ee \) or \( Z \rightarrow \mu\mu \) where one lepton is not
identified, $Z \to \tau\tau$, leptonic $t\bar{t}$ decays ($t\bar{t} \to b\bar{b}qq'\ell\nu$ and $t\bar{t} \to b\bar{b}\ell\nu\ell\nu$), single-top, diboson ($WW$, $WZ$, $ZZ$) and multijet events. The multijet background in the electron channel has two components: one where a light-flavour jet passes the electron selection and additional energy mis-measurement in the event results in large $E_T^{\text{miss}}$ and another where an electron is produced from a semileptonic decay of a bottom- or charm-hadron. For the muon channel, the multijet background arises from semileptonic heavy-flavour decays.

At small numbers of associated jets ($N_{\text{jets}}$), the dominant background arises from multijet events while at high multiplicities $t\bar{t}$ events are dominant. Using the event selection defined above, the multijet background constitutes 11% of $N_{\text{jets}} = 1$ events and the $t\bar{t}$ background is 80% of $N_{\text{jets}} = 7$ events. The $t\bar{t}$ background can be reduced by applying a veto on events with $b$-jets. However, the selection in this analysis was kept as inclusive as possible to allow for direct comparison with measurements of $Z +$ jets production [44], to be used in the determination of the ratio of $W +$ jets to $Z +$ jets production [45], and to minimise theoretical uncertainties in the fiducial cross-section definition. For the multijet and $t\bar{t}$ background, data-driven methods are used to determine both the total number of background events in the signal region as well as the shape of the background for each of the differential distributions.

The number of multijet background events is estimated by fitting, in each jet multiplicity bin, the $E_T^{\text{miss}}$ distribution in the data (with all selection cuts applied except the cut on $E_T^{\text{miss}}$) to a sum of two templates: one for the multijet background and another which includes the signal and other background contributions. In both the muon and electron channels, the shape for the first template is obtained from data while the second template is from simulation. To select a data sample enriched in multijet events in the electron channel, dedicated electron triggers with loose identification criteria and additional triggers requiring electrons as well as jets are used. The multijet template is built from events which fail the “tight” requirements of the nominal electron selection in order to suppress signal contamination. Electrons are also required to be non-isolated in the calorimeter, i.e. they are required to have an energy deposition in the calorimeter in a cone of $\Delta R = 0.3$ centred on the electron direction larger than 20% of the total transverse energy of the electron. In the muon channel, the multijet template is also obtained from data, by selecting events where the scalar sum $p_T$ of all tracks within a cone of size $\Delta R = 0.2$ around the muon is between 10% and 50% of the muon $p_T$.

In both channels, the sample used to extract the template for the multijet background is statistically independent of the signal sample. The fit is performed for each jet multiplicity up to five-jet events. Due to fewer events in the multijet template for six- and seven-jet events, the number of multijet events is determined by performing a single fit for events with five or more jets.

At high multiplicities, the background from $t\bar{t}$ events is larger than the signal itself. Although $t\bar{t}$ simulations can be used to estimate this background, a data-driven approach is used in order to reduce the systematic uncertainties. Using a similar method to that used for the multijet background determination, the number of $t\bar{t}$ events is estimated by fitting a discriminant distribution in the data to the sum of three templates: the $t\bar{t}$ template, the multijet template and one which includes the signal and remaining background contributions. The discriminant variable chosen is the transformed aplanarity, defined as $e^{(-A)}$, where $A$, the aplanarity, is 1.5 times the smallest eigenvalue of the normalised momentum tensor as defined in Ref. [46]. By definition, an isotropic event has an aplanarity of one half, whereas a planar event has a value of zero. Since $t\bar{t}$ events are more isotropic than the $W +$ jets signal, the transformed aplanarity was found to yield good separation between the signal and background with small systematic uncertainties on the background estimate. For the aplanarity calculation, the lepton and all jets passing the selection are used in the momentum tensor. The multijet template is as described above and the $W$ signal template is taken from simulations. The $t\bar{t}$ template is derived from a control region in data by requiring at least one $b$-tagged jet in the event. A multivariate $b$-tagging algorithm was used at a working point with a 70% $b$-tagging efficiency [47]. With this selection, the $t\bar{t}$ control region has a purity of 60% in events with three jets and 97% in events with six jets. Non-$t\bar{t}$ events passing the selection, such as $W +$ light-jets, $W + b$, $W + c$ and $b$-tagged multijet events are subtracted from the $t\bar{t}$ control region using simulations or in the case of the multijet events using the fit to $E_T^{\text{miss}}$ as described above but with an event sample where the $b$-tagging requirement has been applied. Since $b$-tagging is only available for jets within $|y| < 2.4$ where information from the tracking detectors exists, the $b$-tagging selection biases some of the kinematic distributions, most notably the jet rapidity distribution. To account for this, $t\bar{t}$ simulations are used to correct for any residual bias. The corrections are a few percent in most regions but up to 30% at very high jet rapidities. The fits to the transformed aplanarity distribution are performed for each exclusive jet multiplicity from three to six jets. In the fit, the normalisation of the multijet background is obtained from the $E_T^{\text{miss}}$ fit above. The estimated number of $t\bar{t}$ events is consistent with the predictions from $t\bar{t}$ simulations for all distributions and the uncertainties from the data-driven method are smaller than those from the simulations. Since the $t\bar{t}$ template is a sub-sample of the signal data sample, there is a statistical correlation to the signal sample. This is estimated using pseudo datasets derived via Poisson variations of the signal and $t\bar{t}$ simulated samples and is found to be 15% at $N_{\text{jets}} = 3$ and 45% at $N_{\text{jets}} = 6$. The fit uncertainties are corrected to account for this correlation.
For lower multiplicities of \( N_{\text{jets}} \leq 2 \), where the fraction of \( t\bar{t} \) is less than 5\%, simulations are used for the background estimate.

The remaining background contributions are estimated with simulated event samples. These background samples are normalised to the integrated luminosity of the data using the cross sections as detailed in Sect. 3.

4.6 Reconstruction-level results

The measured and expected distributions of the jet observables are compared at the reconstruction level, separately in the electron and muon channels, using the selection criteria described above. Some example distributions, namely the inclusive jet multiplicity, the \( p_T \) and rapidity of the highest-\( p_T \) (leading) jet and the summed scalar \( p_T \) of the lepton and all jets plus \( E_T^{\text{miss}} \) (called \( H_T \)) are shown in Figs. 1, 2, 3 and 4. The data are consistent with the predictions from the ALPGEN and SHERPA generators. The numbers of selected events including the estimated background contributions are summarised in Table 1 for both the electron and muon channels.

5 Corrections for detector effects and combination of channels

The yield of signal events is determined by first subtracting the estimated background contributions from the data event counts. In each channel the data distributions are then corrected for detector effects to the fiducial phase space, defined in Table 2. In this definition, the lepton kinematics in the simulation at particle level are based on final-state leptons from the \( W \) boson decays including the contributions from the photons radiated by the decay lepton within a cone of \( \Delta R = 0.1 \) around its direction (“dressed” leptons). In the simulation the \( E_T^{\text{miss}} \) is determined from the neutrino from the decay of the \( W \) boson. Particle-level jets are defined using an anti-\( k_T \) algorithm with a radius parameter of \( R = 0.4 \), \( p_T > 30 \text{ GeV} \) and \( |y| < 4.4 \). All jets within \( \Delta R = 0.5 \) of an electron or muon are removed. Final-state particles with a lifetime longer than 30 ps, either produced directly in the proton–proton collision or from the decay of particles with shorter lifetimes, are included in the particle-level jet reconstruction. The neutrino and the electron or muon from the \( W \) boson decay, and any photon included in the dressed lepton, are not used for the jet finding.

The correction procedure is based on samples of simulated events and corrects for jet and \( W \) selection efficiencies and resolution effects. The correction is implemented using an iterative Bayesian method of unfolding [48]. Simulated events are used to generate for each distribution a response matrix to account for bin-to-bin migration effects between the reconstructed and particle-level distributions. The particle-level prediction from simulation is used as an initial prior to determine a first estimate of the unfolded data distribution. For each further iteration the estimator for the unfolded distribution from the previous iteration is used as a new input prior. The bin sizes in each distribution are chosen to be a few times larger than the resolution of the corresponding variable. The
The unfolded cross sections measured in the electron and muon channels are then extrapolated to a common lepton phase-space are performed using bin-by-bin observable. Since the differences in the unfolded results are negligible over this range of iterations, two iterations were consistently used for unfolding each observable.

The unfolded cross sections measured in the electron and muon channels are then extrapolated to a common lepton phase space region, defined by lepton \( p_T > 25 \text{ GeV} \) and \(|\eta| < 2.5\) and summarised in Table 2. The extrapolations to the common phase-space are performed using bin-by-bin

\[ \text{\textcopyright Springer} \]
**Fig. 4** Distribution of events passing the $W \rightarrow \text{jets}$ selection as a function of the summed scalar $p_T$ of all identified objects in the final state, $H_T$ for the electron (left) and muon (right) channels. On the data points, the statistical uncertainties are smaller than the size of the points and the systematic uncertainties, described in Sect. 6, are shown by the hashed bands whenever visible. The lower panel shows ratios of the predictions for signal and background to the data, where either ALPGEN (black line) or SHERPA (red dashed line) is used for the signal simulation. The experimental systematic uncertainties are shown by the yellow (inner) band and the combined statistical and systematic uncertainties are shown by the green (outer) band.

**Table 1** The approximate size of the signal and backgrounds, expressed as a fraction of the total number of predicted events. They are derived from either data-driven estimates or simulations for exclusive jet multiplicities for the $W \rightarrow e\nu$ selection (upper table) and for the $W \rightarrow \mu\nu$ selection (lower table). The total numbers of predicted and observed events are also shown.

<table>
<thead>
<tr>
<th>$N_{\text{jet}}$</th>
<th>$W \rightarrow e\nu$</th>
<th>$W \rightarrow \mu\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>94%</td>
<td>93%</td>
</tr>
<tr>
<td>2</td>
<td>78%</td>
<td>82%</td>
</tr>
<tr>
<td>3</td>
<td>73%</td>
<td>78%</td>
</tr>
<tr>
<td>4</td>
<td>73%</td>
<td>78%</td>
</tr>
<tr>
<td>5</td>
<td>58%</td>
<td>62%</td>
</tr>
<tr>
<td>6</td>
<td>37%</td>
<td>40%</td>
</tr>
<tr>
<td>7</td>
<td>23%</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>14%</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>11%</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>11%</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td>12%</td>
<td>10%</td>
</tr>
<tr>
<td>4</td>
<td>1%</td>
<td>9%</td>
</tr>
<tr>
<td>5</td>
<td>3%</td>
<td>7%</td>
</tr>
<tr>
<td>6</td>
<td>3%</td>
<td>5%</td>
</tr>
<tr>
<td>7</td>
<td>1%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
correction factors, derived from ALPGEN $W +$ jets simulated samples described in Sect. 3. The correction factors are approximately 1.08 and 1.04 for the electron and muon channel cross sections respectively. The extrapolated cross sections measured in the electron and muon channels are in agreement for all observables considered.

The measured differential $W +$ jets production cross sections in the electron and muon channels are combined by averaging using a statistical procedure [49,50] that accounts for correlations between the sources of systematic uncertainty affecting each channel. Correlations between bins for a given channel are also accounted for. Each distribution is combined separately by minimising a $\chi^2$ function.

The combination of the systematic uncertainties for the two channels is done in the following way. The uncertainties on the modelling in the unfolding procedure, the luminosity, all the background contributions estimated from simulations (except for the $Z +$ jets background as discussed below) and systematic uncertainties on the data-driven $t\bar{t}$ estimation have been treated as correlated among bins and between channels. The lepton systematic uncertainties are assumed to be correlated between bins of a given distribution, but independent between the two lepton channel measurements. The statistical uncertainties of the data, the statistical uncertainty from the simulations used in the unfolding procedure, and the statistical uncertainty from the $t\bar{t}$ fit are treated as uncorrelated among bins and channels. The systematic uncertainties on the multijet background, which contains correlated and uncorrelated components, are also treated as uncorrelated among bins and channels. This choice has little impact on the final combined cross sections and is chosen as such as it yields a slightly more conservative total uncertainty for the combined results. The uncertainties from the jet energy scale, the jet energy resolution, $E_T^{\text{miss}}$ and the $Z +$ jets background contribution are treated as fully correlated between all bins and are excluded from the minimisation procedure to avoid numerical instabilities due to the statistical components in these uncertainties. For the combined results, each of these uncertainties is taken as the weighted average of the corresponding uncertainty on the electron and muon measurements, where the weights are the sum in quadrature of all the uncorrelated uncertainties that enter in the combination.

### 6 Systematic uncertainties

The dominant sources of systematic uncertainties in the cross-section measurements for both the electron and muon channels are the uncertainties in the jet energy scale (JES) and at high jet multiplicities the uncertainties on the $t\bar{t}$ background estimates.

Uncertainties in the JES are determined from a combination of methods based on simulations and in situ techniques [42] and are propagated through the analysis using 14 independent components, which are fully correlated in jet $p_T$. These components account for uncertainties on the different in situ measurements which form the jet calibration, on the jet flavour and on the impact of pile-up and close-by jets. The JES uncertainty varies as a function of jet $p_T$ and $\eta$ and is less than 2.5 % in the central regions for jets with a $p_T$ between 60 and 800 GeV. To estimate the impact of the JES uncertainty, jet energies in the simulated events are coherently shifted by the JES uncertainty and the missing transverse momentum is recomputed. The full analysis, including re-evaluation of the data-driven background estimates, is repeated with these variations and the cross sections are recomputed; the change in the cross section is taken as the systematic uncertainty. This method of propagating the uncertainties is also used for most other uncertainties described below. The impact of the JES uncertainties on the cross section for both channels ranges from 9 % for $N_{\text{jets}} \geq 1$ to 30 % for $N_{\text{jets}} \geq 5$. The uncertainty on the cross section due to the JES for the electron channel is larger because the $Z \rightarrow ee$ background is also affected by this uncertainty.
The uncertainty on the jet energy resolution (JER), derived from a comparison of the resolution obtained in data and in simulated dijet events, is propagated into the final cross section by smearing the energies of the simulated jets [51]. This uncertainty, which is approximately 10% of the jet energy resolution, results in a 5–20% uncertainty on the cross sections and is applied symmetrically.

The uncertainty on the electron and muon selection includes uncertainties on the electron energy or muon momentum scale and resolution, as well as uncertainties on the scale factors applied to the simulations in order to reproduce for electrons or muons the trigger, reconstruction and identification efficiencies measured in the data. The lepton energy or momentum scale corrections are obtained from a comparison of the Z boson invariant mass distribution between data and simulations, while the uncertainties on the scale factors are derived from a comparison of tag-and-probe results in data and simulations [40,52]. The overall uncertainty on the cross section is approximately 1–4%, where the dominant electron uncertainties come from the electron energy scale and identification and the dominant muon uncertainty comes from the trigger.

A residual uncertainty on the $E_T^{\text{miss}}$ is estimated by scaling the energies of energy clusters in the calorimeters which are not associated with a jet or an electron [43]. The resulting uncertainty on the cross section is less than 2%.

An additional source of uncertainty is a potential bias in the control-sample selection from which multijet templates are extracted. The size of the effect is determined by varying the individual isolation requirements and in the electron channel varying the identification definition, both of which affect the shape of the kinematic distributions of the control sample. To account for shape differences in the low $E_T^{\text{miss}}$ region, the nominal fit range for the multijet background is varied. The signal template is alternatively modelled by SHERPA instead of ALPGEN. In addition, for the signal template the uncertainty in the $W/Z$ production cross sections is taken as 5% [53]. The statistical uncertainty on the template normalisation factor from the fit is also included. The resulting uncertainty on the cross section is 1% for low jet multiplicities to 25% at high multiplicities and is dominated by uncertainties in the template shape.

The dominant uncertainty on the estimate of $t\bar{t}$ background is the statistical uncertainty from the data-driven estimate, which is 6% on the number of $t\bar{t}$ events for $N_{\text{jets}} \geq 3$ to 15% for $N_{\text{jets}} \geq 6$. To estimate the effect due to the subtraction of $W$+heavy-flavour contamination in the $t\bar{t}$ template, the $W+c$ cross section and the combined $W+c\bar{c}$ and $W+b\bar{b}$ cross sections are varied by factors of 1.3 and 0.9 respectively. These factors are obtained from fits to the selected data in two control regions, which have the jet requirements of one or two jets and at least one $b$-tagged jet; in these regions $W$+heavy flavour events dominate. This uncertainty, which is 3% of the number of $t\bar{t}$ events for $N_{\text{jets}} \geq 3$, is largest at lower jet multiplicities, where the contribution from $W$+heavy flavour is most significant. Other small uncertainties include uncertainties on the $b$-tagging efficiencies and uncertainties on the bias in the $t\bar{t}$ distributions when applying $b$-tagging. The uncertainty on the number of $t\bar{t}$ events is roughly the same for the electron and muon channels. However, since there are fewer $W \to e\nu$ events passing the selection, the relative overall uncertainty on the cross section is larger in the electron channel. The total uncertainty on the cross section for $N_{\text{jets}} \geq 4$ due to the estimate of the $t\bar{t}$ background is roughly 10%. For $N_{\text{jets}} \leq 2$, where simulations are used to estimate the $t\bar{t}$ background, the uncertainty on the $t\bar{t}$ cross section is taken to be 6% as described in Ref. [54].

An uncertainty on the integrated luminosity of 1.8% [38] is applied to the signal normalisation as well as to all background contributions which are estimated using simulations.

The uncertainty on the unfolding from the limited number of events in the simulations is estimated using pseudo-experiments. The systematic uncertainties on the unfolding due to modelling in the simulations are estimated by using an alternative set of ALPGEN samples with different parameter values; the MLM matching procedure [9] used to remove the double counting between partons generated from the matrix element calculation and partons from the parton shower uses a matching cone of size $\Delta R = 0.4$ for matrix element partons of $p_T > 20$ GeV. To determine how the arbitrary choice of this cone size and the matching $p_T$ scale impacts the unfolded results, samples where these parameters are varied are used in the unfolding procedure. In addition, to account for the impact of changing the amount of radiation emitted from hard partons, Monte Carlo samples are generated with the renormalisation and factorisation scales set to half or twice their nominal value of $\sqrt{m_W^2 + p_T^2}$. The overall uncertainty on the unfolding procedure ranges between 0.2 and 1.7% over all jet multiplicities.

The systematic uncertainties on the cross-section measurement after unfolding are summarised in Table 3 for both the electron and muon channels and all jet multiplicities. The systematic uncertainties are symmetrised by taking the average value of the up and down variations.

7 Theoretical predictions

The measured cross sections for $W+$ jets production are compared to a number of theoretical predictions at both LO and NLO in perturbative QCD, which are summarised in Table 4. The theory predictions are computed in the same phase space in which the measurement is performed, defined in Sect. 5. The predicted cross sections are multiplied by the branching ratio, $\text{Br}(W \to \ell\nu)$, where $\ell = e, \mu$, to compare to the data.
Table 3 Systematic uncertainties on the measured $W + \text{jets}$ cross section in the electron and muon channels as a function of the inclusive jet multiplicity in percent

<table>
<thead>
<tr>
<th></th>
<th>Incl. (%)</th>
<th>$N_{\text{jets}} \geq 1$ (%)</th>
<th>$N_{\text{jets}} \geq 2$ (%)</th>
<th>$N_{\text{jets}} \geq 3$ (%)</th>
<th>$N_{\text{jets}} \geq 4$ (%)</th>
<th>$N_{\text{jets}} \geq 5$ (%)</th>
<th>$N_{\text{jets}} \geq 6$ (%)</th>
<th>$N_{\text{jets}} \geq 7$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>($W \rightarrow e\nu$) Electron</td>
<td>1.1</td>
<td>1.3</td>
<td>1.3</td>
<td>1.2</td>
<td>1.2</td>
<td>1.3</td>
<td>2.7</td>
<td>3.4</td>
</tr>
<tr>
<td>Jets</td>
<td>0.3</td>
<td>9</td>
<td>11</td>
<td>15</td>
<td>20</td>
<td>29</td>
<td>42</td>
<td>45</td>
</tr>
<tr>
<td>$t\bar{t}$ backgrounds</td>
<td>$&lt;0.1$</td>
<td>0.2</td>
<td>1.0</td>
<td>4.8</td>
<td>13</td>
<td>39</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>Multijet backgrounds</td>
<td>0.5</td>
<td>1.5</td>
<td>2.1</td>
<td>2.1</td>
<td>5</td>
<td>15</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>$E_T^\text{miss}$</td>
<td>0.2</td>
<td>1.7</td>
<td>1.2</td>
<td>1.2</td>
<td>1.0</td>
<td>0.7</td>
<td>1.7</td>
<td>2.6</td>
</tr>
<tr>
<td>Unfolding</td>
<td>0.2</td>
<td>1.7</td>
<td>0.9</td>
<td>1.1</td>
<td>1.2</td>
<td>0.9</td>
<td>5</td>
<td>22</td>
</tr>
<tr>
<td>Luminosity</td>
<td>1.9</td>
<td>2.1</td>
<td>2.1</td>
<td>2.2</td>
<td>2.3</td>
<td>2.5</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>Total syst.</td>
<td>2.3</td>
<td>10</td>
<td>12</td>
<td>16</td>
<td>25</td>
<td>50</td>
<td>110</td>
<td>110</td>
</tr>
</tbody>
</table>

| ($W \rightarrow \mu\nu$) Muon | 1.5       | 1.7                         | 1.7                         | 1.4                         | 1.5                         | 2.1                         | 3.7                         | 4.4                         |
| Jets           | 0.1       | 8                           | 9                           | 13                          | 16                          | 20                          | 29                          | 60                          |
| $t\bar{t}$ backgrounds | $<0.1$   | 0.2                         | 0.9                         | 4.1                         | 11                          | 26                          | 47                          | 60                          |
| Multijet backgrounds | 0.1      | 0.5                         | 0.8                         | 1.4                         | 2.2                         | 4.2                         | 4.6                         | 9                           |
| $E_T^\text{miss}$ | 0.3       | 1.0                         | 0.9                         | 1.0                         | 1.0                         | 0.6                         | 0.9                         | 1.1                         |
| Unfolding      | 0.2       | 1.7                         | 0.9                         | 1.0                         | 1.2                         | 1.3                         | 2.6                         | 11                          |
| Luminosity     | 1.9       | 2.0                         | 2.0                         | 2.1                         | 2.1                         | 2.1                         | 2.0                         | 2.0                         |
| Total syst.    | 2.5       | 8                           | 10                          | 14                          | 20                          | 34                          | 60                          | 80                          |

Table 4 Summary of theoretical predictions, including the maximum number of partons at each order in $\alpha_s$, whether or not the results are shown at parton or particle level and the distributions for which they are shown

<table>
<thead>
<tr>
<th>Program</th>
<th>Max. number of partons at</th>
<th>Parton/particle level</th>
<th>Distributions shown</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Approx. NNLO $N_{\text{jets}}+2$</td>
<td>NLO $N_{\text{jets}}+1$</td>
<td>LO $N_{\text{jets}}$</td>
</tr>
<tr>
<td>LoopSim</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>BLACKHAT+SHERPA</td>
<td>–</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>BLACKHAT+SHERPA</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Exclusive sums</td>
<td>All orders, resummation</td>
<td>Parton level</td>
<td>All</td>
</tr>
<tr>
<td>MEPS@NLO</td>
<td>–</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>ALPGEN</td>
<td>–</td>
<td>–</td>
<td>5</td>
</tr>
<tr>
<td>SHERPA</td>
<td>–</td>
<td>–</td>
<td>4</td>
</tr>
</tbody>
</table>

The leading-order predictions shown here include ALPGEN, which is interfaced to HERWIG for showering, SHERPA which implements its own parton showering model, and HEJ [55,56], which provides parton-level predictions for $W + \geq 2$ jets. ALPGEN and SHERPA use leading-order matrix element information for predictions of $W + \text{jets}$ production and use the MLM [9] and CKKW [20] matching schemes, respectively, in order to remove any double counting between the matrix element and parton shower calculations. ALPGEN provides predictions with up to five additional partons from the matrix element in the final state while SHERPA includes up to four partons. HEJ is based on a perturbative calculation which gives an approximation to the hard-scattering matrix element for jet multiplicities of two or greater and to all orders in the strong coupling constant, $\alpha_s$. The approximation becomes exact in the limit of large rapidity separation between partons, also known as the high-energy limit. The resulting formalism is incorporated in a
fully exclusive Monte Carlo event generator, from which the predictions shown in this paper are derived. The HEJ results are presented only at the parton level, as the relevant hadronisation corrections are not available, and only for distributions with up to four jets, as the generator version used here is not expected to correctly describe higher multiplicities.

The next-to-leading order predictions at parton level are obtained from BLACKHAT+SHERPA [1,57,58], for inclusive $W + \geq n$-jets production, where $n$ ranges from zero to five. The BLACKHAT program provides the virtual matrix element corrections while SHERPA calculates the tree-level diagrams and provides the phase-space integration. The BLACKHAT+SHERPA matrix elements are also used in the exclusive sums approach [59], in which NLO information from different jet multiplicities, in this case from $W + n$ and $W + \geq n + 1$ jets, is utilised. Although not strictly rigorous, this approach allows for additional contributions to $W + n$-jets cross sections from higher multiplicity final states than is possible with a normal inclusive prediction. Such contributions can be important when new sub-processes at higher jet multiplicities result in substantial contributions to the cross section. In practice, these contributions are most important for predictions involving $W + \geq 1$ jet. By including such contributions, better agreement between theory and data, as well as smaller theoretical uncertainties, is obtained for several kinematic distributions [5].

The next-to-leading order predictions at particle level are obtained from MEPS@NLO [10,11], which utilises the virtual matrix elements for $W + 1$-jet and $W + 2$-jets production determined from BLACKHAT, merged with leading-order matrix element information from $W$ events with up to four jets. Each final state is then matched to a parton shower and hadronised using SHERPA. MEPS@NLO represents a rigorous method of combining NLO + LO matrix element information from a number of different jet multiplicities to produce an exclusive final state at the hadron level.

Although an NNLO calculation for the production of $W + \geq 1$ jet is not yet available, the LoopSim technique [63] allows the merging of NLO samples of different jet multiplicities in order to obtain approximate NNLO predictions. The LoopSim method makes use of existing virtual matrix elements in the merged samples (here the $W + 1$-jet and $W + 2$-jets one-loop virtual matrix elements from MCFM), and where not present, determines exactly the singular terms of the loop diagrams, which, by construction, match precisely the corresponding singular terms of the real diagrams with one extra parton. The approximate NNLO cross section differs from the complete NNLO cross section only by the constant, i.e. non-divergent parts of the two-loop NNLO terms. The method is expected to provide predictions close to true NNLO results when the cross sections are dominated by large contributions associated with new scattering topologies that appear at NLO or beyond.

All predictions use CT10 PDFs [21], except for ALPGEN, which uses CTEQ6L1 PDFs. The PDF uncertainty is calculated using the CT10 eigenvectors. Since these correspond to a 90% confidence-level, the resulting uncertainty is scaled down by a factor of 1.645 in order to obtain a one-standard-deviation uncertainty. The uncertainty due to the value of $\alpha_s(m_Z)$ is determined by varying the value of $\alpha_s(m_Z)$ by $\pm 0.0012$ around the central value of 0.118 [64].

The sensitivity of the theory predictions to higher-order corrections is determined by independently varying the renormalisation and factorisation scales by a factor of two around the central value of $H_1/2$, making sure that the renormalisation and factorisation scales do not differ from each other by more than a factor of two.

In the following comparisons, the predictions from BLACKHAT+SHERPA (both the standard and exclusive sums versions) have uncertainty bands determined by varying the renormalisation and factorisation scales added in quadrature with the 68% confidence-level uncertainties of the CT10 PDF error set, the $\alpha_s(m_Z)$ uncertainty and the uncertainties from the non-perturbative corrections described below. At low transverse momenta, the PDF+$\alpha_s$ uncertainties and the scale uncertainties are of the same size, with the scale uncertainties increasing in importance as the transverse momentum of the observable increases. The LoopSim predictions have an error band determined by varying the central scale up and down by a factor of two. The HEJ prediction error bands include the 68% confidence level uncertainties from CT10, along with a variation of the renormalisation and factorisation scales. The ALPGEN, SHERPA and MEPS@NLO predictions are shown with the statistical uncertainties related to the size of the generated sample. Although not applied here, the theory uncertainties for SHERPA and ALPGEN are much larger, as expected from leading-order QCD predictions, while the theory uncertainties for MEPS@NLO for one- and two-jet multiplicities are similar in magnitude to those from BLACKHAT+SHERPA.

7.1 Non-perturbative and QED final-state radiation corrections

For comparison to the data, non-perturbative corrections are applied to the parton-level predictions from BLACK-
HAT+SHERPA and LoopSim. These corrections take into account the effects of hadronisation and of the underlying event and transform the theoretical predictions from the parton level to the particle level.

The impact of the underlying event tends to add energy to each jet and create additional soft jets while the hadronisation tends to subtract energy from each jet to account for non-perturbative fragmentation effects. The two effects are thus in opposite directions and mostly cancel each other, leading to a small residual correction. This correction is roughly 10% of the cross section at low transverse momentum and becomes smaller at higher energies.

The corrections from the parton level to particle level are determined for the $W +$ jets events by making use of ALPGEN simulations showered with HERWIG and generated with and without the underlying event and with and without non-perturbative fragmentation. The underlying event corrections are calculated using the bin-by-bin ratio of the distributions with the underlying event turned on and off. In a similar manner, the hadronisation correction is computed as the bin-by-bin ratio of particle-level to parton-level jets.

The systematic uncertainty on the non-perturbative corrections is determined by calculating the corrections using ALPGEN simulations showered with PYTHIA using the PERUGIA2011C tune. The uncertainty is computed as the difference between the non-perturbative corrections as determined from the two samples. The uncertainty is taken as symmetric around the value of the nominal corrections.

Comparisons to the data are performed using dressed leptons as described in Sect. 5. To correct parton-level theoretical predictions for QED final-state radiation, a bin-by-bin correction is derived from ALPGEN samples for each of the distributions of the measured variables. This is roughly a constant value of 0.99 for most jet multiplicities and for large jet momenta. A systematic uncertainty is determined by comparing the nominal results to those obtained using SHERPA samples. The uncertainty is taken as being symmetric and is approximately 0.01 around the nominal values.

8 Cross-section results and comparisons to data

8.1 Jet multiplicities

The cross section for $W \rightarrow \ell\nu$ production as functions of the inclusive and exclusive jet multiplicity are shown in Figs. 5 and 6 and also listed in Tables 5 and 6 respectively. In these figures and all following figures, the cross sections are

Fig. 5 Cross section for the production of $W +$ jets as a function of the inclusive jet multiplicity. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from HAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. The theoretical uncertainties on the predictions are described in Sect. 7.
The data are in good agreement with the predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. The theoretical uncertainties on the predictions are described in Sect. 7.

Table 5 Cross section $\sigma(W \rightarrow \ell \nu + \geq N_{\text{jets}})$ as a function of inclusive jet multiplicity in the phase space defined in the text

<table>
<thead>
<tr>
<th>$N_{\text{jets}}$</th>
<th>$\sigma(W \rightarrow \ell \nu + \geq N_{\text{jets}})$ [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 0$</td>
<td>$[4.849 \pm 0.001 \text{ (stat.)} \pm 0.05 \text{ (syst.)} \pm 0.092 \text{ (lumi.)}] \times 10^3$</td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>$[4.938 \pm 0.005 \text{ (stat.)} \pm 0.43 \text{ (syst.)} \pm 0.097 \text{ (lumi.)}] \times 10^2$</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>$[1.117 \pm 0.002 \text{ (stat.)} \pm 0.12 \text{ (syst.)} \pm 0.023 \text{ (lumi.)}] \times 10^1$</td>
</tr>
<tr>
<td>$\geq 3$</td>
<td>$[2.182 \pm 0.010 \text{ (stat.)} \pm 0.31 \text{ (syst.)} \pm 0.047 \text{ (lumi.)}] \times 10^1$</td>
</tr>
<tr>
<td>$\geq 4$</td>
<td>$[4.241 \pm 0.056 \text{ (stat.)} \pm 0.88 \text{ (syst.)} \pm 0.095 \text{ (lumi.)}] \times 10^0$</td>
</tr>
<tr>
<td>$\geq 5$</td>
<td>$[0.877 \pm 0.032 \text{ (stat.)} \pm 0.30 \text{ (syst.)} \pm 0.020 \text{ (lumi.)}] \times 10^0$</td>
</tr>
<tr>
<td>$\geq 6$</td>
<td>$[0.199 \pm 0.019 \text{ (stat.)} \pm 0.11 \text{ (syst.)} \pm 0.004 \text{ (lumi.)}] \times 10^0$</td>
</tr>
<tr>
<td>$\geq 7$</td>
<td>$[0.410 \pm 0.068 \text{ (stat.)} \pm 0.31 \text{ (syst.)} \pm 0.009 \text{ (lumi.)}] \times 10^{-1}$</td>
</tr>
</tbody>
</table>

shown for the combined fiducial phase space listed in Table 2. The data are in good agreement with the predictions from BLACKHAT+SHERPA for all jet multiplicities up to five jets; above this the experimental uncertainties become large. The MEPS@NLO and HEJ predictions also describe the jet multiplicity cross sections with a similar level of agreement. The ALPGEN and SHERPA predictions show different trends for jet multiplicities greater than four jets; however, both are in agreement with the data within the experimental systematic uncertainties.

In the following figures, the differential cross sections for the theoretical predictions have been scaled to the measured $W + \text{jets}$ cross section in the corresponding jet multiplicity bin shown in Figs. 5 and 6 for inclusive and exclusive cross sections respectively, so that the shapes of the distributions can be compared. The factors applied to the theory predictions are summarised in Appendix A. The cross sections for all distributions shown in the paper are available in HepData.4

8.2 Jet transverse momenta and rapidities

The differential cross sections as a function of the leading-jet transverse momentum are shown in Fig. 7 for the case

---

4 http://hepdata.cedar.ac.uk/.
The differential cross sections as a function of the inclusive leading-jet $p_T$, which are not included in these predictions, have been calculated [2, 65] and are sizeable and negative at high $p_T$. Applying these corrections directly to the BH+SHERPA predictions would result in a larger discrepancy at large jet transverse momenta. The ALPGEN, SHERPA and MEPS@NLO predictions are in fair agreement with the data, although MEPS@NLO shows some deviations at low jet $p_T$.

The differential cross sections as a function of the exclusive leading-jet $p_T$, where no second jet is present with a transverse momentum greater than 30 GeV, are shown in Fig. 8. There is good agreement between the data and the NLO theoretical predictions (within the large statistical uncertainties), as has also been observed for the Z + jets measurements [44]. The requirement that a second jet must not be present reduces the size of the higher-order corrections. However, this good agreement between data and NLO theory is counter-intuitive given that for high values of the leading-jet transverse momentum there is a large disparity of scales (the leading-jet transverse momentum compared to the 30 GeV cut), and in that situation resummation effects are usually important.

The differential cross section as a function of the leading-jet $p_T$ is shown in Fig. 9 for $W + \geq 2$ jets and in Fig. 10 for $W + \geq 3$ jets. For two or more jets, the SHERPA predictions deviate from the data by up to two standard deviations at high values of the jet $p_T$, while BLACKHAT+SHERPA and MEPS@NLO generally agree well. The ALPGEN predictions show similar agreement as for one-jet events. For multiplicities of two or more jets, HEJ can make predictions and it predicts a leading-jet cross section with a harder jet spectrum than present in the data, albeit with large (leading-order) scale uncertainties. For three or more jets, all predictions describe the data well.

The differential cross sections as a function of the second leading-jet $p_T$ are shown in Fig. 11 for $W + \geq 2$-jets production. ALPGEN and SHERPA generally describe the data well, while the BLACKHAT+SHERPA predictions lie below the data for jet $p_T > 100$ GeV. The MEPS@NLO predictions describe the shape of the data best at high trans-
Fig. 8 Cross section for the production of $W +$ jets as a function of the leading-jet $p_T$ in $N_{\text{jets}} = 1$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 9 Cross section for the production of $W +$ jets as a function of the leading-jet $p_T$ in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 10 Cross section for the production of $W$ + jets as a function of the leading-jet $p_T$ in $N_{\text{jets}} \geq 3$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 11 Cross section for the production of $W$ + jets as a function of the second leading-jet $p_T$ in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
The differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

The differential cross sections as a function of the leading-jet rapidity are shown in Fig. 15 for $W + \geq 1$-jet events and the second leading-jet rapidity is shown in Fig. 16 for $W + \geq 2$-jets events. Overall there is good agreement between the predictions and the data. For $W + \geq 1$-jet events, the predictions from MEPS@NLO, SHERPA and to a much lesser extent BLACKHAT+SHERPA have a tendency to be higher than the data by one standard deviation of the experimental uncertainty at $|y| > 3.5$, while ALPGEN provides a better description. For $W + \geq 2$-jets events, similar results are observed although the agreement with the data is better.

HEJ provides a good description over the full rapidity range. Similar trends are also seen in measurements by the D0 collaboration [4]: SHERPA overestimates the data at high rapidities while ALPGEN provides a better description. Although ALPGEN uses a leading-order PDF, if the ALPGEN predictions are reweighted to the NLO PDF set CT10, there is no change in the level of agreement with data. An examination of the leading and second-leading jets in SHERPA at high rapidities indicates that these jets often originate from the parton shower and therefore disagreements between ALPGEN and SHERPA most likely arise from the difference in parton showering models. The jet rapidities for the higher jet multiplicities are shown in Appendix B.
Fig. 13 Cross section for the production of $W +$ jets as a function of the fourth leading-jet $p_T$ in $N_{\text{jets}} \geq 4$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 14 Cross section for the production of $W +$ jets as a function of the fifth leading-jet $p_T$ in $N_{\text{jets}} \geq 5$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, and SHERPA. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 15 Cross section for the production of $W +$ jets as a function of the leading-jet rapidity in $N_{\text{jets}} \geq 1$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 16 Cross section for the production of $W +$ jets as a function of the second leading-jet rapidity in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
8.3 Scalar sums

The differential cross sections as a function of the $H_T$ are shown in Fig. 17 for $N_{\text{jets}} \geq 1$ and in Fig. 18 for $N_{\text{jets}} = 1$. For both cases, ALPGEN and SHERPA tend to be higher than the data at $H_T > 600$ GeV. The predictions from BLACKHAT+SHERPA are lower than the data for $N_{\text{jets}} \geq 1$ and in better agreement for exactly one jet. Better agreement with the data is provided by the BLACKHAT+SHERPA exclusive sums and LoopSim predictions, while MEPS@NLO agrees well with the data above 200 GeV. The BLACKHAT+SHERPA exclusive sums and LoopSim predictions are similar to each other at high $H_T$. This is one of the kinematic variables where the importance of subprocesses such as $qg \rightarrow qg + W$ (dijet production followed by emission of a $W$ boson from one of the quarks) is most important [63]. The influence of such final states is reduced when the exclusive one-jet cut is applied, and this is exactly where there is better agreement with the BLACKHAT+SHERPA predictions.

The higher jet multiplicities are shown in Figs. 19, 20, 21, 22, 23 and 24. The data are, in general, in good agreement with the theoretical predictions, especially the predictions of BLACKHAT+SHERPA, MEPS@NLO and in some cases ALPGEN. Both the HEJ and SHERPA predictions tend to be above the data at high $H_T$ but the size of the deviations decreases at higher jet multiplicities. The differential cross sections as a function of the $S_T$, where $S_T$ is defined as the summed scalar $p_T$ of all the jets in the event, are shown in Appendix B and yield similar conclusions, although agreement of the theory with the data is better at low $S_T$ than at low $H_T$.

8.4 Jet angular variables

Figure 25 shows the differential cross sections as a function of the difference in the azimuthal angle ($\Delta \phi_{j_1,j_2}$) and Fig. 26 shows the differential cross sections as a function of the difference in the rapidity ($\Delta y_{j_1,j_2}$) between the two leading jets in events with at least two jets. The cross sections as a function of the angular separation ($\Delta R_{j_1,j_2}$) are shown in Fig. 27 and as a function of the dijet invariant mass in Fig. 28. These measurements are tests of hard parton radiation at large angles and matrix element/parton shower matching schemes. Jet production in the forward region can also be very sensitive to the tuning of the underlying event contribution.
Fig. 18 Cross section for the production of $W +$ jets as a function of the $H_T$ in $N_{jets} = 1$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 19 Cross section for the production of $W +$ jets as a function of the $H_T$ in $N_{jets} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 20 Cross section for the production of $W + \text{jets}$ as a function of the $H_T$ in $N_{\text{jets}} = 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 21 Cross section for the production of $W + \text{jets}$ as a function of the $H_T$ in $N_{\text{jets}} \geq 3$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 22 Cross section for the production of $W + \text{jets}$ as a function of the $H_T$ in $N_{\text{jets}} = 3$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 23 Cross section for the production of $W + \text{jets}$ as a function of the $H_T$ in $N_{\text{jets}} \geq 4$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 24 Cross section for the production of $W + \text{jets}$ as a function of the $H_T$ in $N_{\text{jets}} \geq 5$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 25 Cross section for the production of $W + \text{jets}$ as a function of the difference in the azimuthal angle between the two leading jets in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 26 Cross section for the production of $W + j$ jets as a function of the difference in the rapidity between the two leading jets in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 27 Cross section for the production of $W + j$ jets as a function of the angular separation between the two leading jets in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
The differential cross sections as a function of the $\Delta \phi_{j1,j2}$ are fairly well modelled by BLACKHAT+SHERPA, HEJ, ALPGEN and SHERPA. For predictions of $\Delta y_{j1,j2}$, BLACKHAT+SHERPA models the data well while ALPGEN underestimates the number of events with very large jet separation and the SHERPA and MEPS@NLO predictions overestimate the number of events. This is also reflected in the predictions of $\Delta R_{j1,j2}$ where both ALPGEN and SHERPA have different shapes especially at large values of $\Delta R_{j1,j2}$. ALPGEN underestimates the number of jets with large separation whereas SHERPA models the large rapidity intervals better but tends to overestimate the number of close-by jets. BLACKHAT+SHERPA shows a similar trend as in the predictions for $\Delta y_{j1,j2}$ but is within the experimental uncertainties. For both variables HEJ underestimates the data for jets with large separation.

The SHERPA and MEPS@NLO predictions fail to model well the region with large values of the dijet invariant mass and overestimate the cross sections. In comparison, the ALPGEN predictions underestimate the cross section by one standard deviation of experimental uncertainty. BLACKHAT+SHERPA also shows indications of underestimating the number of events at high masses. The HEJ predictions provide a good description of the dijet invariant mass.

9 Summary

In this paper, results are presented for the production of a $W$ boson plus jets, measured in proton–proton collisions at $\sqrt{s} = 7$ TeV with the ATLAS experiment at the LHC. Final states with up to seven jets are measured, with comparisons to precision NLO QCD predictions for up to five jets. With an integrated luminosity of 4.6 fb$^{-1}$, this data set allows an exploration of a large kinematic range, including jet production up to a transverse momentum of 1 TeV.

The data are compared to a variety of theoretical predictions, at both leading order and next-to-leading order and the results presented are, with some exceptions, in good agreement. However there is currently no theoretical prediction that is able to provide an accurate description of the data for all measured differential cross sections. Fixed-order predictions, such as BLACKHAT+SHERPA, provide overall a good description of the data, but have greater difficulty describing variables such as $H_T$ or $S_T$ in kinematic regions where the dominant production mechanism is dijet production, followed by the emission of a $W$ boson from one of the quarks. Here better agreement is provided by extensions to fixed-order predictions, such as LoopSim or the BLACKHAT+SHERPA exclusive sums method, or by formalisms that naturally include higher-order matrix element informa-
tion within a Monte Carlo parton shower formalism, such as MEPS@NLO. The predictions of HEJ agree better with the data in regions where there is a large jet multiplicity and/or the jets tend to be separated by a wider rapidity interval. The leading-order matrix element calculations of ALPGEN and SHERPA provide a good description of the data for most differential cross sections but fail to describe jets with large rapidities and large angular separations.

The data presented in this paper, for $W$ production in association with jets, will allow a better quantitative understanding of perturbative QCD as well as future comparisons to predictions which include EWK corrections.
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Appendix A: Scale factors for theoretical predictions

See Table 7.

Table 7 Summary of the scale factors applied to the theoretical predictions in the differential cross-section distributions

<table>
<thead>
<tr>
<th>$N_{\text{jet}}$</th>
<th>$\geq 1$</th>
<th>$=1$</th>
<th>$\geq 2$</th>
<th>$=2$</th>
<th>$\geq 3$</th>
<th>$=3$</th>
<th>$\geq 4$</th>
<th>$\geq 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LoopSim</td>
<td>1.029</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLACKHAT+SHERPA</td>
<td>0.960</td>
<td>0.969</td>
<td>1.003</td>
<td>1.002</td>
<td>1.075</td>
<td>1.044</td>
<td>1.101</td>
<td>1.064</td>
</tr>
<tr>
<td>BLACKHAT+SHERPA ex. sum.</td>
<td>0.960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEJ</td>
<td></td>
<td></td>
<td>0.960</td>
<td>0.932</td>
<td>1.091</td>
<td>1.123</td>
<td>0.968</td>
<td></td>
</tr>
<tr>
<td>MEPS@NLO</td>
<td>1.099</td>
<td>1.105</td>
<td>1.094</td>
<td>1.095</td>
<td>1.103</td>
<td>1.094</td>
<td>1.146</td>
<td>1.183</td>
</tr>
<tr>
<td>ALPGEN</td>
<td>0.940</td>
<td>0.945</td>
<td>0.936</td>
<td>0.935</td>
<td>0.946</td>
<td>0.946</td>
<td>0.960</td>
<td>0.856</td>
</tr>
<tr>
<td>SHERPA</td>
<td>0.925</td>
<td>0.939</td>
<td>0.892</td>
<td>0.880</td>
<td>0.948</td>
<td>0.919</td>
<td>1.074</td>
<td>1.209</td>
</tr>
</tbody>
</table>
Appendix B: Additional jet-rapidity and $S_T$ distributions

See Figs. 29, 30, 31, 32, 33, 34, 35, 36, 37 and 38.

Fig. 29 Cross section for the production of $W + \text{jets}$ as a function of the third leading jet rapidity in $N_{\text{jets}} \geq 3$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACK-HAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 30 Cross section for the production of $W + \text{jets}$ as a function of the fourth leading jet rapidity in $N_{\text{jets}} \geq 4$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACK-HAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 31 Cross section for the production of $W$ + jets as a function of the fifth leading jet rapidity in $N_{\text{jet}} \geq 5$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, and SHERPA. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 32 Cross section for the production of $W$ + jets as a function of the $S_T$ in $N_{\text{jet}} \geq 1$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, BLACKHAT+SHERPA including the exclusive summing, ALPGEN, SHERPA and MEPS@NLO. BH+S is an abbreviation for BLACKHAT+SHERPA. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 33 Cross section for the production of $W +$ jets as a function of the $S_T$ in $N_{\text{jets}} \geq 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 34 Cross section for the production of $W +$ jets as a function of the $S_T$ in $N_{\text{jets}} = 2$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 35 Cross section for the production of $W + n$ jets as a function of the $S_T$ in $N_{\text{jet}} \geq 3$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 36 Cross section for the production of $W + n$ jets as a function of the $S_T$ in $N_{\text{jet}} = 3$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
Fig. 37 Cross section for the production of $W + \text{jets}$ as a function of the $S_T$ in $N_{\text{jets}} \geq 4$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.

Fig. 38 Cross section for the production of $W + \text{jets}$ as a function of the $n_{\text{jets}} S_T$ in $N_{\text{jets}} \geq 5$ events. For the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from BLACKHAT+SHERPA, ALPGEN, SHERPA and MEPS@NLO. The left-hand plot shows the differential cross sections and the right-hand plot shows the ratios of the predictions to the data. As described in Sect. 8.1, the theoretical predictions have been scaled in order to compare the shapes of the distributions. The theoretical uncertainties, which differ for the various predictions, are described in Sect. 7.
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