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1 Introduction

Conformal field theories (CFTs) represent the building blocks of our knowledge of quantum field theory. This is particularly true when it comes to strongly coupled theories. They constitute the low energy limit of all relativistic quantum field theories that are not gapped and, as such, they universally describe physical systems of interest. As relevant as their physical applications are the mathematical properties of CFTs; these properties allow for remarkable progress in their precise understanding. One line of research where the power of CFTs has become manifest is the bootstrap program [1–4]. It has been understood that the analytic properties of four point functions in CFTs contain basic information that constrain the theory severely. It is even possible that minimal data might be used to fully determine the complete landscape of non-trivial CFTs. This would be a huge triumph of theoretical physics and might solve some important puzzles like the nature of the elusive (2,0) maximally supersymmetric CFT in six dimensions [5].

An even more powerful case is that of two dimensional CFTs. It is well known that here the conformal group is upgraded to two sets of infinite dimensional Virasoro algebras [6].
This allows for great mathematical control of these theories. It is possible, for example, to understand the general properties of thermal states and finite volume vacua from a simple minded analysis of the quantum theory on the two dimensional euclidean plane. Furthermore, the bootstrap program mentioned above can be fully carried out for two dimensional CFTs with central charge $c < 1$ and, in this case, the landscape of unitary CFTs is completely understood [7].

There is one extra feature of two dimensional CFTs which gives them great power and mathematical structure. This is the concept of modular invariance. CFTs defined on the torus have very interesting mathematical properties which strongly constrain the form of the partition function. Modular invariance is the statement that a CFT can be quantized on any of the two non trivial cycles of the torus and the resulting partition function should not be affected. While one can’t prove this feature from first principles — it is necessary to add it as an extra postulate — this is a very natural property that is suggested from the path integral formulation of the quantum theory. A striking consequence of modular invariance is that the asymptotic density of states at high energies is fully determined by the central charges. This is known as the Cardy formula [8]. It is natural to wonder: are there other quantum field theories with a similar behavior? Interestingly, it has proven very hard to extend the concept of modular invariance to more general types of quantum field theories. See, however, [9–11] for a discussion in CFTs in more than two dimensions and [12, 13] for some results in non relativistic field theories. Because of the great power of modular invariance, it would be of importance to understand larger families of quantum field theories where such a concept is available.

There is of course one more crucial reason why CFTs have played such an important role in theoretical physics; namely, the AdS/CFT correspondence [14–16]. It has been long understood that quantum theories of gravity on Anti de Sitter (AdS) space-times are dual to CFTs in one less dimension. One of the main reasons to suspect the existence of such holographic principle is the fact that the entropy of black holes scales with their area and not their volume as one might have expected. This fact is, however, very universal and not connected directly to the peculiarities of AdS space-times. The obvious question then becomes: how do we understand holography in non-AdS space-times?

Actually the questions raised above are heavily interconnected. One important clue in this direction was the observation that, in many holographic setups, the entropy of black holes seemed to present a Cardy-like behavior if understood as accounting for the asymptotic density of states of dual quantum field theories. The most interesting cases are given by (near) extremal rotating Kerr black holes [17, 18] and warped AdS$_3$ space-times [19, 20]. Interestingly, these spaces do not possess the local SL(2, $\mathbb{R}$) × SL(2, $\mathbb{R}$) isometry group typical of AdS$_3$ holography which implies the Cardy scaling. It was understood in [21] that a class of two dimensional non-relativistic theories indeed has enough structure: Warped Conformal Field Theories (WCFTs), first described in [22], can account for this Cardy scaling and, moreover, enjoy the global SL(2, $\mathbb{R}$) × U(1) symmetry group manifest in the holographic setups mentioned above. WCFTs exhibit an infinite dimensional Virasoro-Kac-Moody $u(1)$ algebra. As such they are in principle as powerful as traditional two dimensional CFTs. It was later understood in [23] what is a natural holographic description of WCFTs.
Therefore, we have candidate quantum field theories of a new class with enough mathematical structure that have well defined properties under modular transformations (necessary to explain the holographic Cardy scaling) and are connected to well understood non-AdS holographic setup. This set of theories is no longer mysterious. In [23], explicit free examples were constructed exploiting the understanding of the underlying non-relativistic geometric structure. One such example is the warped Weyl fermion, which we study in detail in the present work.

Having explicit examples of WCFTs and understanding them completely is of great importance both in field theory and holography. In quantum field theory little is known about non-relativistic fixed points, with the exemption of a few very interesting examples such as [24]. Understanding exotic fixed points is difficult since it is very easy to miss them if the scaling properties are unknown. As an example, warped Weyl fermions, while constituting a non-relativistic fixed point, flow to a gapped phase under usual relativistic scaling. In holography, our present knowledge strongly suggests WCFTs are critical in understanding the entropy of extremal black holes [21]. We revisit the thermodynamic properties of WCFTs, and focus on the particular example of the warped Weyl fermion in this work. Understanding precisely how this connects to the problem of micro-state counting is an important problem on which we comment briefly further on.

An ambitious question we hope to address by studying the particular example at hand is: what is the meaning of modular invariance? As we explained above, this is not at all clear in the case of non-relativistic field theories. This question has important applications in real world physics. There are examples, like quantum Hall physics, where our example might be highly relevant [25–27]. In particular, in the case of chiral CFTs this question has been addressed in [27]. The question in this case is whether one can construct modular invariant partition functions without including an anti-holomorphic sector. The answer is affirmative. We present similar results for our warped Weyl fermion.

Lastly, we should comment on possible applications of this discussion to CFTs with a $\mathcal{W}_N$ extended algebra. In these theories we do not have a fully covariant formulation where higher spin currents and the energy momentum tensor are treated on equal footing. Furthermore, our notion of the renormalization group does not give special status to the higher conserved currents. Since the $\mathcal{W}_N$ algebra does not factorize we should aim to treat the whole symmetry structure democratically. The fact that we don’t know how to do this is related to our lack of understanding of the properties of partition functions of these theories with higher spin chemical potentials turned on beyond perturbation theory [28–30]. WCFTs are an example of theories where, in this case, a spin one current is treated on equal footing with a conserved spin two current [23]. Therefore, understanding the modular properties of partition functions in explicit WCFT examples might shed light on the more complicated $\mathcal{W}_N$ case.

The structure of this paper is as follows. In section 2 we describe the canonical quantization of a (free) warped Weyl fermion on a cylinder. Similarly to what is done in CFTs we will exploit the mappings from the plane to the cylinder to define the theory in radial quantization.

In section 3 we consider the theory on the torus. We define the partition function for
this class of theories and study the transformation properties of such quantity with respect
to changing the space circle where states are defined with respect to the preferred axis of
WCFTs. We calculate explicitly these functions for the warped Weyl fermion. Furthermore
we explain the meaning of modular invariance in these theories and construct invariant
partition functions by combining fermions with different boundary conditions, similarly
to the way done in CFTs. In doing so we obtain novel combinations not considered in
the usual CFT case. Also, we discuss explicitly the primary field content of the warped
Weyl fermion.

In section 4 we discuss briefly the thermodynamic properties of WCFTs in general
and discuss in particular the case of the warped Weyl fermion. We show that the entropy
transforms covariantly under the allowed changes of coordinates in a WCFT. Furthermore,
we elucidate the “high temperature” limit of the entropy, shedding light on previous results
discussed in [21]. While the results are straight forward in the canonical ensemble, we stress
some subtleties that are encountered when one tries to extend these results to the micro-
canonical ensemble. The possible implications of these details for the applications of WCFT
formulae in holography are briefly mentioned.

Lastly we end with a short discussion and a few appendices including technical details
and the necessary background to make the discussion in this paper self contained. Appendix A contains background material on WCFTs. Appendix B contains our conventions
for modular theta functions. Lastly, appendix C presents a derivation of warped partition
functions from functional determinants.

2 Warped Weyl fermion: from the plane to the cylinder

In this section we discuss how to quantize a WCFT. We first focus on a specific fermionic
system which is an unitary example that includes explicitly a deformation that breaks
the CFT symmetries. For this reason, this example highlights unique features related to
the system being non-relativistic.\footnote{An even simpler example would be a chiral CFT, since one could organize a chiral theory using WCFT
language — rather than usual CFT variables. However this class of theories lacks the space-time interpre-
tation of symmetries which are intrinsic to a WCFT.} In the last portion of this section we discuss general
properties of the quantization procedure that are quantitatively distinct from a CFT.

To start we gather some basic definitions related to WCFTs. The defining feature of a
WCFT is its symmetries: provided two directions \((x^+, x^-)\), the system is invariant under
the following transformations

\[ x^+ \rightarrow x^+ + g(x^-), \quad x^- \rightarrow f(x^-), \]

(2.1)

where \(f\) and \(g\) are arbitrary functions. It is clear that both directions are not on the same
footing: \(x^-\) has scaling symmetry while \(x^+\) does not. It is also evident that a WCFT is
non-relativistic. The global isometry group of the theory is \(\text{SL}(2, \mathbb{R}) \times \text{U}(1)\), while the local
symmetries are described by a Virasoro-Kac-Moody algebra. Further properties of this
algebra are described in appendix A.
A WCFT possesses two global charges associated to energy and angular momentum:

\[ H = -i \partial_t = -i(\partial_+ + \partial_-), \quad J = -i \partial_\varphi = -i(\partial_+ - \partial_-), \quad (2.2) \]

where

\[ x^- + x^+ = 2t, \quad x^+ - x^- = 2\varphi. \quad (2.3) \]

We want to define states in this theory at \( t = 0 \) by doing radial quantization in the complex plane and gluing these states to the Lorentzian cylinder (2.3). For this purpose it is convenient to define the following complex coordinate

\[ z = e^{-ix^-} = e^{-i(t-\varphi)} = e^{tE+i\varphi}, \quad (2.4) \]

where \( t_E = -it \) corresponds to euclidean time. We have chosen \( z \) such that it contains all time evolution. Very early time in the Euclidean cylinder corresponds to the origin in the \( z \) plane. Now we define a second coordinate that does not involve time, namely:

\[ w = x^+ - x^- = 2\varphi. \quad (2.5) \]

It is important that both (2.4) and (2.5) are included in the finite coordinates transformations generated by (2.1). They are therefore — up to anomalies — symmetries of our theory.

In terms of the zero modes of the Virasoro-Kac-Moody defined on the cylinder, we can write

\[ H = P_{0}^{\text{cyl}} + L_{0}^{\text{cyl}}, \quad J = P_{0}^{\text{cyl}} - L_{0}^{\text{cyl}}. \quad (2.6) \]

On the other hand, in the plane coordinates \( (z,w) \) our charges (2.2) are given, up to anomalies, by

\[ H = -z \partial_z, \quad J = -2i \partial_w + z \partial_z. \quad (2.7) \]

These differential operators correspond to charges defined on the plane by usual radial quantization. We can write them in terms of plane Virasoro-Kac-Moody charges and include as well the contribution from anomalies. The transformation we perform is a standard map from the cylinder to the plane combined with a spectral flow transformation, with spectral flow parameter \( \gamma = -\frac{1}{2} \). Using (A.4), the exact relations are

\[ H = L_0 - \frac{c}{24} - \frac{k}{4}, \quad J = 2P_0 - L_0 + \frac{c}{24} - \frac{3}{4}k, \quad (2.8) \]

where \( k \) is the Kac-Moody level and \( c \) the Virasoro central charge.

### 2.1 Warped Weyl fermion

A free Warped Weyl fermion \([23]\) is a complex anti-commuting field \( \Psi \) whose dynamics is described by the action

\[ I = \int dt d\varphi \left( i \bar{\Psi} \partial_+ \Psi + m \bar{\Psi} \Psi \right). \quad (2.9) \]

In particular note that scaling invariance \( x^- \rightarrow \lambda x^- \) is preserved, provided \( \Psi \) transforms as a weight \( \frac{1}{2} \) operator under warped conformal transformations \([23]\). This example, while
simple, has no CFT counterpart due to the mass term. This introduces new features as we quantize the theory by using radial quantization.

Our starting point is to understand the on-shell properties of the fermion. Its equations of motion are given by

\[ \partial_+ \Psi - im \Psi = 0, \quad \partial_+ \bar{\Psi} + im \bar{\Psi} = 0. \]  

(2.10)

The solutions to these equations are given by

\[ \Psi(x^+, x^-) = e^{imx^+} \psi(x^-), \quad \bar{\Psi}(x^+, x^-) = e^{-imx^+} \bar{\psi}(x^-), \]  

(2.11)

with arbitrary Grassmann functions \( \psi \) and \( \bar{\psi} \). However, the field should have a definite periodicity on the cylinder. Given that we set \( \varphi \sim \varphi + 2\pi \), we can demand periodic boundary condition, which we denote by “R”, and in this case we must have

\[ R : \quad \psi(x^- - 2\pi) = e^{-2\pi im} \psi(x^-), \quad \bar{\psi}(x^- - 2\pi) = e^{2\pi im} \bar{\psi}(x^-). \]  

(2.12)

If we instead impose anti-periodic (NS) boundary conditions, we need

\[ \text{NS} : \quad \psi(x^- - 2\pi) = -e^{-2\pi im} \psi(x^-), \quad \bar{\psi}(x^- - 2\pi) = -e^{2\pi im} \bar{\psi}(x^-). \]  

(2.13)

Taking into account that \( \psi(x^-) \) and \( \bar{\psi}(x^-) \) transform as a weight \( \frac{1}{2} \) operator, the fields \( (\Psi, \bar{\Psi}) \) in terms of the coordinates \((z, w)\) are

\[ \Psi = e^{imw} z^{-m} \left( iz^{-1} \right)^{\frac{1}{2}} \psi(z), \quad \bar{\Psi} = e^{-imw} z^{m} \left( iz^{-1} \right)^{\frac{1}{2}} \bar{\psi}(z). \]  

(2.14)

Looking at the above expression, it is convenient to introduce a pair of plane fields \((\eta, \bar{\eta})\) such that

\[ \Psi = e^{imw} \eta(z), \quad \bar{\Psi} = e^{-imw} \bar{\eta}(z). \]  

(2.15)

In this notation, the boundary conditions (2.12) and (2.13) now read

\[ \text{R} : \quad \eta(e^{2\pi i z}) = e^{2\pi i (2m - \frac{1}{2})} \eta(z), \quad \bar{\eta}(e^{2\pi i z}) = e^{2\pi i (2m - \frac{1}{2})} \bar{\eta}(z), \]  

(2.16)

and

\[ \text{NS} : \quad \eta(e^{2\pi i z}) = -e^{2\pi i (2m - \frac{1}{2})} \eta(z), \quad \bar{\eta}(e^{2\pi i z}) = -e^{2\pi i (2m - \frac{1}{2})} \bar{\eta}(z). \]  

(2.17)

This means we can write the following mode expansion for the \((\eta, \bar{\eta})\) fields

\[ \eta(z) = \sum_n z^{-n-2m-\frac{1}{2}} \eta_n, \quad \bar{\eta}(z) = \sum_n z^{-n+2m-\frac{1}{2}} \bar{\eta}_n, \]  

(2.18)

where the sum is over integers in the R sector and semi-integers in the NS sector. The fact that \( \Psi \) and \( \bar{\Psi} \) are complex conjugate fields implies that

\[ \eta_n^\dagger = \bar{\eta}_{-n}, \]  

(2.19)

and canonical quantization dictates that

\[ \{ \bar{\eta}_n, \eta_{n'} \} = \delta_{n+n'}. \]  

(2.20)
Using these mode anti-commutators one can obtain the following OPE:
\[ \bar{\eta}(z)\eta(z') \sim \frac{1}{z-z'} \]  
\[ \tag{2.21} \]

For this particular field theory we can define two holomorphic conserved currents related to \( x^- \) and \( x^+ \) translations respectively. Namely,
\[ T(z) = -\frac{1}{2} (\bar{\eta} \partial_z \eta + \eta \partial_z \bar{\eta}) , \quad P(z) = m \bar{\eta} \eta . \]  
\[ \tag{2.22} \]
The OPE (2.21) then implies
\[ T(z)T(z') \sim \frac{1/2}{(z-z')^4} + \frac{2}{(z-z')^2} T(z') + \frac{1}{z-z'} \partial_z T(z') , \]
\[ T(z)P(z') \sim \frac{1}{(z-z')^2} P(z') + \frac{1}{z-z'} \partial_z P(z') , \]
\[ P(z)P(z') \sim \frac{m^2}{(z-z')^2} , \]  
\[ \tag{2.23} \]
which ensures the canonical Virasoro-Kac-Moody algebra at \( c = 1 \) and \( k = 2m^2 \).

We can now define vacua on the plane by demanding that the \( \eta, \bar{\eta} \) fields do not create large singularities at the origin. We would like our original field in the cylinder to be regular once analytically continued onto the plane. This requires:
\[ \eta_n|0\rangle = 0 \text{ if } n + 2m + \frac{1}{2} > \frac{1}{2} , \]
\[ \bar{\eta}_n|0\rangle = 0 \text{ if } n - 2m + \frac{1}{2} > \frac{1}{2} . \]  
\[ \tag{2.24} \]
These requirements fix the two point functions on the plane to be
\[ \langle \bar{\eta}(z)\eta(z') \rangle = \frac{1}{\sqrt{zz'}} \sum_{\ell \geq 2m} \left( \frac{z'}{z} \right)^{\ell-2m} \]  
\[ \tag{2.25} \]
The sum is over \( \ell \) integers in the R sector and semi-integers in the NS sector. Writing these sums is not hard if we define
\[ k = 2m^2 \equiv \frac{1}{2} (Q - \alpha)^2 , \]  
\[ \tag{2.26} \]
where \( Q \) is an integer and \( \alpha \in [0,1) \). The correlation function (2.25) is then
\[ \langle \bar{\eta}(z)\eta(z') \rangle = \begin{cases} \left( \frac{z'}{z} \right)^{\alpha} \frac{1}{z-z'} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\ \left( \frac{z'}{z} \right)^{\alpha-\frac{1}{2}} \frac{1}{z-z'} & \text{in R sector} \\ \left( \frac{z'}{z} \right)^{\alpha-1} \frac{1}{z-z'} & \text{in NS sector with } \alpha \in [\frac{1}{2},1) \end{cases} \]  
\[ \tag{2.27} \]
By reverting the order in the correlator we also obtain
\[ \langle \eta(z)\bar{\eta}(z') \rangle = \begin{cases} \left( \frac{z}{z'} \right)^{\alpha} \frac{1}{z-z'} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\ \left( \frac{z}{z'} \right)^{\alpha-\frac{1}{2}} \frac{1}{z-z'} & \text{in R sector} \\ \left( \frac{z}{z'} \right)^{\alpha-1} \frac{1}{z-z'} & \text{in NS sector with } \alpha \in [\frac{1}{2},1) \end{cases} \]  
\[ \tag{2.28} \]
From \( \langle \eta(z)\bar{\eta}(z') \rangle \) it is simple to calculate the vacuum values of our \( P(z) \) and \( T(z) \) operators. All we need to do is to take the limit of coincident points \( z \to z' \) and remove the singular piece. The first finite term determines the expectation values. From (2.22), and using (2.27),

\[
\langle P(z') \rangle = \begin{cases} 
-\frac{ma}{z} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\
-\frac{m(\alpha - \frac{1}{2})}{z} & \text{in R sector} \\
-\frac{m(\alpha - 1)}{z} & \text{in NS sector with } \alpha \in [\frac{1}{2}, 1)
\end{cases}
\]

and from here we obtain

\[
\langle P_0 \rangle = \begin{cases} 
-m\alpha & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\
-m(\alpha - \frac{1}{2}) & \text{in R sector} \\
-m(\alpha - 1) & \text{in NS sector with } \alpha \in [\frac{1}{2}, 1)
\end{cases}
\]

Similarly for the Virasoro current, we have

\[
\langle T(z') \rangle = \begin{cases} 
\frac{\alpha^2}{z^2} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\
\frac{(\alpha - \frac{1}{2})^2}{z^2} & \text{in R sector} \\
\frac{(\alpha - 1)^2}{z^2} & \text{in NS sector with } \alpha \in [\frac{1}{2}, 1)
\end{cases}
\]

which implies

\[
\langle L_0 \rangle = \begin{cases} 
\frac{\alpha^2}{z^2} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\
\frac{(\alpha - \frac{1}{2})^2}{z^2} & \text{in R sector} \\
\frac{(\alpha - 1)^2}{z^2} & \text{in NS sector with } \alpha \in [\frac{1}{2}, 1)
\end{cases}
\]

One interesting consequence of (2.30) and (2.32) is that the vacuum state we have defined indeed minimizes the Hamiltonian of the system \( H \). In order to show this it suffices to consider states that are Kac-Moody primaries. For these states we have

\[
L_0 = \frac{P_0^2}{k} = \frac{P_0^2}{2m^2} .
\]

Furthermore, the spectrum of \( P_0 \) is quantized in units of \( m \) up to a shift given by the vacuum energy calculated above. Explicitly, we have primary states defined by integers \( q \),

\[
P_0|q \rangle = (mq + \langle P_0 \rangle ) |q \rangle .
\]

This is a direct consequence of our fields \( (\eta, \bar{\eta}) \) having charges \( (m, -m) \) respectively. Therefore

\[
\langle q|L_0|q \rangle = \begin{cases} 
\frac{(q-\alpha)^2}{2} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\
\frac{(q-\alpha+\frac{1}{2})^2}{2} & \text{in R sector} \\
\frac{(q-\alpha+1)^2}{2} & \text{in NS sector with } \alpha \in [\frac{1}{2}, 1)
\end{cases}
\]

For both R and NS boundary conditions, \( L_0 \) is minimal for \( q = 0 \) in agreement with (2.32). Using this result, the value of \( H \) on the vacuum state for both sectors is

\[
\langle H \rangle = \begin{cases} 
\frac{(\alpha)^2}{2} - \frac{c}{24} - \frac{k}{4} & \text{in NS sector with } \alpha \in [0, \frac{1}{2}) \\
\frac{(\alpha - \frac{1}{2})^2}{2} - \frac{c}{24} - \frac{k}{4} & \text{in R sector} \\
\frac{(\alpha - 1)^2}{2} - \frac{c}{24} - \frac{k}{4} & \text{in NS sector with } \alpha \in [\frac{1}{2}, 1)
\end{cases}
\]
where \( c = 1 \) and \( k = 2m^2 \) in our case. The global vacuum lies in the R sector for \( \alpha \in \left( \frac{1}{4}, \frac{3}{4} \right) \) and in the NS sector otherwise. The angular momentum at \( q = 0 \) is

\[
\langle J \rangle = \begin{cases} 
-\frac{1}{2} (\alpha + 2m)^2 + \frac{c}{24} + \frac{k}{4} & \text{in NS sector with } \alpha \in \left[ 0, \frac{1}{2} \right) \\
-\frac{1}{2} (\alpha - 1 + 2m)^2 + \frac{c}{24} + \frac{k}{4} & \text{in NS sector with } \alpha \in \left[ \frac{1}{2}, 1 \right) \\
-\frac{1}{2} (\alpha - 1 + 2m)^2 + \frac{c}{24} + \frac{k}{4} & \text{in R sector}
\end{cases}
\]  

(2.37)

Notice that \( J \) could be arbitrarily negative by considering descendant states with large \( L_0 \). The value of \( J \) is however bounded above. It is not hard to see that only a primary could maximize \( J \). The value of \( J \) for a primary labeled by \( q \) is:

\[
\langle q|J|q \rangle = \begin{cases} 
-\frac{1}{2} (Q - q)^2 + \frac{c}{24} + \frac{k}{4} & \text{in NS sector with } \alpha \in \left[ 0, \frac{1}{2} \right) \\
-\frac{1}{2} (Q - 1 - q)^2 + \frac{c}{24} + \frac{k}{4} & \text{in NS sector with } \alpha \in \left[ \frac{1}{2}, 1 \right) \\
-\frac{1}{2} (Q - 1 - q)^2 + \frac{c}{24} + \frac{k}{4} & \text{in R sector}
\end{cases}
\]  

(2.38)

where we used that \( \alpha + 2m \) must be an integer which we defined to be \( Q \). Therefore the state \( |Q\rangle \) maximizes the angular momentum in the first case, the state \( |Q - 1\rangle \) in the third and both states are degenerate for the middle case. The maximum value for the angular momentum is

\[
J_{\max} = \begin{cases} 
\frac{c}{24} + \frac{k}{4} & \text{in NS sector with } \alpha \in \left[ 0, \frac{1}{2} \right) \\
\frac{c}{24} + \frac{k}{4} - \frac{1}{8} & \text{in R sector} \\
\frac{c}{24} + \frac{k}{4} & \text{in NS sector with } \alpha \in \left[ \frac{1}{2}, 1 \right)
\end{cases}
\]  

(2.39)

Let us now comment on the angular momentum quantization conditions. Say the vacuum angular momentum is quantized (we will come back to this question shortly). If that is the case, it is comforting to see that all other primaries and descendants are (half-integer) quantized as well. This is because we can write

\[
\langle q|J|q \rangle = \langle 0|J|0 \rangle + \begin{cases} 
Qq - \frac{c}{2} & \text{in NS sector with } \alpha \in \left[ 0, \frac{1}{2} \right) \\
Q - \frac{c}{2} - \frac{1}{2} & \text{in R sector} \\
Q - \frac{c}{2} - \frac{3}{2} & \text{in NS sector with } \alpha \in \left[ \frac{1}{2}, 1 \right)
\end{cases}
\]  

(2.40)

where \( Q \) is as before the integer we use to define \( 2m \). So if say \( \langle 0|J|0 \rangle \) is half integer, then so is \( \langle q|J|q \rangle \). Descendants can only add integers to these values.

To close this discussion, the last consistency check is that \( \langle 0|J|0 \rangle \) is indeed quantized in all sectors of the theory. Consider first the case where our candidate theory contains both the R and NS sectors: here we will need to impose an additional condition that the jump in angular momentum is quantized as well. Allowing for half integer quantization, from (2.37) we must have

\[
\frac{Q}{2} - \frac{1}{8} \in \mathbb{Z} \frac{1}{2} \ .
\]  

(2.41)

However this is not possible! Not having a quantized spectrum for \( J \) has catastrophic consequences for modular invariance as the \( T \) transformation (see (3.26) further on) depends on this fact. One option is to live with this and demand a weaker version of modular invariance, e.g. that it applies only to \( T^4 \). Another route is to consider a system consisting
of several copies of complex fermions. This is not unfamiliar from chiral massless fermions, see e.g. [31]. If we have \( N \) complex fermions we need to rescale the values of our ground state charges as
\[
\langle L_0 \rangle \to N \langle L_0 \rangle, \quad \langle P_0 \rangle \to N \langle P_0 \rangle.
\] (2.42)
This implies in our theory of free fermions\(^2\)
\[
c = N, \quad k = 2Nm^2.
\] (2.43)

The quantization condition for the difference of angular momentum between vacua becomes
\[
\frac{NQ}{2} - \frac{N}{8} \in \frac{Z}{2} \rightarrow N = 4n \quad \text{with} \quad n \in \mathbb{Z}.
\] (2.44)

Finally, we as well need that each individual vacuum has a quantized angular momentum. For the R sector this implies
\[
6k + c - 3N = 12p \quad \text{with} \quad p \in \mathbb{Z}.
\] (2.45)
If we use (2.44), this just becomes
\[
6k + c = 12p' \quad \text{with} \quad p' \in \mathbb{Z},
\] (2.46)
where we have redefined \( p \). Using \( c = N = 4n \), we have
\[
k = 2p - \frac{N}{6} = 2p - \frac{2}{3}n.
\] (2.47)
Therefore, the smallest theories contain 4 complex fermions and \( k = \frac{4}{3}, \frac{10}{3}, \frac{16}{3}, \ldots \).

It might also be possible to construct a theory that only contains the R sector (see section 3). If this is the case, the quantization constraints are relaxed and only (2.45) must be imposed, which for \( N \) complex fermions reads as
\[
k = \frac{N}{3} + 2p, \quad p \in \mathbb{Z}.
\] (2.48)
In particular, there exist theories satisfying these constraint with just one complex fermion and \( k = 2p + \frac{1}{3} = \frac{1}{3}, \frac{7}{3}, \frac{13}{3}, \ldots \).

### 2.2 General properties of radial quantization

One rather interesting and surprising feature of quantizing the warped Weyl fermion is the behavior of angular momentum. In particular we found in (2.39) an upper bound for \( J \). This has no counterpart in a CFT. Nevertheless, we now show that this feature is general for any WCFT. To see this explicitly, consider again \( J \) expressed in term of plane charges (2.8):
\[
J = 2P_0 - L_0 + \frac{c}{24} - \frac{3}{4}k.
\] (2.49)

\(^2\)More generally, we could have \( c = N + c_0 \) where \( c_0 \) corresponds to the central charge coming from neutral (under \( P_0 \)) degrees of freedom, if there were any. For a free Warped Weyl fermion \( c_0 = 0 \).
We can remove the dependence on $P_0$ by simply doing a spectral flow transformation. Using (A.8) with $\gamma = 1$ gives

$$J = -L_0^{(\gamma=1)} + \frac{c}{24} + \frac{k}{4}.$$  \hfill (2.50)

The spectrum of $L_0^{(\gamma=1)}$ is bounded from below by the unitarity bounds discussed in appendix A, and hence

$$J \leq J_{\text{max}} \equiv \frac{c}{24} + \frac{k}{4}.$$  \hfill (2.51)

The important distinction is that in a CFT one does not have access to spectral flow transformations that implement spacetime rotations. This is the key to write $J$ in terms of a bounded operator.

We can as well in a simple manner derive consequences of quantizing the spectrum of $J$. From (2.50) this will obviously require that $L_0^{(\gamma=1)}$ has integer spacing. Furthermore, if we denote by $h$ the lowest eigenvalue of $L_0^{(\gamma=1)}$ we have

$$h + \frac{c}{24} + \frac{k}{4} \in \mathbb{Z}/2,$$  \hfill (2.52)

where we are allowing for half integer quantization. This is in agreement with the constraints (2.45) since $h$ is an integer for the fermion.

It is useful to make another comparison with CFTs. If we blindly follow CFT lore, we would argue that the existence of the identity operator is correlated with requiring that the vacuum state on the plane satisfies $\langle L_0 \rangle = 0$. This argument clearly fails for a WCFT. The reason is that the map used leaves out a dependence on $\varphi$ through the variable $w$ which is considered fixed on the $z$ plane. This means that regularity conditions on the plane do not translate to the appropriate quantization conditions on the cylinder. This is clear, since in (2.24) we demanded regularity which turned in to $\langle L_0 \rangle \neq 0$ in (2.32). What is universally true is that for the vacuum state the unitarity bound is saturated, i.e.

$$\langle L_0 \rangle = \frac{\langle P_0^2 \rangle}{k}.$$  \hfill (2.53)

These primaries are as well preserved by the global $\text{SL}(2,\mathbb{R}) \times \text{U}(1)$ symmetries of the theory.

To end, consider one last time (2.8); in an arbitrary spectral flow frame we will have

$$H = L_0^{(\gamma)} + 2\gamma P_0^{(\gamma)} - \frac{c}{24} - \frac{k}{4}(1 - 4\gamma^2),$$

$$J = 2(1 - \gamma)P_0^{(\gamma)} - L_0^{(\gamma)} + \frac{c}{24} - \frac{3}{4}k + k\gamma(2 - \gamma).$$  \hfill (2.54)

The lowest energy state is a Kac-Moody primary which saturates the unitarity bound, i.e. $h_\gamma = \frac{p^2}{k}$. For these states we find

$$H = \frac{1}{k} (p\gamma + \gamma k)^2 - \frac{c}{24} - \frac{k}{4},$$

$$J = -\frac{1}{k} (p\gamma + (\gamma - 1)k)^2 + \frac{c}{24} + \frac{k}{4}.$$  \hfill (2.55)
The appealing feature of this formula is that we isolated the dependence on the spectral flow parameters relative to the anomalies. If we casted the anomalous piece in CFT language, we would find
\[ c_R = c + 6k, \quad c_L = 0. \]  
(2.56)
This identification is obviously ambiguous; the only appealing feature is that \( c_R \) is the combination that dictates quantization condition of \( J \).

3 On to the torus

In this section we construct partition functions for the free fermion system in section 2.1. Our aim is to highlight properties and consequences of modular invariance in WCFTs, and use the fermion as an explicit realization of these properties.

As our starting point, we first review how warped symmetries act on the torus. Consider a theory compactified on the \( \varphi \) circle with period \( 2\pi \) as in the previous section. Let us put this theory at temperature \( \beta^{-1} \) and angular potential \( \mu \). In this frame our identifications are
\[ (x^-, x^+) \sim (x^- - 2\pi, x^+ + 2\pi) \sim (x^- - 2\pi \tau, x^+ + 2\pi \bar{\tau}), \]  
(3.1)
where as before
\[ x^+ = t + \varphi, \quad x^- = t - \varphi, \]  
(3.2)
and we have defined
\[ 2\pi \tau = \mu - i\beta, \quad 2\pi \bar{\tau} = \mu + i\beta. \]  
(3.3)
The first identification in (3.1) corresponds to the spatial identification, while the second one is thermal. The modular group is described by two transformations: \( S \) which corresponds to interchanging thermal and spatial cycles; and \( T \) which accounts for adding the spatial cycle to the thermal cycle.

However, we could have chosen our cycles rather differently. This will be important for what follows, so let us consider a rather arbitrary torus defined by the following identifications
\[ (u, v) \sim (u - 2\pi \ell, v + 2\pi \bar{\ell}) \sim (u - 2\pi \tau, v + 2\pi \bar{\tau}). \]  
(3.4)
In this new parametrization, \( u \) is the scaling direction while \( v \) defines the U(1) axis. The partition function is, thus,
\[ Z_{\hat{\ell}\bar{\ell}}(\tau|\bar{\tau}) = \Tr_{\hat{\ell}\bar{\ell}} \left( e^{2\pi i P_0^{\text{cyl}}} e^{-2\pi i L_0^{\text{cyl}}} \right). \]  
(3.5)
We can now use a change of coordinates to connect this partition function to a canonical one where \( u \) defines the spatial identification with period \( 2\pi \). This can be done by the change of coordinates:
\[ \hat{u} = \frac{u}{\ell}, \quad \hat{v} = v + \frac{\bar{\ell}}{\ell} u. \]  
(3.6)
\footnote{It is important to note that \( L_0^{\text{cyl}} \) and \( P_0^{\text{cyl}} \) in (3.5) are the generators of translations in the \((u, v)\) directions; we are using the same notation as in (2.6) to avoid clutter, and to distinguish them from the plane charges. The choice of torus, and hence the relevant zero modes, will be made explicit by the subscript \((\ell, \bar{\ell})\) in the partition function.}
Keeping track of the anomalies, we obtain
\[ Z_{\bar{\ell}|\ell}(\bar{\tau}|\tau) = e^{\pi ik \bar{\bar{\ell}} \left( \bar{\tau} - \frac{\bar{\bar{\ell}}}{\tau} \right)} Z_{0|1} \left( \bar{\tau} - \frac{\bar{\bar{\ell}}}{\tau} \right) \equiv e^{\pi ik \bar{\bar{\ell}} \left( \bar{\tau} - \frac{\bar{\bar{\ell}}}{\tau} \right)} \hat{Z} \left( \bar{\tau} - \frac{\bar{\bar{\ell}}}{\tau} \right), \] (3.7)
where we defined the function \( \hat{Z}(\cdot|\cdot) \) by the equation above. In relation to our choice of spatial cycle in section 2 we have
\[ Z_{1|1}(\bar{\tau}|\tau) = e^{\pi ik \bar{\bar{\ell}} \left( \bar{\tau} - \frac{1}{\tau} \right)} \hat{Z}(\bar{\tau} - \tau|\tau). \] (3.8)

It is the function \( \hat{Z} \) that has nice modular properties so we can just calculate this partition function and obtain all other possible ones from the formulae above. This is evident by the following argument: under the exchange of the spatial and thermal circles we expect
\[ Z_{0|1}(\bar{\tau} - \tau|\tau) = Z_{\bar{\tau}|\tau}(0| - 1), \] (3.9)
which defines \( S \) invariance on the torus. We will come back to (3.9) in subsection 3.3; for now we declare it as a symmetry of the system. Then, using (3.7) on \( Z_{\bar{\tau}|\tau}(0| - 1) \), we arrive at
\[ \hat{Z}(z|\tau) = e^{\pi ik \frac{z}{\tau}} \hat{Z} \left( \frac{z}{\tau} - \frac{1}{\tau} \right). \] (3.10)
This implies that under \( S \) the partition function \( Z_{1,1} \) transforms as
\[ Z_{1|1}(\bar{\tau}|\tau) = e^{\pi ik \frac{\bar{\bar{\ell}}}{\tau}} \hat{Z} \left( \frac{\bar{\tau} - \tau}{\tau} - \frac{1}{\tau} \right) \]
\[ = e^{\pi ik \left( \frac{\bar{\bar{\ell}}}{\tau} - 1 \right)^2} Z_{1|1} \left( \frac{\bar{\tau} - \tau - 1}{\tau} - \frac{1}{\tau} \right). \] (3.11)
Clearly the transformation properties of \( Z_{1,1} \) are rather unnatural relative to \( \hat{Z} \); this makes the frame \((\bar{\bar{\ell}}, \bar{\ell}) = (0, 1)\) preferred.

Invariance under \( T \) is tied to quantization of angular momentum along the compact spatial direction, and hence (anti-)periodicity of our fields along that direction. Say we quantized the system as in section 2; then the partition function should satisfy\(^5\)
\[ Z_{1|1}(\bar{\tau} + 1|\tau + 1) = Z_{1|1}(\bar{\tau}|\tau), \] (3.12)
and from (3.8) this implies that
\[ \hat{Z}(z|\tau) = e^{\pi i \frac{z}{\tau}} \hat{Z}(z|\tau + 1). \] (3.13)

The derivations presented so far are in complete agreement with [21]. What is highlighted here, and will be important in the following, is that relations such as (3.10) are dependent of the choice of axis used to parametrize the torus. \( \hat{Z}(z|\tau) \) is preferred from this point of view relative to, for example, \( Z_{1|1}(\bar{\tau}, \tau) \).

\(^{4}\)In this section \( z = \bar{\tau} - \tau \), with \( \ell = \bar{\ell} = 1 \). It should not be confused with the complex coordinate used in section (2.4). We hope the context makes clear the definition of \( z \).

\(^{5}\)One could of course relax (3.12) such that the partition is invariant under, for example, \( T^2 \). This would amount to quantizing \( J \) in half integer units.
3.1 Warped Weyl fermion

The task ahead of us is to classify possible $\hat{Z}$’s built from characters of the R and NS sectors for the free Warped Weyl fermion. We will demand that these partition functions transform according to (3.10) under $S$ along with appropriate invariance under $T$.

Written as a trace, the partition function $\hat{Z}$ expressed in terms of plane generators $\hat{L}_0, \hat{P}_0$ reads

$$\hat{Z}(z|\tau) = \text{Tr} \left( e^{2\pi iz} \hat{P}_0 e^{-2\pi i\tau (\hat{L}_0 - \frac{c}{24})} \right).$$

(3.14)

Notice that these coordinates are privileged as the vacuum is generated by the identity operators, i.e. the vacuum state is neutral under $P_0$. We can use the following formulae to connect with the generators of the previous section:

$$\hat{L}_0 = L_0 - 2P_0 + k, \quad \hat{P}_0 = P_0 - k.$$  

(3.15)

While there is a one to one map between the states in different spatial circles, the vacuum does not map to itself. Therefore the state with lowest $L_0$ depends on this choice. For example, the vacuum in this preferred coordinates $(\hat{u}, \hat{v})$ does not correspond to the vacuum of our spatial circle in section 2.1. Instead, the state with maximal angular momentum is the vacuum!

More explicitly, in the NS sector we have

$$\hat{L}_0|Q\rangle = 0, \quad \hat{P}_0|Q\rangle = 0, \quad \text{if} \quad \alpha \in \left[0, \frac{1}{2}\right),$$

$$\hat{L}_0|Q - 1\rangle = 0, \quad \hat{P}_0|Q - 1\rangle = 0, \quad \text{if} \quad \alpha \in \left[\frac{1}{2}, 1\right).$$

(3.16)

where we used (2.35) and (3.15), and for the R sector

$$\hat{L}_0|Q\rangle = \frac{1}{8}|Q\rangle, \quad \hat{P}_0|Q\rangle = \frac{m}{2^\frac{1}{4}}|Q\rangle, \quad \text{if} \quad \alpha \in \left[0, \frac{1}{2}\right),$$

$$\hat{L}_0|Q - 1\rangle = \frac{1}{8}|Q - 1\rangle, \quad \hat{P}_0|Q - 1\rangle = -\frac{m}{2^\frac{1}{4}}|Q - 1\rangle, \quad \text{if} \quad \alpha \in \left[\frac{1}{2}, 1\right).$$

(3.17)

We see that without loss of generality we can keep $\alpha \in \left[0, \frac{1}{2}\right)$ as these cases are interchangeable up to a change of sign of $\hat{P}_0$. We assume this from now on.

Then, we can define a new vacuum of our theory. In the NS sector

$$|\hat{0}\rangle_{NS} = \bar{\eta}_{\frac{1}{2}} \ldots \bar{\eta}_Q \bar{\eta}_{\frac{1}{2}} |0\rangle_{NS}.$$  

(3.18)

In the R sector

$$|\hat{+}\rangle_R = \bar{\eta}_1 \ldots \bar{\eta}_{Q-1} |0\rangle_R \quad \text{and} \quad |\hat{-}\rangle_R = \bar{\eta}_0 \ldots \bar{\eta}_{Q-1} |0\rangle_R.$$  

(3.19)

Notice that these states do not minimize the Hamiltonian in the last section! They will be useful however to calculate the partition function explicitly.

Now let us calculate $\hat{Z}$ for our free fermion system. We introduce different boundary conditions in the thermal circle by including (or not) the operator

$$(\cdot)^F = e^{-\pi i \frac{\hat{P}_0}{m}}.$$  

(3.20)
So we define the usual partition functions

\[
\hat{Z}_{RR} = q^{-\frac{1}{24}} \text{Tr} \left( (-1)^F y^{\hat{\rho}_1} q^{\hat{L}_0} \right), \quad \hat{Z}_{RNS} = q^{-\frac{1}{24}} \text{Tr} \left( \frac{\hat{\rho}_1}{\eta} q^{\hat{L}_0} \right),
\]

\[
\hat{Z}_{NSNS} = q^{-\frac{1}{24}} \text{Tr}_{NS} \left( y^{\hat{\rho}_0} q^{\hat{L}_0} \right), \quad \hat{Z}_{NSR} = q^{-\frac{1}{24}} \text{Tr}_{NS} \left( (-1)^F y^{\hat{\rho}_0} q^{\hat{L}_0} \right),
\]

(3.21)

where we defined

\[
y = e^{2\pi imz}, \quad q = e^{-2\pi i\tau}.
\]

Note that inserting \((-1)^F\) amounts to \(y \to -y\). We can now calculate these functions by creating all states with fermionic oscillators:\footnote{The fact that the theta functions have a minus sign is due to our conventions (3.1)–(3.5). These minus signs have no physical repercussions.}

\[
\hat{Z}_{RR}(z|\tau) = -i y^{\frac{1}{3}} q^{\frac{1}{3}} \prod_{n \geq 0} \left( 1 - q^{n+1} y \right) \left( 1 - q^n y^{-1} \right) = \frac{\theta_1(mz - \tau)}{\eta(-\tau)},
\]

\[
\hat{Z}_{RNS}(z|\tau) = y^{\frac{1}{3}} q^{\frac{1}{3}} \prod_{n \geq 0} \left( 1 + q^{n+1} y \right) \left( 1 + q^n y^{-1} \right) = \frac{\theta_2(mz - \tau)}{\eta(-\tau)},
\]

\[
\hat{Z}_{NSNS}(z|\tau) = q^{-\frac{1}{24}} \prod_{n \geq 0} \left( 1 + q^{n+\frac{1}{2}} y \right) \left( 1 + q^{n+\frac{1}{2}} y^{-1} \right) = \frac{\theta_3(mz - \tau)}{\eta(-\tau)},
\]

\[
\hat{Z}_{NSR}(z|\tau) = q^{-\frac{1}{24}} \prod_{n \geq 0} \left( 1 - q^{n+\frac{1}{2}} y \right) \left( 1 - q^{n+\frac{1}{2}} y^{-1} \right) = \frac{\theta_4(mz - \tau)}{\eta(-\tau)}.
\]

(3.23)

The prefactors of \(q\) and \(y\) account for the vacuum values in (3.16) and (3.17); the factor of \(i\) in \(\hat{Z}_{RR}\) is just for ease of writing it in terms of known modular forms. Our conventions on theta functions and Dedekind’s eta function are in appendix B.

With these explicit expression for the characters, it is straight forward to extract their transformation properties under \(S\) and \(T\). We can use the Jacobi identities (B.4) to write

\[
\hat{Z}_{RR}(z|\tau) = ie^{i\pi m^2 z^2} \hat{Z}_{RR}(\frac{z}{\tau} - \frac{1}{\tau}),
\]

\[
\hat{Z}_{RNS}(z|\tau) = e^{i\pi m^2 z^2} \hat{Z}_{RNS}(\frac{z}{\tau} - \frac{1}{\tau}),
\]

\[
\hat{Z}_{NSNS}(z|\tau) = e^{i\pi m^2 z^2} \hat{Z}_{NSNS}(\frac{z}{\tau} - \frac{1}{\tau}),
\]

\[
\hat{Z}_{NSR}(z|\tau) = e^{i\pi m^2 z^2} \hat{Z}_{NSR}(\frac{z}{\tau} - \frac{1}{\tau}).
\]

(3.24)

This should be compared with the \(S\) transformation (3.10). Recall that \(m^2 = \frac{k}{3}\), hence the phase factors are those capturing the anomalous term in \(S\)! However, the individual characters do not satisfy (3.10). For instance, the factor of \(i\) spoils \(S\) covariance for \(\hat{Z}_{RR}\), unless we consider two complex fermions — allowing invariance in the double cover — or 4 complex fermions for full invariance. On the other hand it seems perfectly possible to make \(S\) invariant combinations of single fermions by combining the other 3. An \(S\) invariant expression is

\[
\alpha \hat{Z}_{NSNS}(z|\tau) + \beta \left( \hat{Z}_{RNS}(z|\tau) + \hat{Z}_{NSR}(z|\tau) \right),
\]

(3.25)
with $\alpha$ and $\beta$ suitable real parameters. However, as we will see shortly, this is not compatible with $T$ transformations.

For a CFT, invariance under $T$ is not very restrictive, if not automatic in many cases. In a WCFT, while we impose the same physical requirement, it does limit the system more dramatically. The $T$ transformation comes from momentum quantization on the circle of interest. For the Weyl fermion we chose the frame $(\ell, \bar{\ell}) = (1, 1)$, and hence quantization of $J$ is equivalent to invariance under

$$T: \tau \rightarrow \tau + 1, \quad \bar{\tau} \rightarrow \bar{\tau} + 1. \quad (3.26)$$

Using the properties of the theta functions (B.5) gives

\begin{align*}
\hat{Z}_{RR}(z|\tau + 1) &= e^{-i\frac{\pi}{6}} \hat{Z}_{RR}(z|\tau), \\
\hat{Z}_{RNS}(z|\tau + 1) &= e^{-i\frac{\pi}{6}} \hat{Z}_{RNS}(z|\tau), \\
\hat{Z}_{NSNS}(z|\tau + 1) &= e^{i\frac{\pi}{12}} \hat{Z}_{NSR}(z|\tau), \\
\hat{Z}_{NSR}(z|\tau + 1) &= e^{i\frac{\pi}{12}} \hat{Z}_{NSNS}(z|\tau). \quad (3.27)
\end{align*}

In a CFT these phases are present but irrelevant, since the partition functions are composed of complex conjugate pairs of characters. For a WCFT this is no longer the case, which gives rise to further restrictions.

It is now clear that we can construct two inequivalent modular invariant partition functions, which satisfy (3.10) and (3.13) simultaneously. Starting with $\hat{Z}_{RR}$, for full invariance under $S$ we need to consider $N = 4n$ complex fermions, and hence

$$\hat{Z}_{R,\text{full}}(z|\tau) = \left[ \hat{Z}_{RR}\left(\frac{z}{\sqrt{4n}}|\tau\right) \right]^{4n}, \quad n \in \mathbb{Z}. \quad (3.28)$$

Demanding $T$ invariance restricts the U(1) level to be

$$k = \frac{4n}{3} + 4p, \quad p \in \mathbb{Z}. \quad (3.29)$$

This reproduces (2.48) up to a factor of 2 simply because we allowed for semi-integer quantization in section 2.1. While only imposing $T$ invariance allows to have just $N = 1$ in the R sector, $S$ invariance forces us to consider only multiple of four complex fermions. There is no counterpart of (3.28) in a CFT, since for a CFT the relevant holomorphic character is $\hat{Z}_{RR}(z = 0|\tau)$ which is trivial. The partition function for the R sector in a WCFT is non-trivial, and this makes (3.28) unique and novel.

The other modular invariant combination comes by combining characters of the NS sector. The combination in (3.25) is compatible with $S$ but clearly not uniform with respect to $T$ due to (3.27). In this case, invariance under $T$ requires that we have a multiple of 8 complex fermions — such that the powers of the characters transforms uniformly — and then it further restricts $k$ by demanding (3.13). Hence, a modular invariant partition function in the NS sector is

\begin{align*}
\hat{Z}_{NS,\text{full}}(z|\tau) &= \left[ \hat{Z}_{NSNS}\left(\frac{z}{\sqrt{8n}}|\tau\right) \right]^{8n} + \left[ \hat{Z}_{RNS}\left(\frac{z}{\sqrt{8n}}|\tau\right) \right]^{8n} + \left[ \hat{Z}_{NSR}\left(\frac{z}{\sqrt{8n}}|\tau\right) \right]^{8n}, \quad (3.30)
\end{align*}
with \( c = N = 8n \) and \( n \in \mathbb{Z} \). This combination transforms as required by \( S \), and \( T \) invariance further requires
\[
k = -\frac{4n}{3} + 4p = \frac{8n}{3} + 4p',
\]
for some integer \( p \) or \( p' \). This agrees again with our previous results \((2.47)\) if we demand integer quantization. Notice this is the same as \((3.29)\) in terms of the total number of fermions \( N \).

3.2 Primary content of the Warped Weyl fermion theory

As it stands, the modular invariant partition functions \((3.28)\) and \((3.30)\) are casted in terms of fermionic representations of the Virasoro-Kac-Moody algebra. We now decompose these partitions functions in terms of bosonic characters of the algebra. This makes evident that in, e.g., \((3.30)\) all coefficients in the sum are positive, and hence might hint to an interesting process of bosonization in WCFTs.

More concretely, we want to organize the partition function
\[
\hat{Z}(z|\tau) = \text{Tr} \left( e^{2\pi iz\hat{L}_0} e^{-2\pi i\tau \hat{P}_0} \right)
\]
in terms of primaries states of the algebra and its descendants. For this purpose, it is convenient to cast the spectrum of the Virasoro sector as
\[
\hat{L}_0 = \hat{h} + \frac{P^2}{k}, \quad \hat{h} \geq 0,
\]
where we are accounting for the Sugawara contribution of \( \hat{P}_0 = p \) to the Virasoro current; this just follows from \((A.13)\). Here we will use \( \hat{h} \) and \( p \) as the quantum numbers of a primary state \( |\hat{h},p\rangle \) on the plane. Then \((3.32)\) can be organized as
\[
\hat{Z}(z|\tau) = q^{-c/24} \sum_p e^{2\pi i z p} \frac{q^2}{\phi(q)} \sum_{\hat{h}} \chi_{\hat{h}}(q) q^{\hat{h}},
\]
Here the sums run over values of \( \hat{h} \) and \( p \) in the spectrum; note that \( \hat{h} \) could still have residual dependence on \( p \), so the ordering of the summation is a priori non-trivial. The descendants created by acting with \( P_{-n} \)'s on \( |\hat{h},p\rangle \) are accounted by the Euler phi function
\[
\phi(q) = \prod_{n=1}^{\infty} (1 - q^n),
\]
while the descendants arising from the action of \( L_{-n} \)'s are counted by an ordinary Virasoro character with central charge \( c - 1 \): \( \chi_{\hat{h}}(q) \).

Our aim is to decompose the partition functions for the Warped Weyl fermion system as in \((3.34)\). To start we consider again \((3.23)\), now expressed as a sum; the structure of each fermionic character can be summarized as follows
\[
\hat{Z}^{(ab)}(z|\tau) = q^{-1/24} \sum_{r \in \mathbb{Z} + a/2} (-1)^{br} g^r q^{\frac{r^2}{2}} \phi(q),
\]
\footnote{We could of course discuss this decomposition for \( Z_{\ell\ell}(v|\tau) \) as well; for sake of simplicity we focus on \( \hat{Z}(z|\tau) \).}
The parameters \((a, b)\) control boundary conditions around the spatial and temporal cycle respectively; for example, \(a = 0\) and \(b = 1\) corresponds to \(\hat{Z}_{\text{NSR}}\). (3.36) already resembles the structure in (3.34) with \(\hat{h} = 0\), \(p = mr\), \(k = 2m^2\) and \(\chi_a(q) = 1\) since a single fermion has \(c = 1\).

However, the combinations of interest are those in (3.28) and (3.30) which involve powers of \(\tilde{Z}^{(ab)}\). In this case, we have that the \(N\)-th power of (3.36) is

\[
q^{-\frac{N}{2}} \sum_{\tilde{\vec{r}} \in \mathbb{Z} + \tfrac{N-1}{2}} (-1)^{b\tilde{\vec{r}}} y^{\frac{\vec{r}}{N}} \frac{q^{2N}}{\phi(q)} \left( \sum_{\{r_i\} \in \mathbb{Z} + \frac{N}{2}} \frac{q^{\frac{1}{2}(r_1^2 + \ldots + r_N^2)} - (r_1^2 + \ldots + r_N^2)}{2N} \right) \tag{3.37}
\]

In comparison to (3.34), we need to show that the term in parentheses can be interpreted as the sum of \(N - 1\) bosonic characters with \textit{non-negative} primary weights, i.e., a legitimate unitary Virasoro character. Indeed, we may write the weights as

\[
r_i^2 + \ldots + r_N^2 - \frac{(r_1 + \ldots + r_N)^2}{N} = \sum_{i,j=1}^{N} r_i (\delta_{ii'} - 1) r_{i'}. \tag{3.38}
\]

The symmetric matrix \(A_{ii'} = (\delta_{ii'} - \frac{1}{N})\) has one vanishing eigenvalue corresponding to the total charge: the vector with all of its components being 1. Moreover, the \(N - 1\) dimensional subspace of vectors with vanishing sum of their components is an eigenspace of \(A\) with eigenvalue 1. This clearly shows that \(A\) is positive semidefinite. Let \(O\) be the \textit{real} orthogonal matrix diagonalizing \(A\): \(OAO^T = \text{diag}(0, 1, 1, \ldots, 1)\). Then we may write

\[
\sum_{i,j=1}^{N} r_i (\delta_{ii'} - 1) r_{i'} = \sum_{j=2}^{N} \left( \sum_{i=1}^{N} O_{ji} r_i \right)^2. \tag{3.39}
\]

Define \(N - 1\) weights associated to a charge vector \(\vec{r} = (r_1, \ldots, r_N)\) as

\[
\hat{h}_j(\vec{r}) = \frac{1}{2} \left( \sum_{i=1}^{N} O_{ji} r_i \right)^2 \geq 0, \quad j = 2, \ldots, N, \tag{3.40}
\]

which allows us to write

\[
\chi_{a,\vec{r}}(q) \equiv \sum_{\{r_i\} \in \mathbb{Z} + \frac{N}{2}} \frac{q^{\frac{1}{2}(r_1^2 + \ldots + r_N^2)} - (r_1^2 + \ldots + r_N^2)}{2N} \phi(q)^{N-1} = \prod_{j=2}^{N} \left( \frac{\hat{h}_j(\vec{r})}{\phi(q)} \right). \tag{3.41}
\]

This is a product of \(N - 1\) scalar characters with positive weights, as claimed. Note that this expression depends only on \(a\), and the spatial boundary conditions through the choice of \(a = 0, 1\) in the sum. Replacing in (3.37) we have

\[
\left( \tilde{Z}^{(ab)} \left( \frac{z}{\sqrt{N}} | \tau \right) \right)^N = q^{-\frac{N}{2}} \sum_{\tilde{\vec{r}} \in \mathbb{Z} + \frac{aN}{2}} (-1)^{b\tilde{\vec{r}}} y^{\frac{\vec{r}}{N}} \frac{q^{2N}}{\phi(q)} \chi_{a, \vec{r}}(q). \tag{3.42}
\]
We are now ready to evaluate the modular invariant functions for the fermion system. From (3.30) we have

\[
\hat{Z}_{\text{NS,full}}(z|\tau) = \left( \hat{Z}_{\text{NSNS}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{RNS}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{NSR}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{RR}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} \\
= 2q^{-n/3} \sum_{\ell \in 2\mathbb{Z}} y^{\frac{\ell^2}{8n}} \frac{q^{16n}}{\phi(q)} \chi_{0,\ell}(q) + q^{-n/3} \sum_{\ell \in \mathbb{Z}} y^{\frac{\ell^2}{8n}} \frac{q^{16n}}{\phi(q)} \chi_{1,\ell}(q) . \quad (3.43)
\]

While the individual contributions in (3.42) have negative coefficients, the modular invariant combination \(\hat{Z}_{\text{NS,full}}\) has only positive coefficients.

The other modular invariant \(\hat{Z}_{\text{R,full}}\) in (3.28) is of the form (3.42) and hence will have both positive and negative coefficients. However, it is possible to form combinations that involve the Ramond sector while keeping all coefficients positive. In particular, we have

\[
\left( \hat{Z}_{\text{NSNS}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{RNS}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{NSR}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{RR}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} \\
= 2q^{-n/3} \sum_{\ell \in 2\mathbb{Z}} y^{\frac{\ell^2}{8n}} \frac{q^{16n}}{\phi(q)} (\chi_{0,\ell}(q) + \chi_{1,\ell}(q)) , \quad (3.44)
\]

and

\[
\left( \hat{Z}_{\text{NSNS}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{RNS}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} + \left( \hat{Z}_{\text{NSR}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} - \left( \hat{Z}_{\text{RR}}\left( \frac{z}{\sqrt{8n}} | \tau \right) \right)^{8n} \\
= 2q^{-n/3} \sum_{\ell \in 2\mathbb{Z}} y^{\frac{\ell^2}{8n}} \frac{q^{16n}}{\phi(q)} \chi_{0,\ell}(q) + 2q^{-n/3} \sum_{\ell \in 2\mathbb{Z}+1} y^{\frac{\ell^2}{8n}} \frac{q^{16n}}{\phi(q)} \chi_{1,\ell}(q) . \quad (3.45)
\]

These two last expressions are rather unique to WCFTs; there is no counterpart of these combinations in a regular CFT. They also hint at a rather novel version of bosonization in WCFT. It would be interesting to explore if these combinations could be realized by a bosonic field on a lattice.

### 3.3 On modular invariance for trace partition functions

An important principle we have used throughout is invariance under \(S\). Around (3.10) we used that the partition function that has a trivial modular invariant exchange property is \(Z_{0\,\overline{1}}(\bar{\tau}|\tau)\). In particular we declared as a symmetry of the system that

\[
Z_{0\,\overline{1}}(\bar{\tau}|\tau) = Z_{\overline{\tau}|\tau}(0|1) . \quad (3.46)
\]

We can use this expression together with (3.7) to construct the general exchange formula

\[
Z_{\bar{\ell}\ell}(\bar{\tau}|\tau) = e^{\eta_{\bar{\ell}\ell} \bar{\tau}} Z_{\overline{\tau}|\tau}(-\bar{\ell} - \ell) . \quad (3.47)
\]

---

8If we interpreted \(\hat{Z}_{\text{R,full}}\) as an index instead of a partition function it would be perfectly natural to have both positive and negative coefficients. Regardless, all coefficients are integral in \(\hat{Z}_{\text{R,full}}\).
The sign change is necessary so we define the partition function where it is manifestly convergent. Along these lines, the generalization of $T$ invariance is

\[ Z_{\vec{\ell}\ell}(\bar{\tau} + \bar{\ell}|\tau + \ell) = Z_{\vec{\ell}\ell}(\bar{\tau}|\tau) , \]  

provided we quantized angular momentum using the spatial cycle $(\bar{\ell}, \ell)$. From here one can infer that the generalization of (3.13) is

\[ \hat{Z}(z|\tau) = e^{\pi ik\frac{\bar{\ell}^2}{2}} \hat{Z}(z|\tau + 1) . \]  

It is not unexpected that (3.47) has a anomalous piece, since the symmetry is anomalous. However, the exponent is not a priori evident: a different exponent would modify (3.46) and spoil our analysis for the fermion. In the following we would like to explain why our conditions are natural and physically motivated.

One way to do so is by writing the partition function in a language that makes manifest the warped geometry. The symmetry is anomalous, so the partition function could depend on quantities that are not invariant under warped conformal transformations. A good starting point is then to list the invariant combinations. Define vectors \( \vec{p} = (\bar{p}, p) \), \( \vec{w} = (\bar{w}, w) \),

\[ \frac{\vec{p} \times \vec{w}}{|\vec{p}|^2 |\vec{w}|^2} , \frac{|\vec{p}|}{|\vec{w}|} , \]  

which are defined in the \((v, u)\) plane. In this notation \( u \) is the scaling direction in the warped geometry, and under this scaling a vector transforms as

\[ \vec{p} = (\bar{p}, p) \rightarrow (\bar{p}, \lambda p) . \]  

There are two combinations that are invariant under (3.51) \[23\]:

\[ \frac{\vec{p} \times \vec{w}}{|\vec{p}|^2 |\vec{w}|^2} , \frac{|\vec{p}|}{|\vec{w}|} , \]  

where

\[ |\vec{p}| \equiv p , \quad \vec{p} \times \vec{w} \equiv \bar{p}w - \bar{w}p . \]  

Notice that \( |\vec{p}| \) is not necessarily positive. The combinations (3.52) are moreover invariant under warped conformal transformations; we refer the reader to \[23\] for details and derivations.

In this language, we notice that \( \hat{Z} \) defines a quantity which is invariant under warped conformal transformations:

\[ \hat{Z} \left( \frac{\vec{\ell} \times \vec{\tau}}{|\vec{\ell}|^\frac{1}{2} |\vec{\tau}|^\frac{1}{2}} , \frac{|\vec{\tau}|}{|\vec{\ell}|} \right) = e^{-\pi ik\ell \left( \frac{\bar{\tau}}{|\ell|} - \frac{\bar{\ell}}{|\tau|} \right)} Z_{\vec{\ell}\ell}(\bar{\tau}|\tau) . \]  

The phases involved in the expression above quantify exactly the breaking of the symmetry. Now we would like to define modular invariance in this setup. This is just the statement that partition functions are invariant under the exchange of the \( \ell \) and \( \bar{\tau} \) cycles. This would amount to

\[ Z_{\vec{\ell}\ell}(\bar{\tau}|\tau) \sim Z_{\bar{\tau}|\tau}(-\bar{\ell} - \ell) . \]
Now we show that the symbol $\sim$ above cannot mean equality as this would contradict the fact that the function $\hat{Z}$ is only a function of invariant quantities. Let us define

$$Z_{\vec{l}\ell}(\vec{\tau}|\ell) \equiv e^{f(\vec{l},\vec{\tau})} Z_{\vec{\tau}|\vec{\ell}}(-\vec{\ell} - \ell) .$$

(3.56)

This is of course always possible for a suitable function $f$. Using this expression in (3.54) we obtain

$$\hat{Z} \left( \frac{\vec{l} \times \vec{\tau}}{|\vec{l}||\vec{\tau}|} \right) = e^{\frac{2\pi i (\vec{l} \cdot \vec{\tau})}{|\vec{l}||\vec{\tau}|}} \hat{Z} \left( \frac{\vec{l} \times \vec{\tau}}{|\vec{l}||\vec{\tau}|} - \frac{|\vec{l}|}{|\vec{\tau}|} \right) .$$

(3.57)

The left hand side is an invariant quantity, therefore $f$ can’t be trivial nor invariant under warped transformations. In order to cancel the non-invariant term in the right hand side, we must have

$$f(\vec{l}, \vec{\tau}) = i\pi k \vec{l} \cdot \vec{\tau} + g(\vec{l}, \vec{\tau})$$

(3.58)

where $g(\vec{l}, \vec{\tau})$ is an arbitrary function that is invariant under warped conformal transformations. The natural definition of modular invariance in a WCFT is, thus,

$$g(\cdot) = 0 .$$

(3.59)

For further reference we quote this result in covariant form

$$\hat{Z} \left( \frac{\vec{l} \times \vec{\tau}}{|\vec{l}|} \right) = e^{\frac{2\pi i (\vec{l} \cdot \vec{\tau})}{|\vec{l}|}} \hat{Z} \left( \frac{\vec{l} \times \vec{\tau}}{|\vec{\tau}|} - \frac{|\vec{l}|}{|\vec{\tau}|} \right) ,$$

(3.60)

and explicitly

$$\hat{Z} \left( \frac{\vec{l} \times \vec{\tau}}{\vec{l}} \right) = e^{\frac{2\pi i (\vec{l} \cdot \vec{\tau})}{|\vec{l}|}} \hat{Z} \left( \frac{\vec{l} \times \vec{\tau}}{|\vec{\tau}|} - \frac{|\vec{l}|}{|\vec{\tau}|} \right) .$$

(3.61)

Notice that in [21] the transformation of the partition function under the exchange of cycles was assumed to be (3.46). Here we can establish that this is the case as a consequence of (3.58) and (3.59).

4 Thermodynamics

We will now discuss the thermodynamic properties of WCFTs. We will use modular invariant properties of the preferred frame $(\vec{l}|\ell) = (0|1)$ to extract properties of the system at “high temperatures.” From here we can evaluate the entropy and other thermodynamic properties in any other frame.

These calculations are done in the canonical ensemble, and in this ensemble we will recover and extend the results in [21]. It is also of interest to comment on the relation of these calculations to the micro-canonical counterpart. In concrete terms, we will discuss the consequences of modular invariance on the density of states of WCFTs.
4.1 Canonical ensemble

Given a partition function \( Z \), it is possible to define a canonical entropy \( S \) through

\[
S_{\bar{\ell} \ell}(\tau|\bar{\tau}) \equiv (1 - \bar{\tau} \partial_{\tau} - \tau \partial_{\bar{\tau}}) \log Z_{\bar{\ell} \ell}(\bar{\tau}|\tau) .
\]  

(4.1)

Notice that this quantity can only have statistical meaning as a canonical entropy whenever the thermodynamic potentials \( \bar{\tau} \) and \( \tau \) are purely imaginary. In that case \( Z \) is a statistical partition function. If this was not the case, it would be some kind of index and we could still calculate \( S \), although we have to be careful in interpreting it physically.

Making use of (3.7), we can easily obtain \( S_{\bar{\ell} \ell} \) in terms of the entropy defined in the preferred frame \( (\bar{\ell},\ell) = (0,1) \). We have

\[
S_{\bar{\ell} \ell}(\bar{\tau}|\tau) = (1 - \bar{\tau} \partial_{\tau} - \tau \partial_{\bar{\tau}}) \log \left[ e^{\frac{xik}{2}} \tilde{Z} \left( \frac{z}{t} - \bar{\ell} \ell \right) \right] = (1 - z \partial_{z} - t \partial_{t}) \log \tilde{Z}(z|t)\bigg|_{z=\bar{\tau} - \bar{\ell} \ell, t=\tau} = \tilde{S} \left( \bar{\tau} - \bar{\ell} \ell \right) .
\]  

(4.2)

The entropy, in terms of thermodynamic potentials, is blind to the anomalous transformation of \( Z \). This is to be expected if one wants to give statistical meaning to \( S \) and at the same time view (3.7) as a coordinate transformation. All observers must agree on the results of the counting problem. Hence, without loss of generality, we will evaluate \( \tilde{S} \).

Now, using modular invariance we can calculate the entropy of WCFTs in the “high temperature” regime, i.e. \( \tau \to -i0 \), and recover the results in [21]. We can use (3.61) to write

\[
\hat{S}(z|t) = (1 - z \partial_{z} - t \partial_{t}) \log \left[ e^{\frac{xik}{2}} \tilde{Z} \left( \frac{z}{t} - \frac{1}{t} \right) \right] = (1 - z \partial_{z} - t \partial_{t}) \log \tilde{Z} \left( \frac{z}{t} - \frac{1}{t} \right) .
\]  

(4.3)

Once again, the anomalous factor drops out of the calculation. If we understand the \( \tau \to -i0 \) limit of this expression we can calculate the entropy. Here we proceed as in standard CFT. We can argue that the partition function will be dominated by the most important term in the trace over states. In particular,

\[
\tilde{Z} \left( \frac{z}{t} - \frac{1}{t} \right) = \text{Tr} \left( e^{2\pi i \frac{z}{t} \hat{P}_{0} + 2\pi i \frac{1}{t} (\hat{L}_{0} - \frac{c}{24})} \right) \to e^{2\pi i \frac{z}{t} \hat{P}_{0} + 2\pi i \frac{1}{t} (\hat{L}_{0} - \frac{c}{24})} ,
\]  

(4.4)

where \( \hat{L}_{0}^{*} \) is the minimum value of \( \hat{L}_{0} \) in the spectrum and \( \hat{P}_{0}^{*} \) is the charge of that state. It is important to notice that this result is only strictly valid for imaginary values of \( z \) and when the spectrum of \( \hat{P}_{0} \) is real up to an overall shift. If this was not the case the result above has to be revised and we will comment on it shortly. If we plug this in the expression for the entropy (4.3) we obtain

\[
\hat{S}(z|t) = 2\pi i \frac{z}{t} \hat{P}_{0}^{*} + 4\pi i \frac{1}{t} \left( \hat{L}_{0}^{*} - \frac{c}{24} \right) .
\]  

(4.5)

This is the result quoted in [21] for the preferred quantization circle \( (\bar{\ell},\ell) = (0,1) \). We notice that the first term is unusual, if compared to standard CFT results.
The minimal value of $L_0$ is given by primaries that saturate the unitarity bound; see (2.53). In that case
\[ \hat{L}_0^* = \frac{\hat{P}_0^2}{k}, \tag{4.6} \]
and we must find the state with lowest absolute value of $\hat{P}_0$. It is natural to assume that the spectrum contains a neutral state, which gives $\hat{P}_0^* = 0$, and hence the entropy is\footnote{In general we cannot prove that a neutral state exists for any WCFT. However, by using (3.10) twice gives $Z(z|\tau) = Z(-z|\tau)$; this further implies that the spectrum is invariant under $\hat{P}_0 \to -\hat{P}_0$. If the neutral state is not present, we would simply write a generalization of (4.7) that accounts for the reflection symmetry.}
\[ \hat{S}(z|t) = -\pi i c \frac{c}{6t}. \tag{4.7} \]
And in a generic frame the entropy is given by
\[ S_{\tilde{\ell}\ell}(\tilde{\tau}|\tau) = -\pi i \ell \frac{c}{6\tau}, \tag{4.8} \]
when $\tilde{\tau} \to -i0$. Notice that the entropy does not exhibit any dependence on the thermodynamic potential $\tilde{\tau}$, nor the circle data $\tilde{\ell}$. These manipulations so far are valid for the Warped Weyl Fermion studied in previous sections. Therefore, the modular invariant combinations constructed in section 3 for a system of $N$ Warped Weyl Fermions exhibit a canonical entropy given by (4.8) with $c = N$.

It is instructive to recast the results above in terms of the expectation values of the operators $P_0$ and $L_0$ given the thermodynamic potentials. These are given by
\[
\langle P_0 \rangle = \frac{1}{2\pi i} \partial_\tau \log Z_{\tilde{\ell}\ell}(\tilde{\tau}|\tau), \\
\langle L_0 \rangle = -\frac{1}{2\pi i} \partial_\tau \log Z_{\tilde{\ell}\ell}(\tilde{\tau}|\tau). \tag{4.9} 
\]
In this case the anomalous terms in the transformation contribute to the calculation. Keeping track of these terms we obtain:
\[
\langle P_0 \rangle = \frac{\ell}{\tau} \left( \frac{k}{2\tau} + \hat{P}_0^* \right), \tag{4.10} 
\]
and
\[
\langle L_0 \rangle = \frac{\ell}{\tau^2} \left( \frac{k}{4} \tilde{\tau}^2 + \tau \hat{P}_0^* + \hat{L}_0^* - \frac{c}{24} \right). \tag{4.11} 
\]
For our Warped Weyl Fermion we can plug in $\hat{P}_0^* = \hat{L}_0^* = 0$ and obtain
\[
\langle P_0 \rangle = \frac{\ell}{\tau} \frac{k}{2\tau}, \\
\langle L_0 \rangle = \frac{\ell}{\tau^2} \left( \frac{k}{4} \tilde{\tau}^2 - \frac{c}{24} \right). \tag{4.12} 
\]
It is clear from the expressions above that an imaginary value for $\tilde{\tau}$ yields arbitrary real values for $\langle P_0 \rangle$ and negative imaginary values for $\tau$ yields positive values for $\langle L_0 \rangle$. This justifies the interest in this limit where we can give a statistical meaning to $S$. 
Plugging (4.12) in (4.8) we recover, in any frame, the expected chiral CFT result:

$$S_{\ell} = 2\pi \sqrt{\frac{c}{6} \left( \langle L_0 \rangle - \frac{(P_0)^2}{k} \right)} .$$

(4.13)

The fact that the entropy depends only on the spectral flow invariant quantity $\langle L_0 \rangle - \frac{(P_0)^2}{k}$ is consistent with micro-canonical arguments that show that Virasoro-Kac-Moody representations with all charges have the same number of states at a given Virasoro level [32].

To make a more precise connection to the micro-canonical ensemble we will need to integrate the expressions above over the thermodynamic potentials $\bar{\tau}$ and $\tau$. We will discuss this in the next subsection. Therefore, we might be interested in the behavior of $Z$ in the complex $z$ plane. Notice that if $z$ is not purely imaginary the most dominant term in the trace could be different. The lowest states still satisfy (4.6), but this time the dominant term of the sum is given by the a different minimization problem:

$$\hat{P}_0^* : \min \left\{ \text{Re}(z) \hat{P}_0 + \frac{\hat{P}_0^2}{k} \right\} \rightarrow \hat{P}_0^* = - \frac{k}{2} \text{Re}(z) = - \frac{k}{2} \text{Re}(\bar{\tau}) .$$

(4.14)

It is important to make clear that we are assuming the spectrum is dense enough that there exists a state with a charge in the neighborhood of this value. Still, if the spectrum is discrete we should stress that no differential operator involving $z$ acts non trivially on $\hat{P}_0^*$. We can therefore adapt our old formulae to this case. In particular, the expectation values of the charges are now

$$\langle P_0 \rangle = \frac{\ell}{\tau} \frac{k}{2} \text{Im}(\bar{\tau}) ,$$

(4.15)

and

$$\langle L_0 \rangle = - \frac{\ell}{\tau^2} \left( \frac{k}{4} \left( \text{Im}(\bar{\tau}) \right)^2 + \frac{c}{24} \right) .$$

(4.16)

We see they are independent of the real part of $\bar{\tau}$. As such, the expression for the entropy in this limit is necessarily changed to

$$S_{\ell} = 4\pi i \frac{\hat{P}_0^* (\hat{P}_0)}{k} + 2\pi \sqrt{\frac{c}{6} \left( \langle L_0 \rangle - \frac{(\hat{P}_0)^2}{k} \right)} ,$$

(4.17)

where $\langle \hat{P}_0 \rangle$ is the expectation value of the charge in the preferred circle and related to the general result by

$$\langle P_0 \rangle = \frac{k \hat{P}_0}{2} + \langle \hat{P}_0 \rangle .$$

(4.18)

This result yields an interesting consequence. Different limits in the canonical entropy yield different results for the same expectations values of the charges! This casts doubts on the interpretation of the first term as a microcanonical result. While this might seem obvious given that the contribution is imaginary, in cases of interest in holography this contribution might be real [21] and we might wonder whether it can be interpreted as microcanonical counting. In any case, for the case of interest in this work, the Warped
Weyl Fermion, we see that charges are quantized in units of $\sqrt{\frac{k}{2}}$. Therefore the naive microcanonical density of states is

$$\rho_{\text{naive}} \sim e^S = e^{2\pi \sqrt{\frac{1}{k} \left( (L_0) - \frac{(P_0)^2}{2} \right)}} e^{2\pi i n} = e^{2\pi \sqrt{\frac{1}{k} \left( (L_0) - \frac{(P_0)^2}{2} \right)}},$$

where $n = 2 \frac{P_0^* (P_0)}{k} \in \mathbb{Z}$. Hence, there seems to be no ambiguity in this case.

### 4.2 Micro-canonical ensemble

In order to obtain the micro-canonical density of states from canonical computations we must perform the following integral transform

$$\rho(p,h) = \int d\tau e^{2\pi i r h - 2\pi i \hat{P}_0^* \tau} Z_{\Phi \ell}(\tau) \, .$$

The contour of integration is for both variables over the real axis.

Let us first consider a simpler problem. Suppose we are interested in calculating the density of states given a value of $L_0$ charge $h$ but summing over all possible $P_0$ charges. Then, we can just plug in $\bar{\tau} = 0$ and compute

$$\rho(h) = \int d\tau e^{2\pi i r h} Z_{\Phi \ell}(0) \, .$$

Here we can assume the integral will be dominated at large $h$ by a saddle present at $\tau \to -i0$. We can therefore use the expression

$$Z_{\Phi \ell}(0) \sim e^{- \frac{i \pi c}{12} \tau}. \quad (4.22)$$

The saddle of the integral if found at $\tau^2 = -\frac{c}{24h}$, which at large $h$ is consistent with the high temperature limit. We can then evaluate the integral to leading order as

$$\rho(h) = e^{2\pi \sqrt{\frac{c}{6} h^2}}. \quad (4.23)$$

Notice this result obviously agrees with our expectations from the canonical ensemble (4.19).

Now we would like to go back to the calculation of $\rho(p,h)$. The problem now is that we expect many saddles: one contribution for each charge $\hat{P}_0^*$ in the spectrum that corresponds to the real part of $\bar{\tau}$. Going through the same mechanics as above we expect each saddle to contribute, which in the limit $p \gg 1$ and $h - \frac{\hat{p}}{\tau} \gg 1$ is given by

$$\rho(p,h)_{\hat{P}_0^*} = e^{4\pi \sqrt{\frac{c}{6} \left( p - \frac{\hat{p}}{\tau} \right)}} e^{2\pi \sqrt{\frac{c}{6} \left( h - \frac{\hat{p}^2}{\tau} \right)}} \, .$$

One would expect that one needs to sum over all values of $\hat{P}_0^*$. If they are quantized in units of $\sqrt{\frac{k}{2}}$ like in our Warped Weyl Fermion, as well as the charges $\hat{p} \equiv p - \frac{\hat{p}^2}{\tau}$, then the sum becomes delta function localized over the physical spectrum and the growth of states with given charge depends only on the spectral flow invariant combination:

$$\rho(p,h) = e^{2\pi \sqrt{\frac{c}{6} \left( h - \frac{\hat{p}^2}{\tau} \right)}} \, .$$

(4.25)

In more complicated cases where the spectrum is not distributed as that of the Warped Weyl Fermion or, as in holography, $\hat{P}_0^*$ becomes imaginary, it is not clear how to interpret microcanonically the term in the canonical entropy depending on the $\bar{\tau}$ potential.
5 Discussion

WCFTs are interesting non-relativistic field theories, with some rather peculiar and novel features. To display some of these peculiarities, we have discussed in length the simplest realization of a WCFT: a massive Weyl fermion in two spacetime dimensions. To summarize, the most striking oddities of our findings are:

1. In section 2.2 we showed that the angular momentum $J$ is bounded from above. This is intimately related to spectral flow transformations; we are not aware of any relativistic system that has this same property.

2. A WCFT has a preferred frame; one where the spatial cycle is $(\bar{\ell}, \ell) = (0, 1)$. In this frame, modular properties of the torus partition function resemble those of weak Jacobi modular forms, but with some important differences which we will discuss below.

3. The partition function of periodic (Ramond) fermions in a WCFT is non-trivial. Using this new character, we built two new fermionic partition functions in section 3.2; the spectrum is unitary and the functions are modular covariant.

4. If the spectrum of $P_0$ is real and evenly quantized, which is the case for the Weyl fermion, the canonical and micro-canonical entropy at high temperatures is governed by only the spectral flow invariant combinations. However, if the spectrum of $P_0$ deviates from this case we cannot estimate the density of states universally.

There are some further generalizations of our discussion that are worth highlighting. In section 2 we have demanded quantization on a particular circle $(\bar{\ell} = \ell = 1)$. This is arbitrary and obscures the rescaling invariance of the level $k$ in a U(1) Kac-Moody algebra. The generalization is straightforward and goes as follows: if one wanted to demand angular momentum quantization in an arbitrary circle parameterized by $(\bar{\ell}, \ell)$, one is led to the quantization condition (for a theory including the NS sector):

$$6\bar{\ell}^2 k + c = 24p,$$

(5.1)

where $c$ is the total central charge and $p$ an arbitrary integer. Notice this agrees with our previous formulae in section 2.2. Also, this is manifestly dimensionless as $k$ has units of $\bar{\ell}^{-2}$. As such we see that the only thing that can be fixed is the dimensionless quantity $k\bar{\ell}^2$, which one can interpret as magnetic flux from the spectral flow perspective. Indeed $\bar{\ell}^2 k$ is just the $P_0$ charge of the state that corresponds to the vacuum in the canonical circle $(\bar{\ell}, \ell) = (0, 1)$. This is a physical parameter of our theory and plays a role similar to the central charge.

In addition to the quantization condition (5.1), we can infer another quantization condition from modular properties of $\hat{Z}$. Recall that in the canonical circle $(\bar{\ell}, \ell) = (0, 1)$, the $S$ and $T$ transformations are given by (3.10) and (3.13) respectively. Acting with $S^2$ we find

$$\hat{Z}(z|\tau) = \hat{Z}(-z|\tau),$$

(5.2)
which gives a reflection symmetry of the spectrum of $P_0$. Acting with $(ST)^3$ on the partition function gives
\[ \hat{Z}(z|\tau) = e^{i\pi k\frac{3}{2}} \hat{Z}(-z|\tau) . \] (5.3)
Combining (5.2) and (5.3) we find that consistency of the modular transformations requires
\[ k \in \frac{4}{3} n , \quad n \in \mathbb{Z} . \] (5.4)
In combination with (5.1) this implies that any modular invariant WCFTs must have a central charge $c$ that is a multiple of 8.

WCFTs were originally encountered as the asymptotic symmetry algebra of three dimensional warped black holes [33], and later appeared in more general extremal black holes, see e.g. [34–36]. These holographic examples do have some peculiarities that are not easy to account for using our fermionic system. For instance, to match the black hole entropy using the thermal properties of a WCFT one needs that $P_0^*$ is purely imaginary [21]. If there is an imaginary contribution to the spectrum of $P_0^*$ it is not clear how to perform the contour integrals in (4.20); and in the cases where we can perform the integral the first term in (4.17) drops out. This is an important open question regarding the number of microstates of extremal black holes; gravity typically computes canonical quantities through the holographic dictionary, but it is not evident that these quantities are counting a micro-canonical density of states.

The modular properties of warped partition functions share many similarities with weak Jacobi forms. These modular forms are those relevant for the counting of dyons in $N = 4$ string states, and also crucial to account for the Bekenstein Hawking entropy of BPS black holes [37–41]. In this context, $P_0$ is an R-charge in a supersymmetric algebra, and without loss of generality can be taken to be quantized in units of the U(1) level. If this is the case, the statistical mechanics interpretation of weak Jacobi forms is [38]
\[ \rho(p,h) = \int_0^1 dz e^{-2\pi i z p} \int_{-i\infty}^{i\infty} \frac{d\beta}{2\pi i} e^{2\pi \beta h} Z(z|\tau), \quad \tau = -i\beta . \] (5.5)
Performing this Laplace transform is straightforward [42], which results in (4.25). We cannot apply these same assumptions in a WCFT without likely losing interesting features that relate to extremal non-BPS black holes. Still, it might be worthwhile understanding if some of the elegant mathematical structure behind weak Jacobi forms could unveil universal properties of the partition functions of WCFTs.
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A Brief summary on WCFTs

In this appendix we gather some basic properties of WCFTs. The following equations are
based on the results in [21], with the minor caveat that we have adapted some of their
expressions to our notation.

Consider the theory defined on the \((z,w)\) plane as in \((2.4)-(2.5)\). On this plane, we
denote \(T(z)\) as the right moving energy momentum tensor and \(P(z)\) a right moving \(U(1)\)
Kac Moody current. We define

\[
L_n = -\frac{i}{2\pi} \int dz \zeta_n(z) T(z), \quad P_n = -\frac{1}{2\pi} \int dz \chi_n(z) P(z),
\]

where we choose the test functions as \(\zeta_n = z^{n+1}\) and \(\chi_n = z^n\). In terms of the plane charges
\((L_n, P_n)\) the commutations relations are

\[
[L_n, L_{n'}] = (n-n')L_{n+n'} + \frac{c}{12} n(n^2-1)\delta_{n,-n'},
\]

\[
[L_n, P_{n'}] = -n'P_{n'+n},
\]

\[
[P_n, P_{n'}] = \frac{k}{2} \delta_{n,-n'},
\]

which is a Virasoro-Kac-Moody algebra with central charge \(c\) and level \(k\).

\(T(z)\) generates infinitesimal coordinates transformations in \(z\), and \(P(z)\) generates a
gauge transformation in the gauge bundle along \(w\). This is the content of the commutation
relations \((A.2)\). We can think of these transformations as finite coordinate
transformations

\[
w \to w = w' + g(z'), \quad z \to z = f(z'),
\]

and in this case, the finite transformation properties are

\[
P'(z') = \frac{\partial z}{\partial z'} \left( P(z) + \frac{k}{2} \frac{\partial w'}{\partial z} \right),
\]

\[
T'(z') = \left( \frac{\partial z}{\partial z'} \right)^2 \left( T(z) - \frac{c}{12} \{z',z\} \right) + \frac{\partial z}{\partial z'} \frac{\partial w}{\partial z'} P(z) - \frac{k}{4} \left( \frac{\partial w}{\partial z'} \right)^2,
\]

where

\[
\{z',z\} = \frac{\partial^3 z'}{\partial z^3} - \frac{3}{2} \left( \frac{\partial^2 z'}{\partial z^2} \frac{\partial z'}{\partial z} \right)^2.
\]

Among these finite transformations, there is one that is rather interesting. Consider
doing a tilt of the \(w\) direction:

\[
z = z', \quad w = w' + 2\gamma z'.
\]

Under this tilt, the currents transform as

\[
P'(z') = P(z) - k\gamma,
\]

\[
T'(z') = T(z) - 2\gamma P(z) - k\gamma^2,
\]
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which implies that the modes on the plane transform as

\[
L_n \rightarrow L_n^{(\gamma)} = L_n + 2\gamma P_n + \gamma^2 k \delta_{n,0},
\]

\[
P_n \rightarrow P_n^{(\gamma)} = P_n + \gamma k \delta_{n,0}.
\]

(A.8)

This is the usual spectral flow transformation, which leaves the commutations relations (A.2) invariant.

Our final remark is regarding unitary representations. The currents \(T(z)\) and \(P(z)\) are hermitian, and hence

\[
L_{-n} = \bar{L}_n, \quad P_{-n} = \bar{P}_n.
\]

(A.9)

This choice is tied to the sign of \(k\), which we assume to be a real positive number. A primary state is defined as a state \(|p, h\rangle\) who is an eigenstate of the zero modes

\[
P_0|p, h\rangle = p|p, h\rangle, \quad L_0|p, h\rangle = h|p, h\rangle,
\]

(A.10)

and is annihilated by \((L_n, P_n)\) with \(n > 0\). Descendants are created by acting with \(L_{-n}\) and \(P_{-n}\) \((n > 0)\). We can derive some simple unitarity bounds on the plane charges by requiring the norm of states to be positive. For instance

\[
||L_{-n}|p, h\rangle|| \geq 0 \Rightarrow h \geq 0, \quad c \geq 0,
\]

\[
||P_{-n}|p, h\rangle|| \geq 0 \Rightarrow p \in \mathbb{R}, \quad k \geq 0.
\]

(A.11)

However there are further constraints. Consider the Kac determinant at level one: we have two states created by \(P_{-1}\) and \(L_{-1}\), and the matrix of inner products is

\[
\left(\begin{array}{c}
\langle L_1 L_{-1} \rangle & \langle P_1 L_{-1} \rangle \\
\langle L_1 P_{-1} \rangle & \langle P_1 P_{-1} \rangle
\end{array}\right) = \left(\begin{array}{c}
2h & p \\
p & \frac{k^2}{2}
\end{array}\right) \Rightarrow h \geq \frac{p^2}{k},
\]

(A.12)

and at level 2 we would find that \(c \geq 1\). Another way to derive these bounds is by defining a new right moving stress tensor that removes the contributions for the \(U(1)\) current. More explicitly, consider

\[
L'_n = L_n - \frac{1}{k} \sum_{n'}:P_{n+n'}P_{-n'}:.
\]

(A.13)

This operator is Hermitian, it commutes with \(P_n\) and satisfies

\[
[L'_n, L'_{n'}] = (n - n')L'_{n+n'} + \frac{c-1}{12}n(n^2 - 1)\delta_{n,-n'}.
\]

(A.14)

The norm of the states \(L'_n|p, h\rangle\) will give the same bound as in (A.12), and that \(c \geq 1\). Primary states that saturate the bound, i.e. \(h = \frac{p^2}{k}\), will be denoted Kac-Moody primaries.
B Standard modular forms and functions

Our conventions for theta functions

\[
\begin{align*}
\theta_1(z|\tau) &= -i \sum_{r \in \mathbb{Z}+1/2} (-1)^{r-1/2} y^r q^{r^2/2}, \\
\theta_2(z|\tau) &= \sum_{r \in \mathbb{Z}+1/2} y^r q^{r^2/2}, \\
\theta_3(z|\tau) &= \sum_{n \in \mathbb{Z}} y^n q^{n^2/2}, \\
\theta_4(z|\tau) &= \sum_{n \in \mathbb{Z}} (-1)^n y^n q^{n^2/2},
\end{align*}
\] (B.1)

where \( q = e^{2\pi i \tau} \) and \( y = e^{2\pi iz} \). As a triple product we have

\[
\begin{align*}
\theta_1(z|\tau) &= -iy^{1/2} q^{1/8} \prod_{n=1}^{\infty} (1 - q^n) \prod_{n=0}^{\infty} (1 - q^{n+1})y(1 - q^n/y), \\
\theta_2(z|\tau) &= y^{1/2} q^{1/8} \prod_{n=1}^{\infty} (1 - q^n) \prod_{n=0}^{\infty} (1 + q^{n+1})y(1 + q^n/y), \\
\theta_3(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^n) \prod_{n=0}^{\infty} (1 + q^{n+1}/2)y(1 + q^{n+1}/2/y), \\
\theta_4(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^n) \prod_{n=0}^{\infty} (1 - q^{n+1}/2)y(1 - q^{n+1}/2/y).
\end{align*}
\] (B.2)

The quasi-periodicities of the theta functions are

\[
\begin{align*}
\theta_1(z|\tau) &= (-1)^{a+b} y^{b} q^{b^2/2} \theta_1(z + a + b\tau|\tau), \\
\theta_2(z|\tau) &= (-1)^a y^{b} q^{b^2/2} \theta_2(z + a + b\tau|\tau), \\
\theta_3(z|\tau) &= y^{b} q^{b^2/2} \theta_3(z + a + b\tau|\tau), \\
\theta_4(z|\tau) &= (-1)^b y^{b} q^{b^2/2} \theta_4(z + a + b\tau|\tau).
\end{align*}
\] (B.3)

where \( a, b \in \mathbb{Z} \). The Jacobi identities, needed to perform the \( S \) transformation, read as

\[
\begin{align*}
\theta_1(z|\tau) &= -e^{-i\pi z^2 / \sqrt{-i\tau}} \theta_1 \left( \frac{z}{\tau} - \frac{1}{\tau} \right), \\
\theta_2(z|\tau) &= e^{-i\pi z^2 / \sqrt{-i\tau}} \theta_4 \left( \frac{z}{\tau} - \frac{1}{\tau} \right), \\
\theta_3(z|\tau) &= e^{-i\pi z^2 / \sqrt{-i\tau}} \theta_3 \left( \frac{z}{\tau} - \frac{1}{\tau} \right), \\
\theta_4(z|\tau) &= e^{-i\pi z^2 / \sqrt{-i\tau}} \theta_2 \left( \frac{z}{\tau} - \frac{1}{\tau} \right).
\end{align*}
\] (B.4)
For the $T$ transformation we easily derive from the definition (using that an integer squared has the same parity as itself) that
\[
\begin{align*}
\theta_1(z|\tau+1) &= e^{\frac{i\pi}{4}}\theta_1(z|\tau), \\
\theta_2(z|\tau+1) &= e^{\frac{i\pi}{4}}\theta_2(z|\tau), \\
\theta_3(z|\tau+1) &= \theta_4(z|\tau), \\
\theta_4(z|\tau+1) &= \theta_3(z|\tau).
\end{align*}
\] (B.5)

The Dedekind’s eta function is
\[
\eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n), \quad q = e^{2\pi i \tau},
\] (B.6)
and its modular properties are
\[
\eta(\tau + 1) = e^{i\pi/12} \eta(\tau), \quad \eta(-1/\tau) = \sqrt{-i\tau} \eta(\tau).
\] (B.7)

C  Characters from the fermionic path integral

In this appendix we derive the partition function of a free Warped Weyl fermion using functional determinants. There are various ambiguities in the regularization of the determinants, which remain unclear to us; in the following we will just apply a regularization scheme that preserves holomorphicity and we discuss how this procedure relates to the results in section 3.1. Similar manipulations for chiral fermions have been done recently in e.g. [31, 43].

The Euclidean action for the free fermion is
\[
I_E = \int dt_E d\varphi \left(i\bar{\Psi} \partial_+ \Psi + m\bar{\Psi} \Psi\right),
\] (C.1)
where, with a high abuse of notation, we have $x^+ = \varphi + it_E$. This warped conformal theory lives now on a torus, where the identifications are
\[
(x^-, x^+) \sim (x^--2\pi, x^++2\pi) \sim (x^--2\pi\tau, x^++2\pi\bar{\tau}) .
\] (C.2)
However, we could have chosen our cycles rather differently as we discussed in section 3. And in particular, the preferred frame is that in (3.6) where the identifications are
\[
(\hat{u}, \hat{v}) \sim (\hat{u}-2\pi, \hat{v}) \sim (\hat{u}-2\pi\tau, \hat{v}+2\pi z), \quad z \equiv \bar{\tau} - \tau .
\] (C.3)
The reason why this frame is preferred in the path integral has to do with our regularization scheme; this will be evident shortly. The Euclidean path integral is
\[
Z_E = \int D\Psi D\bar{\Psi} e^{-I_E} = \det (i\partial_\hat{b} + m) .
\] (C.4)
The eigenvalue problem we need to solve is
\[
(i\partial_\hat{b} + m)\Psi_{\hat{b}} = \lambda_{\hat{b}}\Psi_{\hat{b}} ,
\] (C.5)
and a basis of solutions are exponential functions
\[
\Psi_{\vec{n}} = \exp(i(m - \lambda_{\vec{n}})\hat{v} + \zeta_{\vec{n}} \hat{u}) \, .
\] (C.6)

The eigenvalues depend on two integers — \( \vec{n} = (n_1, n_2), \) \( n_{1,2} \in \mathbb{Z} \) — since we have to impose on \( \Psi_{\vec{n}} \) boundary conditions that are compatible with the topology of the torus. Given (C.2), the periods of the eigenfunctions are
\[
\Psi_{\vec{n}}(\hat{u} - 2\pi, \hat{v}) = e^{2\pi i(n_1 + \nu_1)\tau} \Psi_{\vec{n}}(\hat{u}, \hat{v}) \,
\]
\[
\Psi_{\vec{n}}(\hat{u} - 2\pi \tau, \hat{v} + 2\pi \zeta) = e^{2\pi i(n_2 + \nu_2)\tau} \Psi_{\vec{n}}(\hat{u}, \hat{v}) \, .
\] (C.7)

Here \( \nu_{1,2} \) is either zero or one half: this accounts for choosing either R or NS boundary conditions for either the thermal and spatial cycle. By demanding (C.7), we infer that the eigenvalues are
\[
\lambda_{\vec{n}} = -\frac{1}{\zeta} (n_2 + \nu_2 - mz - (n_1 + \nu_1)\tau) \, ,
\] (C.8)

and there is an similar expression for \( \zeta_{\vec{n}} \), which is not important here. The determinant (C.4) now reads
\[
\text{det}(i\partial_\hat{v} + m) = \prod_{n_1, n_2 = -\infty}^{\infty} \lambda_{\vec{n}} \, .
\] (C.9)

Let us first discuss anti-periodic (NS) boundary conditions on both cycles, i.e. \( \nu_1 = \nu_2 = 1/2 \). To regulate the product we will make use of two identities:
\[
\prod_{n = -\infty}^{\infty} \left( n + \frac{1}{2} + a \right) = -2i \cos(\pi a) \, ,
\] (C.10)

and
\[
\prod_{n = 0}^{\infty} q^{-\frac{1}{2}(n + \frac{1}{2} + a)^-} = q^{-\frac{1}{2}\zeta(s,1/2 \pm a)} \, ,
\] (C.11)

where \( \zeta(s, x) \) is the Hurwitz zeta function and, in particular, we will use
\[
\zeta(-1, 1/2 \pm a) = \frac{1}{12} - \frac{a^2}{2} \, .
\] (C.12)

These formulas do contain some ambiguities, which we will comment on below. Using these identities, we find
\[
\prod_{n_1, n_2 = -\infty}^{\infty} \left( n_2 + \frac{1}{2} - mz - \left(n_1 + \frac{1}{2}\right)\tau \right) = q^{-\frac{1}{2\pi} \prod_{n = 0}^{\infty} \left( 1 + y^{-1} q^{n + \frac{1}{2}} \right) \left( 1 + y q^{n + \frac{1}{2}} \right)}
\] (C.13)

where
\[
q = e^{-2\pi i \tau} \, , \quad y = e^{2\pi i m z} \, .
\] (C.14)

And hence the path integral, up to an overall normalization is
\[
Z_E(z|\tau)_{1/2} = Z_{NSNS}(z|\tau)
\] (C.15)
which is the result reported in (3.23).

The regularization scheme we chose in (C.10)–(C.13) is such that we obtain exactly the NS sector partition function. However, we could have chosen a different scheme. For instance, in [44] their regularization procedure gives the following identity

$$\prod_{n_1, n_2 = -\infty}^{\infty} (n_2 + n_1 \tau + z) = i\eta(\tau)^{-1} \exp \left( -\frac{\pi i \tau}{6} \right) \theta_1(z|\tau), \quad \text{Im}\tau > 0. \quad (C.16)$$

This scheme preserves invariance of $Z_E(z|\tau)$ under $T$ — $(\tau, z) \to (\tau + 1, z)$ — but it would differ from $\hat{Z}(z|\tau)$ which is anomalous under $T$. There are at least two concrete reasons for the ambiguities. First, the product we are considering in (C.9) involves complex numbers and hence there is no unambigous ordering of the eigenvalues $\lambda_{\vec{n}}$. The second reason could be attributed to the double product; this makes ambiguous how to identify $z$ in (C.13). See [44] and references within for further discussion.

Our scheme also favors the coordinates (C.3) since in both (C.10)–(C.13) and (C.16) we treat $z$ and $\tau$ as independent variables. In comparison, for the coordinates (C.2) we should consider a scheme that treats $\tau$ and $\bar{\tau}$ independently. The difference between these two frames is accounted by a spectral flow transformation (3.7); this introduces anomalies which are more subtle to capture in the measure of the path integral.

From (C.15) we can obtain all the remaining fermionic sectors by spectral flow and a $S$ transformation. In particular, shifting $z$ effectively changes the spatial boundary conditions; for example

$$\hat{Z}_{RNS}(z|\tau) = q^{1/8} y^{1/2} \hat{Z}_{NSNS}(z - \frac{\tau}{2}|\tau). \quad (C.17)$$

This should be viewed as a passive spectral flow transformation, since the shift in $z$ is interpreted as flow between NS and R while keeping the coordinates on the torus fixed. The anomalous contributions in (C.17) account for the change in vacuum energies for each sector, and are accounted by the anomalous piece of (A.8) with $\gamma = \frac{1}{4}$.
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