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Complex formation and intermolecular excited-state proton transfer (ESPT) between a dihydroxy-1,8-naphthalimide photoacid and organic bases are investigated in polar aprotic solvents. First, quantum chemical calculations are used to explore the acid–base and spectroscopic properties and to identify energetically favorable complexes. The two hydroxyl groups of the photoacid enable stepwise formation of 1:1 and 1:2 complexes. Weak bases exhibit only hydrogen-bonding interactions whereas strong bases are able to deprotonate one of the hydroxyl groups resulting in strong negative cooperativity ($K_2 \gg K_1$) in the formation of the 1:2 complex. Time-resolved fluorescence studies of the complexes provide strong indications of a three-step dissociation process. The species involved in the model are: a hydrogen-bonded complex, a hydrogen-bonded ion pair, a solvent separated ion pair, and a free ion pair.

Introduction

Photoacids, compounds with increased acidity in an electronically excited state, have enabled time-resolved studies of proton-transfer reactions.1–4 Despite the wealth of studies aimed at elucidating the early events in the dissociation process several different interpretations have been proposed in the literature.

After more than half a century of research5,6 on the best-known photoacid 8-hydroxypyrene-1,3,6-trisulfonate (HPTS) the exact excited-state proton-transfer (ESPT) mechanism is still under debate. The deprotonation kinetics in H2O have been studied by several groups and the emerging ESPT scheme is governed by three time constants of ~300 fs, ~3 ps and ~90 ps followed by the decay of the produced anionic species.7–18 While the authors generally agree that the fastest and slowest time components correspond to solvation dynamics and the formation of the anionic species after the ESPT reaction, respectively, the intermediate step has had several interpretations such as relaxation to an intermediate electronic state,9 a slow charge redistribution,12,13 solvation dynamics or hydrogen-bond rearrangement,14 or an additional step in the original two-step ESPT mechanism.16–18

Fayer and co-workers have studied photophysical properties and early ESPT kinetics of HPTS and closely related pyranine derivatives in water and in organic solvents (dimethylsulfoxide (DMSO) and benzene in the presence of triethylamine (TEA)).12,13 In their studies, the authors attributed the ambiguous fast process to a slow charge redistribution producing an intramolecular charge-transfer (ICT) state preceding the proton-transfer step. In DMSO, the charge redistribution exhibited two-exponential kinetics (~2 ps and ~13 ps) whereas in non-polar benzene (in the presence of TEA) it was proposed to take place within the excitation pulse. The ICT state was not observed in polar solvents which do not facilitate ESPT such as acetonitrile. Contrary to these findings, Jung and co-workers observed a significant increase in the dipole moments of HPTS-derived photoacids and their methylated counter parts upon excitation in the absence of ESPT indicating a substantial charge transfer.19

The overall picture is not very clear and a detailed description of the ESPT process in organic solvents is missing. Based on the results presented in this paper, we believe that the ambiguous step can be attributed to the formation of hydrogen-bonded (or contact) ion pairs preceding the full dissociation of the ions. The two-step Eigen–Weller model, widely applied to quantitatively model the ESPT process, consists of an initial short-range proton transfer to produce the contact ion pairs followed by a diffusion controlled process resulting in formation of the free ions.20,21 The proposed three-step model contains two intermediate species, namely the hydrogen-bonded and solvent
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A simplified description of the three-step ESPT model is presented in Scheme 1, where HBC is the hydrogen-bonded complex and HBIP, SSIP and FIP are the hydrogen-bonded, solvent separated, and free ion pairs, respectively. Different decay pathways are also indicated in Scheme 1 including a quenching process by protons (i.e. recombination of the geminate ion pair producing ground-state neutral complex). Excitation of the ground-state hydrogen-bonded complex between the photoacid and a proton acceptor results in fast proton transfer to produce HBIP where there is a direct hydrogen bond between the two ions. In the SSIP the ions are already separated by few solvent molecules but are still held together by the Coulombic interaction. The FIP corresponds to fully solvated and dissociated ions. All of these species have been reported in the literature but a detailed characterization is complicated by the similarity of the spectra of the anionic species.

Global analysis of the spectroscopic data over a broad spectral range can, at least partially, overcome this problem.

In a recent publication, we introduced a novel class of “super” photoacids based on hydroxy-substituted 1,8-naphthalimides and investigated the ESPT to solvent in aqueous solutions and in DMSO. The ESPT process in aqueous solutions was explained according to the two-step Eigen–Weller model whereas the kinetic behavior in DMSO appeared somewhat more complex. We have now modified the N-substituent to improve the solubility in organic solvents. Most aprotic organic solvents do not facilitate ESPT to the bulk solvent due to the inability of the solvent to accept and conduct protons. The ESPT can, however, be “turned on” by introducing proton acceptors such as organic bases. In this case, the proton transfer occurs in the preformed intermolecular hydrogen-bonded complexes resulting in formation of excited-state ion pairs (ESIP). The main goal of the present study is to investigate an intermolecular ESPT and ion pair formation in aprotic organic solvents in the presence of proton acceptors.

This paper consists of two parts. First, we present a density functional theory (DFT) and time-dependent (TD)-DFT investigation on a simplified model photoacid, N-methyl-3,6-dihydroxy-1,8-naphthalimide (dHONI). We will investigate the effect of explicit proton acceptors, imidazole (IM) and 1,8-diazabicyclo[5.4.0]undec-7-ene (DBU), on the ground- and excited-state geometries as well as on the spectroscopic properties and identify the energetically favorable complexes. The second part includes steady-state and ps time-resolved fluorescence (TCSPC) studies on the photoacid N-butyl-3,6-dihydroxy-1,8-naphthalimide (C4-dHONI, pKₐ = 8.8 and pKₐ* ≈ −1) in the absence and presence of the bases.

For this study, we chose polar solvents acetonitrile (MeCN, εᵣ = 37.5) and benzonitrile (PhCN, εᵣ = 26.0) which facilitate the excited-state dissociation of the produced ion pair in the absence of water. The bases used as proton acceptors in this case are N-methylimidazole (NMI) and DBU with pKₐ = 7.4 and ≈12 (conjugate acids), respectively. The compounds are shown in Chart 1.

**Experimental section**

**Materials**

The C₄-dHONI photoacid was synthesized starting from 1,8-naphthalic anhydride by sulfonation with fuming sulfuric acid to give sodium-1,8-naphthalic anhydride-3,6-disulfonate. The disulfonate was converted to 3,6-dihydroxy-1,8-naphthalic anhydride by reaction with molten KOH at 250 °C. Reaction of the anhydride with n-butylamine yielded the corresponding 1,8-naphthalimide C₄-dHONI. The detailed synthetic procedure and characterization are given in the ESI.

All organic solvents were of spectroscopic grade (≥99.5–99.9%) and stored over 4 Å molecular sieves. MeCN was distilled from CaH₂ prior to usage. The bases N-methylimidazole (≥99%) and 1,8-diazabicyclo[5.4.0]undec-7-ene (98%) were from Sigma-Aldrich and used as received.

**Spectroscopic measurements**

Steady-state absorption and fluorescence spectra were recorded using a Shimadzu UV-2700 spectrophotometer and a SPEX Fluorolog-3-22 fluorimeter, respectively. The fluorescence spectra were collected in a right-angle geometry and corrected for the spectral sensitivity of the instrument. All measurements were carried out at room temperature (21 ± 1 °C). The concentrations of the samples were 9–40 μM. Quantum yields were determined using quinine sulfate (≥99.9%, Fluka) in 0.5 M H₂SO₄ (aq.) as a quantum yield standard with Φᵣ = 0.55. The experimental setup for TCSPC is described in the ESI.

**Theoretical calculations**

All calculations were performed with the ADF2013.01 software using the B3LYP functional and the TZ2p basis set. We chose
the B3LYP functional because it has been shown to produce reasonable results for 1,8-naphthalimide dyes.\(^4^4,4^5\) Secondly, B3LYP has been shown to give reliable values for proton affinities,\(^4^6\) complexation energies and geometries of bimolecular complexes.\(^4^7,4^8\) The conductor-like screening model (COSMO)\(^4^9\) was used to include solvent effects. The dielectric constant \(\varepsilon_r = 37.5\) was used for MeCN.

**Results and discussion**

**DFT and TD-DFT calculations on the model compounds**

First, we calculated the proton affinities of the bases and the conjugate base of the model photoacid dHONI in the gas phase and in MeCN (COSMO). The proton affinities were calculated as a negative enthalpy change (\(-\Delta H_{298}\), i.e. the energy released, in the reaction between a proton and the bases. Briefly, the proton affinities follow a trend IM < HONI\(^-\) < DBU in MeCN as predicted by their \(pK_a\) values. In the gas phase HONI\(^-\) has significantly higher proton affinity compared to the neutral bases most likely due to the electrostatic contribution of the negatively charged conjugate base. The calculated gas phase values of IM and DBU are in good agreement with the values presented in the literature justifying the choice of the functional and the basis set (B3LYP/6-31G(\(d\))). Calculated proton affinities (Table S1, ESI†) and computational details are given in the ESI†

**Optimized ground- and excited-state geometries of the 1:1 complexes**

The optimized electronic ground- and excited-state structures of dHONI \(\cdots\) IM in MeCN are presented in Fig. 1. Those of dHONI \(\cdots\) DBU are presented in Fig. S1 (ESI†). The optimized ground-state geometries agree with the expectations based on the proton affinities i.e. IM exhibits only hydrogen bonding to the \(-\text{OH}\) group whereas DBU readily deprotonates it. The dHONI \(\cdots\) IM complex undergoes proton transfer to IM in the excited state demonstrated by the large changes in the bond lengths. The C–O bond of the deprotonated \(-\text{OH}\) does not have purely single or double bond character and the bond length \((d = 1.29–1.30 \text{ Å})\) is in between those of the normal carbonyl \((d = 1.22 \text{ Å})\) and the hydroxyl C–O \((d = 1.35–1.36 \text{ Å})\). The dHONI \(\cdots\) DBU complex exhibits only small changes upon excitation. The hydrogen bond length is slightly increased and the C–O and N–H bond lengths are slightly decreased.

Excitation of dHONI results in an intramolecular charge transfer from the hydroxyl oxygen to the aromatic system weakening the O–H bond.\(^19,2^6\) As a result, the optimization of the \(S_1\) state of the dHONI \(\cdots\) IM complex directly leads to the deprotonated form indicating a nearly barrierless proton transfer i.e. we did not find an energy minimum for \(-\text{OH} \cdots \text{N}\) in the \(S_1\) state. The barrier for the proton transfer in the excited state decreases upon increasing strength of the photoacid and eventually vanishes.\(^5^0\) The decreased electron density on the oxygen upon excitation also weakens the hydrogen bond to the protonated DBU as indicated by the increase in the hydrogen bond length from 1.69 Å to 1.85 Å. Similar observations have been reported in the literature.\(^5^1\)

**Calculated complexation energies**

Complexation energies of ground-state complexes in MeCN were calculated as a relative electronic energy difference, \(\Delta E_{\text{elec}} = E_{\text{elec(products)}} - E_{\text{elec(reactants)}}\). The results are presented in Fig. 2.

The lowest energy conformation of the dHONI \(\cdots\) IM complex is the hydrogen-bonded complex (HBC) in which the proton resides on dHONI. Deprotonation by IM is energetically disfavored by \(\sim 4\) kcal mol\(^{-1}\). Deprotonation of one hydroxyl group or hydrogen bonding of one IM does not significantly affect the complexation energy of the second IM molecule. Association in the 1:2 complex is non-cooperative and the association constants follow statistical binding i.e. \(K_1 \approx 4K_2\).\(^5^2\)

The lowest energy conformation of dHONI \(\cdots\) DBU complex is the HBC in which the proton resides on DBU. This conformation is energetically \(\sim 4\) kcal mol\(^{-1}\) more favorable than the HBC in which the proton resides on dHONI. Deprotonation of the deprotonated complex is disfavored by \(\sim 8\) kcal mol\(^{-1}\) compared to the lowest energy conformation and does not occur at room temperature. Deprotonation of (or binding to)\(^6^9\) one hydroxyl group lowers the binding energy of the second DBU by \(\sim 4\) kcal mol\(^{-1}\). In this case we expect to observe negative cooperation as the first association lowers the affinity for the second association i.e. \(K_1 > 4K_2\).

**Effect of complexation on the spectral properties**

The effect of complexation on the absorption and emission energies was investigated for neutral and anionic complexes. This allows to demonstrate the effect of 1:1 complexation (one free and one complexed \(-\text{OH}\) group) and 1:2 complexation (one deprotonated and one complexed \(-\text{OH}\) group) separately. Absorption and emission energies are given in Table 1. The experimental values are estimated from the peak maxima of the last titration points.

Initial complexation to the first \(-\text{OH}\) group lowers the \(S_0 \rightarrow S_1\) transition energy. The magnitude of the red shift is proportional to the extent of the proton translocation along the hydrogen bond (and thus the basicity of the proton acceptor),...
uncomplexed neutral and anionic forms of dHONI being the extremes. The $S_0 \rightarrow S_1$ energies are only slightly decreased ($\sim 6$ nm) upon initial complexation and are almost independent of the proton acceptor. Complexation of a second base (1:2 complex) or complexation of a base to the $\text{–OH}$ group of the anion mainly shifts the $S_0 \rightarrow S_2$ transition. Again, the magnitudes of the red shifts are proportional to the basicity of the proton acceptors. The calculated emission energy of the free anion is overestimated by $\sim 0.36$ eV compared to the fitted peak maxima of the FIP (see Fig. 10). This is attributed to an improper description of the excited-state with strong ICT character by the functional and basis set used.

The effect of complexation on the absorption energies can be rationalized from the frontier orbitals. The $S_0 \rightarrow S_1$ transition mainly originates from the HOMO $\rightarrow$ LUMO transition and the $S_0 \rightarrow S_2$ from the HOMO$^{-1} \rightarrow$ LUMO transition. In the symmetric neutral form the two transitions are very close in energy and the orbitals are symmetric. Upon complexation the molecule becomes asymmetric and the HOMO and the HOMO$^{-1}$ orbitals are more localized on one or the other substituent. Therefore the change in the proton translation affects mainly one of the transition energies.

**Summary of the computational results**

Experimentally relevant findings of the quantum chemical calculations in MeCN can be summarized in the following key points:

1. IM exhibits only hydrogen bonding in the ground state whereas DBU deprotonates dHONI. NMI is expected to behave similarly to IM.
2. Optimization of the $S_1$ state of all complexes relaxes to deprotonated form where the proton resides on the base.
3. NMI is expected to exhibit non-cooperativity ($K_1 \approx 4K_2$) and DBU negative cooperativity ($K_1 > 4K_2$) in the formation of the 1:2 complexes.
4. The first binding event red shifts mainly the $S_0 \rightarrow S_1$ transition and the second binding event the $S_0 \rightarrow S_2$ transition.

**Spectral and kinetic parameters in neat solvents**

First, we characterized standard spectral and kinetic parameters in neat solvents. The parameters are summarized in Table 2. Example absorption and emission spectra are presented in Fig. 3 and 5, respectively.

The steady-state spectral properties are almost identical in both solvents and similar to those of the previously characterized dihydroxy-compounds. The Stokes shift is slightly larger in the more polar MeCN. The calculated rate constants agree very well with the values estimated from the determined radiative lifetimes. The determined radiative rate constants agree very well with the values estimated from absorption and emission spectra with the Strickler–Berg relation.

**Steady-state titration experiments**

We performed steady-state titration experiments with NMI and DBU to study the complex formation and to estimate the association and/or quenching constants. Because of the two binding sites of the photoacid, the absorption spectra were analyzed using a 1:2 association model following the approach presented in ref. 56 (see ESI†). We used a global analysis over a wide spectral range as this highly improves the accuracy of the fittings and enables the construction of the absorption spectra of the individual species.

The absorption spectra of C$_4$dHONI upon addition of NMI in MeCN and PhCN are presented in Fig. 3. The absorption spectra exhibit red shifts and broadening upon complexation with NMI in both solvents. The overall magnitudes of the red shift and the broadening are slightly larger in PhCN. The spectra...
do not exhibit perfect isosbestic points suggesting the presence of more than two species. The component spectra at the corresponding concentration (c = 30 μM) and the concentration profiles of each species as a function of NMI concentration in PhCN are presented in Fig. 4 and in MeCN in Fig. S2 (ESI†). The association constants in both solvents are given in Table 3.

The resulting component spectra are in good agreement with the DFT calculations. Initial binding of a single NMI molecule red shifts and slightly broadens the absorption due to red shifts of both the S0 → S2 and the S0 → S1 transitions. The second binding decreases the energy gap between the HOMO–1 and HOMO levels and results in a small narrowing and increased absorption at the maximum.

Next, we estimated the dynamic quenching constant, Kq, from the steady-state emission spectra using Stern–Volmer analysis with combined dynamic and static quenching:25

\[ I_0/I = (1 + K_a[Q])(1 + K_{q}[Q]) \]

where \( I_0 \) and \( I \) are the emission intensities in the absence and presence of NMI, \( K_a \) and \( K_q \) the static and dynamic quenching constants, and [Q] the quencher (NMI) concentration. The static quenching constant, \( K_a \), was assumed to be equal to the first association constant, \( K_1 \), of the 1:2 model. The excitation wavelengths were chosen in the middle of crossing points of the absorption spectra and were 381.5 nm and 387 nm for MeCN and PhCN samples, respectively. The emission intensities were corrected for changes in the absorption factor (\( f = 1 - 10^{-4} \)) to minimize errors due to changes in the amount of absorbed light and integrated over ~30 nm around the emission maxima to minimize noise. The emission spectra in MeCN and PhCN are presented in Fig. 5. The insets show the integrated emission intensities and fittings with eqn (1). The dynamic Stern–Volmer quenching constants and quenching rate constants calculated from the lifetimes (\( K_q = k_q/\tau_0 \)) are given in Table 3.

The emission spectra exhibit quenching of the neutral emission and appearance of a long-wavelength emission attributed to the anionic species. In PhCN, the anion emission band shows a distinct shoulder at ~550 nm attributed to the intermediate ion pair species. The quenching of the neutral emission is well fitted with the Stern–Volmer equation for combined quenching in the low concentration range. The fit deviates from the data at higher concentrations due to the approximation of assuming 1:1 complexion as the only cause of the static quenching. In reality, the 1:2 complexion will influence the first equilibrium reducing the concentration of the free host. Therefore, the dynamic quenching constants are merely good estimates of the true values.

We performed similar titration experiments with DBU. The absorption spectra, presented in Fig. 6, exhibit drastic changes upon “complexation” with DBU. The spectra change in two clearly distinct concentration ranges: (i) at low concentrations of DBU (0–200 μM) the neutral absorption decreases without a

---

**Table 2** Steady-state spectral properties, fluorescence quantum yields and kinetic parameters of C4-dHONI in MeCN and PhCN

<table>
<thead>
<tr>
<th>Solvent</th>
<th>( \lambda_{\text{max}} ) (nm)</th>
<th>( \varepsilon_{\text{max}} ) (cm(^{-1}) M(^{-1}) cm(^{-1}))</th>
<th>( \Delta\varepsilon_{\text{Stokes}} ) (cm(^{-1}))</th>
<th>( \Phi ) (%)</th>
<th>( \tau_0 ) (ns)</th>
<th>( k_q ) (s(^{-1}))</th>
<th>( k_m ) (s(^{-1}))</th>
<th>( k_{u} ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeCN</td>
<td>378</td>
<td>26 500</td>
<td>11 100 ± 200</td>
<td>410</td>
<td>24 300</td>
<td>2180</td>
<td>30.7 ± 0.6</td>
<td>5.8 × 10^7</td>
</tr>
<tr>
<td>PhCN</td>
<td>383</td>
<td>26 100</td>
<td>11 500 ± 300</td>
<td>412</td>
<td>24 200</td>
<td>1960</td>
<td>35.9 ± 0.7</td>
<td>7.7 × 10^7</td>
</tr>
</tbody>
</table>

* Calculated from lifetime and quantum yield. ** Calculated with Strickler–Berg relation.54

---

**Table 3** Association constants and dynamic quenching constants of C4-dHONI from the fittings of the steady-state data

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Base</th>
<th>( K_a ) (M(^{-1}))</th>
<th>( K_{q} ) (M(^{-1}))</th>
<th>( K_1 ) (M(^{-1}))</th>
<th>( k_q ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeCN NMI</td>
<td>58 ± 10</td>
<td>23 ± 5(^{b})</td>
<td>4.3 × 10(^7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhCN NMI</td>
<td>95 ± 9</td>
<td>16 ± 10(^{b})</td>
<td>3.5 × 10(^7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MeCN DBU</td>
<td>(19 ± 1) \times 10(^{4})</td>
<td>(16 ± 4) \times 10(^{4})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhCN DBU</td>
<td>(41 ± 2) \times 10(^{4})</td>
<td>(40 ± 8) \times 10(^{4})</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* Obtained from emission spectra. ** Dynamic Stern–Volmer quenching constant, \( K_{s} \). ¹ 1:1 association constant, \( K_1 \). ² Concentration range too low (< 1 mM) for dynamic quenching.

---

**Fig. 3** Steady-state absorption spectra of C4-dHONI (c = 30 μM) upon addition of NMI in (a) MeCN and (b) PhCN.

**Fig. 4** (a) Fitted absorption spectra of all the species (H, HG, HG2, H = C4-dHONI, G = base) at the total host concentration c = 30 μM and (b) the concentrations as a function of total NMI concentration in PhCN.

**Fig. 5** Steady-state emission spectra of C4-dHONI (c = 9 μM) upon addition of NMI in (a) MeCN (\( \lambda_{\text{exc}} = 381.5 \) nm) and (b) PhCN (\( \lambda_{\text{exc}} = 387 \) nm). The insets show the integrated emission intensities together with Stern–Volmer fittings for combined quenching, eqn (1).
significant red shift and a broad shoulder appears at longer wavelength; (ii) at high concentrations of DBU (0.2–17 mM) the neutral band broadens and red-shifts and the long-wavelength shoulder evolves into a distinct absorption band. The long-wavelength band is attributed to the S0 → S1 transition of the hydrogen-bonded complex in which the proton resides on DBU. Approximate isosbestic points are observed in both samples at λ ≈ 390 nm and λ ≈ 392 nm in MeCN and PhCN, respectively.

The component spectra at the corresponding concentration (c = 30 μM) and the concentration profiles of each species as a function of DBU concentration in PhCN are presented in Fig. 7 and in MeCN in Fig. S3 (ESI†). The association constants in both solvents are given in Table 3. Again, the component spectra agree well with the DFT calculations. In this case, the two successive binding events are better distinguished due to large differences in the spectral properties and the association constants.

Close inspection of the spectra in Fig. 6, however, shows that although the spectral evolutions upon addition of DBU in both solvents are similar, especially in MeCN some deviations from the 1:2 association model are apparent. The long-wavelength absorption seems to exhibit multiple bands. A possible explanation is that dissociation into SSIP or even FIP can occur to some extent in the ground state in the presence of a strong base (DBU) in the more polar MeCN. Therefore the fitted component spectra contain contributions from the different ground-state ion pair species. These two processes, 1:2 association and the ground-state dissociation occur simultaneously and cannot be clearly separated. Nevertheless, the 1:2 association model gives a satisfactory description of the data, and the component spectra are physically meaningful in view of the TD-DFT results.

Last, we measured the emission spectra upon addition of DBU. Excitation wavelengths were chosen at the approximate isosbestic points and were λ = 390.5 nm and λ = 392.5 nm in MeCN and PhCN, respectively, and the spectra were processed as in the case of NMI. We limited the concentration range up to ~1 mM as this already resulted in nearly quantitative quenching of the neutral fluorescence. The emission spectra shown in Fig. S4 (ESI†) exhibit qualitatively similar behavior as upon addition of NMI. Due to the low concentration of DBU dynamic quenching is negligible and we analyzed the data with a 1:1 association model (see ESI†). This allowed us to estimate K1 from the emission data. The 1:1 association constants, shown in Table 3, agree well with the first association constant of the 1:2 model.

All the association and quenching constants are listed in Table 3. The models used describe the data very well and the component spectra agree well with the experimental data and the DFT calculations and are physically meaningful. NMI exhibits non-cooperative (statistical) binding i.e. K1 ≈ 4K2 in both solvents. DBU, on the other hand, exhibits strong negative cooperative binding i.e. K1 ≫ 4K2. The observed behavior is also predicted by the calculated complexation energies.

**Time-resolved fluorescence of the complexes**

The decays of the complexes were measured at relatively high NMI or DBU concentrations to maximize the amount of the ground-state complex. The decays were monitored between 410 and 650 nm in the presence of NMI (c = 200 mM) and fitted globally with a five-exponential model. The decays in the presence of DBU (c = 250 μM) were monitored between 560 and 650 nm and fitted globally with a three-exponential model. The decay associated spectra (DAS) were constructed as described in the ESI†. The excitation wavelength was λexc = 360 nm in the presence of NMI. λexc = 460 nm was used for the DBU samples, corresponding to the excitation of the anionic species. The DAS in the presence of NMI and DBU in MeCN and PhCN are presented in Fig. 8 and 9, respectively. The fitting results are given Table 4. Representative decay traces are shown in Fig. S5–S8 (ESI†).

The compound exhibits versatile excited-state dynamics in the presence of proton acceptors in both solvents. The results, both in the presence of NMI and DBU, are consistent with the excited-state ion pair formation (i.e. three-step deprotonation model) presented in Scheme 1. In the presence of 200 mM NMI, the samples contain a mixture of free C6-dHONI (minute amount) and the hydrogen-bonded 1:1 and 1:2 complexes, the latter being dominant in both solvents. In our multi-exponential model, we do not discriminate between the 1:1 and 1:2 complexes and will simply call them hydrogen-bonded complex (HBC). The excitation of the HBC results in fast proton rearrangement to form the hydrogen-bonded ion pair (HBIP), in which the proton resides on NMI and is directly hydrogen bonded to the hydroxyl oxygen. This decay is seen as a positive amplitude in the neutral spectral range and a negative amplitude in the anion region in both solvents (red component in Fig. 8(a) and 9(a), τ1 = 10 ps in MeCN and 30 ps in PhCN). Most of the anionic species are produced in this step.
The HBIP decays further to solvent separated ion pairs (SSIP). This is seen as a positive amplitude both in the neutral and anion regions (green component in Fig. 8(a) and 9(a), \( t_2 = 160 \) ps in MeCN and 720 ps in PhCN). The positive amplitude in the neutral region is due to a small population of the HBC, formed by reverse proton transfer (\( k_{pt} \) in Scheme 1). In the SSIP the produced ion pair is assumed to be separated by few solvent molecules but is still held together by Coulomb interaction. In addition, this component shows a small negative amplitude at the red edge of the spectral range supporting the sequential kinetic model. The decay of the HBIP is much faster in MeCN due to the higher polarity and lower viscosity of the solvent resulting in faster separation of the HBIP.

The SSIP (orange component in Fig. 8(a) and 9(a), \( t_3 = 3.0 \) ns in MeCN and 4.6 ns in PhCN) can undergo a diffusion-controlled separation to yield the free ion pairs (FIP) (purple in MeCN and 4.6 ns in PhCN), which are the main emitting species in the anion region in both solvents. The diffusion-controlled separation is faster and the yield of the FIP is higher in MeCN. This is again attributed to the lower viscosity and higher polarity of MeCN.

The decays in both solvents exhibit a fifth component (blue component in Fig. 8(a) and 9(a), \( t_4 = 640 \) ps in MeCN and 1.4 ns in PhCN), which is attributed to a dynamically quenched emission of the free C<sub>4</sub>-dHONI by NMI. The quenching rate constants can be calculated from the quenched and unquenched lifetimes and the concentration of the quencher (NMI). The quenching rate constants are \( k_q = 6.9 \times 10^9 \text{ M}^{-1} \text{s}^{-1} \) and \( 2.5 \times 10^9 \text{ M}^{-1} \text{s}^{-1} \) in MeCN and PhCN, respectively. The values agree reasonably well with those determined from the steady-state titration experiments (Table 3). This component also shows an unexpected positive amplitude in the anion region. It is well known that small imperfections of the data or the model can give rise to spurious mixing of the components in multi-exponential decays. In this case the decay times \( t_2 \), \( t_3 \) and \( t_4 \) are relatively close, especially in PhCN. In a separate fit of the long-wavelength region (600–650 nm) with a four-exponential model, the blue component \( t_4 \) is not needed to account for the time profiles (Fig. S9 and S10, ESI†). Therefore, the positive amplitude of \( t_4 \) in the anion region in the full five-component model is considered a minor artefact.

The assignment of the different fluorescent species is further supported by the measurements in the presence of DBU. In this case, the initially excited species is the ground-state HBIP (\( \lambda_{exc} = 460 \) nm). The DAS, presented in Fig. 8(b) and 9(b), show components attributed to the HBIP, SSIP and FIP (same color coding as with NMI). The decay times (see Table 4) and the spectral features of these components are similar to those measured in the presence of NMI upon excitation of the HBC. In this experiment the HBIP (green component in Fig. 8(b) and 9(b), \( t_2 = 180 \) ps in MeCN and 520 ps in PhCN) does not exhibit a negative amplitude at the red edge of the measured wavelength range. This is attributed to a larger spectral overlap between the HBIP and the separated anions.

![Fig. 8](image_url) Decay associated spectra of C<sub>4</sub>-dHONI (c = 40 \( \mu \)M) in MeCN in the presence of (a) 200 mM of NMI (\( \lambda_{exc} = 360 \) nm) and (b) 250 \( \mu \)M of DBU (\( \lambda_{exc} = 460 \) nm). The insets show the individual \( \chi^2 \)-values at each wavelength. The time constants in (b) are given the same labels as the corresponding ones in (a).

![Fig. 9](image_url) Decay associated spectra of C<sub>4</sub>-dHONI (c = 40 \( \mu \)M) in PhCN in the presence of (a) 200 mM of NMI (\( \lambda_{exc} = 360 \) nm) and (b) 250 \( \mu \)M of DBU (\( \lambda_{exc} = 460 \) nm). The insets show the individual \( \chi^2 \)-values at each wavelength. The time constants in (b) are given the same labels as the corresponding ones in (a).
The proton translocation along the hydrogen bond is larger in the DBU complex which according to the calculations is expected to red shift the emission spectrum (Table 1). Secondly, as discussed before, partial dissociation (HBIP ⇌ SSIP) possibly occurs already in the ground-state complexes. In this case, the SSIP is formed directly upon excitation without any negative amplitude.

In order to connect the time-resolved and steady-state emission spectra, we decomposed the steady-state emission spectra of \( \text{Cu-dHONI} \) in the presence of NMI (last titration points in Fig. 5) into different spectral components. Fittings with a sum of Gaussian functions in the wavenumber domain allows for separation of the overlapping emission bands. The decomposed spectra are presented in Fig. 10. In both solvents, three Gaussian functions were required to fit the long-wavelength emission band. The three bands are attributed to the three ion pair species. In MeCN, relatively good fit was already achieved with two Gaussian functions because of the small contribution of HBIP to the total emission. In both solvents, SSIP has the largest contribution to the total emission. In PhCN, the amplitude of HBIP is much higher than in MeCN which is due to the much slower decay \( \tau_1 \) in PhCN. The relative contribution of FIP is much higher in MeCN in agreement with the TCSPC measurements. The fitting parameters are summarized in Table S2 (ESI†). The intensities of the bands cannot be directly compared to the relative amplitudes of the DAS in Fig. 8 and 9. This is because in the DAS positive and negative amplitudes cancel each other in the case of spectral overlap. The overlap is clearly evident in the decomposed spectra.

An alternative explanation for the emitting anionic species could be the presence of 1:1 and 1:2 complexes. This, however, can be excluded based on the relative concentrations of the complexes at the base concentrations used. The 1:2 complex is the main species in the presence of NMI whereas the 1:1 complex dominates in the presence of DBU. In MeCN the relative amplitudes of the components attributed to the SSIP and FIP are independent of the base used. In PhCN, the SSIP has slightly higher amplitude in the presence of DBU.

The observed decay times cannot be directly related to the rate constants presented in Scheme 1. The initial relaxation, \( \tau_1 \), is mainly determined by the forward and backward rates of the deprotonation step \( k_{\text{pt}} \) and \( k_{\text{pt}^-} \) in Scheme 1, respectively. A more polar solvent enhances the deprotonation increasing the forward rate resulting in faster decay. The decay of the initially relaxed state, \( \tau_2 \), is mainly dictated by the forward rate constant of the solvent separation step \( k_s \) and is faster in more polar and less viscous MeCN.

**Intermolecular ESPT in organic solvents**

Fluorescence spectroscopy appears to be very sensitive towards the proton translocation during the ESPT and subsequent dissociation. Based on the literature, transient absorption and IR spectroscopies cannot always distinguish all the intermediate species. Secondly, most of the studies are aimed at looking at the decay of the neutral form (usually two-exponential) and appearance of the anionic form whereas a detailed analysis of the decay of the anionic species is required for observation of all the species. The proton transfer is directly coupled to the extent of the intramolecular charge transfer and is therefore reflected in the emission spectrum. A larger extent of ICT results in stronger stabilization of the excited-state anion, decreasing the emission energy. Observation of the ICT as a separate process on a ps time scale seems however unlikely. Recent DFT and TD-DFT calculations have also shown

### Table 4 Global lifetimes and \( \chi^2 \)-values of \( \text{Cu-dHONI} \) in the absence and presence of the proton acceptors from the TCSPC measurements

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Base</th>
<th>( \tau_1 ) (ps)</th>
<th>( \tau_2 ) (ps)</th>
<th>( \tau_1 ) (ns)</th>
<th>( \tau_4 ) (ns)</th>
<th>( \tau_5 ) (ns)</th>
<th>( \chi^2 ) _glob</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeCN</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5.3 ± 0.1</td>
<td>—</td>
<td>—</td>
<td>1.14</td>
</tr>
<tr>
<td>MeCN</td>
<td>NMI</td>
<td>10 ± 10</td>
<td>160 ± 20</td>
<td>0.64 ± 0.01</td>
<td>3.0 ± 0.5</td>
<td>14.4 ± 0.4</td>
<td>1.08</td>
</tr>
<tr>
<td>MeCN</td>
<td>DBU</td>
<td>—</td>
<td>180 ± 20</td>
<td>—</td>
<td>2.8 ± 0.5</td>
<td>13.4 ± 0.4</td>
<td>1.07</td>
</tr>
<tr>
<td>PhCN</td>
<td>—</td>
<td>—</td>
<td>4.6 ± 0.1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.17</td>
</tr>
<tr>
<td>PhCN</td>
<td>NMI</td>
<td>30 ± 10</td>
<td>720 ± 50</td>
<td>1.4 ± 0.1</td>
<td>4.6 ± 0.4</td>
<td>15.4 ± 0.4</td>
<td>1.07</td>
</tr>
<tr>
<td>PhCN</td>
<td>DBU</td>
<td>—</td>
<td>520 ± 50</td>
<td>—</td>
<td>4.2 ± 0.2</td>
<td>12.8 ± 0.4</td>
<td>1.15</td>
</tr>
</tbody>
</table>

\( a \) \( c_{\text{NMI}} = 200 \text{ mM} \). \( b \) \( c_{\text{DBU}} = 250 \text{ µM} \).
that the ICT takes place instantaneously upon excitation but increases in magnitude upon proton translocation.\textsuperscript{50}

We believe that the described deprotonation model is not unique to the studied system and could be generalized to other excited-state proton-transfer reactions. The time constants of the different steps are strongly coupled with the solvent properties such as proton conductivity, polarity and viscosity. Most proton-transfer studies are done in water which has very high polarity and uniquely high proton conductivity due to the Grothuss hopping mechanism.\textsuperscript{58} This complicates the detection of the intermediate species due to the extremely fast timescales of the initial processes. Secondly, some of the intermediate states are not necessarily populated above a spectroscopic detection limit. For example, the hydrogen-bonded ion pair can undergo a concerted proton rearrangement after which the proton is already separated by several water molecules without populating the solvent separated ion pair or the initial deprotonation takes place via the proton hopping mechanism to directly produce the solvent separated ion pair. Therefore studies in organic solvents are indispensable in studying the early events in the ESPT reactions. In this case the solvent does not conduct protons and the dissociation is dictated by a much slower diffusion process. The rates of the different processes can be further tuned by changing the solvent properties such as polarity and viscosity.\textsuperscript{22,24}

Interestingly, excitation of the deprotonated DBU complex results in dissociation kinetics similar to those of the NMI complex. This clearly demonstrates that photoacids can be also used to study the dissociation process after the initial proton transfer.

**Conclusions**

We have studied the complex formation and intermolecular proton-transfer reactions between a dihydroxy naphthalimide photoacid and organic bases in organic solvents. Quantum chemical calculations and spectroscopic investigations enabled detailed characterization of the ground- and excited-state acid-base equilibria.

Our results, both computational and experimental, show that weak bases will only hydrogen-bond to the hydroxyl groups whereas strong bases are able to deprotonate one of them but remain hydrogen bonded to the –O\textsuperscript{−}. Association constants for 1:1 and 1:2 complexes with weak base (NMI) exhibit non-cooperative binding ($K_1 \approx 4K_2$) whereas deprotonation of one hydroxyl group by a strong base (DBU) results in negative cooperative binding and lowers the association constant for the second binding event ($K_1 > 4K_2$).

The magnitude of the proton shift along the hydrogen-bond coordinate influences both the absorption and emission spectra. Full dissociation takes place in the excited state in polar solvents demonstrated by the increased red shift of the emitting anionic species. The decreased electron density on the deprotonated hydroxyl group in the excited state lowers the Coulombic barrier for the dissociation and enables the escape of the protonated base. In less polar PhCN, the emission spectrum of the anionic species exhibits a distinct high-energy shoulder which is attributed to the intermediate species in the deprotonation process. Time-resolved fluorescence studies confirm the three-step deprotonation model already proposed for other photoacids both in water and in organic solvents.\textsuperscript{16–18,22,23}

In the first step, fast short-range proton rearrangement takes place producing the hydrogen-bonded ion pair, where the proton resides on the basic nitrogen of the proton acceptor. The ion pair is further solvated by few solvent molecules in the second step resulting in the solvent separated ion pair. The last diffusion-controlled step involves overcoming of the Coulombic barrier and full dissociation into the free ion pair. The dynamics of the dissociation process are the same regardless of the structure of the ground-state complex \textit{i.e.} whether the proton resides on the photoacid or the base before the excitation. We believe that the described three-step deprotonation model is not unique to the studied system and could be generalized for other proton-transfer reactions.
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53 We did not calculate the 1:2 complex with DBU because this would increase the number of atoms to 81 being computationally very expensive with the current functional and basis set.