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Molecular control analysis is a method for analysing the extent to which the different elementary steps or rate constants within a molecular process limit the steady-state rate (or other variables) of that process. Any process which may be described by a kinetic diagram of transitions between states of the system may be analysed by molecular control analysis, and this approach has previously been used to analyse control within enzymes, transporters, enzyme complexes, channelled pathways, and group-transfer pathways. We outline the theory of molecular control analysis here, and illustrate its use by analysing control within enzymes (three β-lactamases). Further potential applications include signal-transduction processes, protein folding, and chemical reactions.

1. Introduction

Metabolic control analysis is mainly used to analyse the extent to which different enzymes in a pathway limit the pathway flux. However, the same principles may be used to analyse control within an enzyme, transporter, or any other molecular processes which can be described with a kinetic diagram and rate constants. Molecular control analysis is a method of analysing the extent to which the different rate constants or kinetic steps within a molecular process limit the steady-state rate of that process, or control the level of some intermediate. Potential applications include analysis of rate-limitation within single, isolated enzymes (Brown & Cooper, 1993, 1994; Kholodenko & Westerhoff, 1994), transporters (Brown, 1995), enzyme complexes, interacting proteins (Kacser et al., 1990), channelled pathways (Welch et al., 1988; Sauro & Kacser, 1990; Sauro, 1994; Kholodenko et al., 1995), group-transfer pathways (Van Dam et al., 1993; Kholodenko & Westerhoff, 1995a), ion-transporting ATPases, G-proteins, actinomyosin-ATPase, ribosome function, protein folding, receptor function, signal-transduction pathways, DNA supercoiling, and chemical reactions. Control over intermediate levels may also be analysed, for example control over levels of enzyme intermediates, ligand binding, active G-protein, active receptor, DNA supercoiling, and phosphorylated protein. Also control over enzyme $K_M$ and $V_{max}/K_M$, and many other protein parameters may be analysed. A connected group of theories has been developed to analyse control over molecular processes (Ray, 1983; Brown & Cooper, 1993, 1994; Kholodenko et al., 1994a; Kholodenko & Westerhoff, 1994; Sauro, 1994), mostly derived from metabolic control analysis, and we shall refer to this bundle of theory as molecular control analysis.

The distinction between metabolic control analysis and molecular control analysis is both subtle and striking. The first author (GCB) did not think it possible to apply control analysis to rate-limitation within an enzyme for several years. One factor that changed his mind was an off-the-cuff remark by Henrik Kacser in 1990 to the effect that it was
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possible. That gave him the confidence to try it out. However, although it was clearly obvious to Kacser, it still took him a year or two (together with Chris Cooper at UCL) to convince himself that it was both possible and useful. HVW and BNK got to this realisation after understanding that this is how metabolic control analysis could deal with channelling and group-transfer pathways. Indeed protein-protein interactions are another area where the applications of metabolic control analysis are not obvious, and have been regarded as essentially a hindrance to metabolic control analysis. Kacser et al. (1990) and Sauro & Kacser (1990) produced some of the first papers in this area showing that some of the effects of protein-protein interactions could be quantified within metabolic control analysis.

Why is it that metabolic control analysis seemed unable to deal with control within enzymes, and with protein-protein interactions? There are at least four problems: (1) no free intermediate, (2) thermodynamics, (3) no direct correspondence between enzymes and processes, and (4) experimental/practical usefulness. Enzymes within a normal metabolic pathway are linked by freely diffusible metabolic intermediates. Thus inactivation of 10% of the protein molecules of one enzyme within the pathway will cause the level of the enzyme’s substrate to rise and that of its product to fall, leading to a stimulation of the 90% of the enzyme population that is not inactivated. Thus, the control coefficient of the enzyme may be less than one. In contrast the different kinetic steps within an enzyme are linked by enzyme-bound intermediates or different states of the enzyme which are not freely-diffusible. Inactivation of a kinetic step within 10% of the protein molecules of an isolated enzyme will cause complete inhibition of those protein molecules, but have no effect on the 90% of protein molecules not inactivated. Thus, the control coefficient of the step (and any other step), changed in this non-homogenous fashion, will always be one; and thus a control analysis based on such changes is not useful. However, if instead of inhibiting a step by 100% in 10% of the population of enzyme molecules (non-homogenous inhibition), one inhibits the same step by only 10% in 100% of the population of molecules (a homogenous inhibition), then the enzyme intermediates that act as substrate and product of that step will rise and fall respectively leading to a stimulation of the step. Thus, the control coefficient of the step (when defined for homogenous change) will be smaller than one, and obey summation, branching and connectivity theorems analogous to those of metabolic pathways (see below).

A second objection to applying control analysis to isolated enzymes is that there are thermodynamic restrictions on the type of perturbation that can be made to the kinetics of an enzyme. For example a single rate constant cannot normally be changed alone, as this would result in a change in the equilibrium constant of the reaction, which is not possible. Thus, rate constants must be changed in proportion such that the equilibrium constant is unchanged. However, this does not prevent control coefficients of single rate constants being defined and measured, but it does mean that these coefficients must be used in appropriate combinations to predict real changes (see Brown & Cooper, 1993, 1994; Kholodenko & Westerhoff, 1994; Van Dam et al., 1993).

A more general objection to molecular control analysis is one of practical application and usefulness. It may be difficult to measure control coefficients within enzymes (or protein complexes) without measuring rate constants, and if rate constants can be measured, control coefficients may be unnecessary, since all rate changes can be predicted from rate constants alone. We have suggested various methods of measuring control coefficients within proteins (Brown & Cooper, 1994; Kholodenko et al., 1994a), and demonstrated that the control coefficients may contain information that is not at all obvious from the rate constants (Brown & Cooper, 1993; Brown, 1995).

In the following sections we will outline the application of molecular control analysis to single enzymes, and then illustrate this by analysing control within three β-lactamases. We will then show how it can be used to analyse protein interactions.

### 2. Control Analysis Within Single Isolated Enzymes

The theory of enzyme kinetics has been developed in terms of enzyme intermediates linked by steps, and these steps are characterised by rate constants. The flux control coefficient of a step \(i\) over the steady-state flux \(J\) of an enzyme can be defined as:

\[
C_i^J = \frac{\partial J}{\partial v_i} \cdot \frac{1}{J} = \frac{\partial k_i}{k_i}
\]

where \(v_i\) is the local rate of step \(i\), and both the forward \((k_{+i})\) and reverse \((k_{-i})\) rate constants of step \(i\) are changed in proportion (i.e. \(dk_i / k_i = dk_{+i} / k_{+i} = dk_{-i} / k_{-i}\)). The flux control coefficient of a step
is just the percentage change in steady-state enzyme rate divided by the percentage change in rate constants of the step (changed proportionately), extrapolated to infinitesimally small change. This is closely approximated by the percentage change in rate brought about by a 1% change in the step. Similarly the extent to which a rate constant \((k_{-i})\) within an enzyme limits the steady-state rate \((J)\) of that enzyme can be defined as a control coefficient of that rate constant over the steady-state flux \((J)\):

\[
C'_{+i} = \frac{\partial J}{\partial k_{+i}} \frac{k_{+i}}{J} \tag{2}
\]

The control coefficient of a rate constant is just the percentage change in steady-state enzyme rate divided by the percentage change in rate constant, extrapolated to infinitesimally small change. This is closely approximated by the percentage change in rate brought about by a 1% change in the rate constant.

The two types of control coefficient \((C_i\) and \(C_{+i}\)) defined here differ in that the former quantifies the effect of a possible experimental operation, which does not affect any equilibrium constant, while the latter definition cannot correspond to any real experimental operation (unless the step involves ligand binding) because changing a single rate constant within an enzyme is not possible thermodynamically. Any real experimental operation will change a set of two or more rate constants, but the effect of these changes can be analysed as the sum of the effects due to the individual rate constants, i.e. using these control coefficients of rate constants. The control coefficient of a step is equal to the sum of the control coefficients of all steps or rate constants, i.e.:

\[
C'_s = C'_{+i} + C'_{-i}. \tag{3}
\]

These coefficients provide convenient and unambiguous quantifiers of rate limitation, and in addition obey many theorems which help to relate these coefficients to other parameters and variables (Ray, 1983; Brown & Cooper, 1993, 1994; Kholodenko et al., 1994; Kholodenko & Westerhoff, 1994; Van Dam et al., 1993). The most important of these theorems are outlined below.

For enzyme reactions with unbranched mechanisms the control coefficients of forward rate constants are positive \((C_{+i} \geq 0)\). The control coefficients of reverse rate constants are negative \((C_{-i} \leq 0)\), and the absolute value is always smaller than that of the corresponding forward rate constant \((C_{+i} \geq -C_{-i})\).

The sum of the control coefficients of all steps or rate constants is one:

\[
\sum_{i=1}^{n} C'_i = 1. \tag{4}
\]

The ratio of the absolute control coefficients of the reverse and forward rate constants of a step is equal to the disequilibrium ratio of that step, that is the ratio of the mass action ratio \((\Gamma)\) to the equilibrium constant \((K)\) of the step \((i)\), or the ratio of reverse \((v_{-i})\) and forward \((v_{+i})\) unidirectional rates:

\[
\frac{C'_{-i}}{C'_{+i}} = \frac{v_{-i}}{v_{+i}} = - \frac{\Gamma_i}{K_i}. \tag{5}
\]

The fractional level of an enzyme intermediate [i.e. the concentration of the intermediate \((E_i)\) divided by the total enzyme concentration \((e)\)] is equal to the sum of the control coefficients of all rate constants depleting that intermediate. Thus for an intermediate \((E_i)\) in a linear pathway:

\[
\frac{E_i}{e} \Leftrightarrow \frac{j \in E_j}{j}
\]

with rate constants \(k_{-i}\) and \(k_{+j}\) leading away from it, the control coefficients of these rate constants are given by:

\[
C'_{-i} + C'_{+j} = \frac{E_i}{e}. \tag{6}
\]

The control coefficients of rate constants involving binding of enzyme substrates or products are equal to the sensitivity (elasticity \(e\)) of the enzyme rate to changes in that reactant concentration. Thus, for example, the control coefficient of the rate constant involved in substrate \((s)\) binding is given by:

\[
C'_{+s} = e_s. \tag{7}
\]

Where the enzyme reaction pathway is branched, the sum of control coefficients for any branch over the common flux is proportional to the relative flux through that branch. Thus, if a reaction pathway \((a)\) with flux \(J_a\) divides into two branches \((b\) and \(c)\) with fluxes \(J_b\) and \(J_c\), then the relative control coefficients of these branches over \(J_s\) is given by:

\[
\frac{C'_{+b}}{C'_{+c}} = \frac{J_b}{J_c}. \tag{8}
\]

Control coefficients of steps or rate constants over any enzyme intermediate level, \(K_M, V_{max}/K_M\), or any other variable of the system may also be defined (e.g. the control coefficient of a rate constant over the \(K_M\) of an enzyme can be defined as the normalised partial differential of the \(K_M\) with respect to the rate constant, which closely approximates to the percentage change in \(K_M\) caused by a 1% change in the rate constant).

These coefficients obey theorems related to those for
If the mechanism and rate constants of an enzyme or other molecular process are known then the control coefficients of those rate constants and steps can be calculated directly, either by differentiating the rate equation with respect to the relevant rate constants or by numerical analysis. The control coefficients within triose phosphate isomerase, carboxylate kinase, lactate dehydrogenase, and the sodium-glucose cotransporter have been calculated in a range of conditions from the known rate constants (Brown & Cooper, 1993; Brown, 1995). Interestingly although each of these proteins has been claimed to have a rate-limiting step, the control analysis showed that in most conditions control is shared between a number of steps and rate constants, and control shifts dramatically with conditions. Thus the general assumption that all enzymes have a rate-limiting step is false, and thus all methods of enzyme analysis based on this assumption are misleading. Control is more likely to be located in one or a small number of steps in extreme conditions of very low or very high substrate or product concentrations (V_{max}/K_m or V_{max} conditions). With physiological levels of substrates and products control tends to widely spread through many steps. Enzymologists and protein engineers tend to measure activity in extreme conditions, and this may be misleading if the information is extrapolated back to the physiological situation. Another important implication for protein engineers is that changing almost any set of rate constants within a protein may change its V_{max} or K_m.

If the enzyme intermediate levels can be measured in the steady state then the control coefficients can be determined without knowing the rate constants, using the equations given above. Methods for measuring the control coefficients are suggested in Brown & Cooper (1994) and Kholodenko et al. (1990).

Prior to the advent of molecular control analysis the theoretical and experimental analysis of rate limitation within enzymes and other proteins has been dominated by the paradigm that each enzyme has a rate-limiting step. Thus, the analysis of rate limitation has used a number of methods and intuitive rules intended to identify that step. Such methods include: reactant kinetic-isotope effects, solvent kinetic-isotope effects, viscosity effects on diffusion, and pH and temperature profiles. However, if in fact control is distributed in enzymes as indicated above, then these methods will lead to misleading conclusions if the results are analysed in terms of the paradigm of a rate-limiting step. If thermodynamic or kinetic information on the elemental steps is available it is often assumed that: (a) the step that is furthest from equilibrium is rate limiting, (b) the first step that is far from equilibrium is rate limiting, (c) steps that are close to equilibrium have no control, (d) the step with the lowest forward rate constant is rate limiting, or (e) the step following the intermediate with the highest relative concentration is rate limiting. None of these intuitive rules is strictly true (Brown & Cooper, 1994; Kholodenko et al., 1994a).

Various types of free-energy profile or kinetic-barrier diagrams have been devised to help locate rate-limiting steps within enzymes, but in fact none of them actually serve this purpose consistently. The flux control coefficients quantify rate limitation exactly, and thus the true criterion for a rate-limiting step is that the control coefficient of that step is one. When there is no unique rate-limiting step, the extent of rate limitation by different rate constants and steps can be depicted as in Fig. 1.

3. Application of Molecular Control Analysis to β-lactamases

In order to illustrate the application of molecular control analysis to control within enzymes we have calculated the flux control coefficients of three β-lactamases from the rate constants determined by Christensen et al. (1990). β-lactamases hydrolyse β-lactam antibiotics such as benzylpenicillin, via an acyl-enzyme intermediate, with the following kinetic scheme:

$$E + S \overset{k_{+1}}{\underset{k_{-1}}{\rightleftharpoons}} ES \rightarrow E\text{-acyl} \rightarrow E + P.$$  

The rate constants were determined by Christensen et al. (1990) for β-lactamase I from Bacillus cereus, PC1 β-lactamase from Staphylococcus aureus, and RTEM β-lactamase from Escherichia coli, using benzylpenicillin as substrate. The flux control coefficients of these rate constants and steps were calculated analytically using equations given in Brown & Cooper (1993) for control over k_{cat}/K_M and over k_{cat}, and are plotted in Fig. 1. The control coefficients of a rate constant over k_{cat}/K_M is just the percentage change in k_{cat}/K_M divided by the percentage change in rate constant (extrapolated to infinitesimal change), and is equivalent to the flux control coefficient in the condition of very low substrate concentration; similarly the control coefficient over k_{cat} is equivalent to the flux control coefficient in the condition of very high concentration of substrate (Brown & Cooper, 1993). Note that the control coefficients of either rate constants or steps always sum to one; and the control coefficient of
substrate association ($C_{+1}$) over $k_{cat}/K_M$ is always one, and control over $k_{cat}$ is always zero. Because the acyl-enzyme intermediate has only one rate constant depleting it in the above scheme the control coefficient of this rate constant ($k_{+3}$) is equal to the fractional concentration of this intermediate [see eqn (6)]; thus with very low substrate concentrations this control coefficient is zero, and in any other condition the coefficient can simply be measured as the fractional concentration of the intermediate. Since the reverse rate constant of this step ($k_{-3}$) is assumed to be very small in the kinetic scheme, the control coefficient of the reverse rate constant is close to zero, and thus the control coefficient of the step is equal to that of the forward rate constant.

The control coefficients depicted in Fig. 1 illustrate that for all the $\beta$-lactamases, control (i.e. rate limitation) is shared between steps, and varies with the substrate concentration; thus there is no unique rate-limiting step. However, the control distribution is remarkably similar between the three $\beta$-lactamases given the relatively wide difference in rate constants (values in the figure legend, for example the $k_{cat}$ is 1920 s$^{-1}$ for $\beta$-lactamase I, 62 s$^{-1}$ for PC1 $\beta$-lactamase, and 980 s$^{-1}$ for RTEM $\beta$-lactamase). Since control was also widely distributed in triose phosphate isomerase, carbamate kinase, and lactate dehydrogenase (Brown & Cooper, 1993) and the sodium-glucose cotransporter (Brown, 1995) this suggests that: (i) the general belief that an enzyme has a rate-limiting step is wrong, and (ii) there may be some reason that evolution of enzymes results in a wide control distribution. A possible reason for the latter is that if natural selection is acting to increase $k_{cat}$ or $k_{cat}/K_M$, then selection pressure can only be exerted on steps or sets of rate constants which have significant flux control, since changes in steps or rate constants with no control will have no effect on the rate. Selection will result in increases in those rate constants with significant control and thus decreases in their control coefficients, and consequently increase in the control exerted by other steps or sets of rate constants not previously exerting control. Conversely, if steps have no significant flux control there will be no selection pressure to prevent back mutation to lower rate constants, resulting in higher flux control. Thus, the selection process itself will tend to equalise the control coefficients throughout the enzyme or any other molecular process the rate of which is being maximised by selection. However, other factors, such as catalytic difficulty, will influence the relative rate constants and thus the control distribution.
Calculating the control coefficients gives important information that is not readily visible from the rate constants alone. Thus, for example, Christensen et al (1990) concluded from the \( \beta \)-lactamase rate constants which they determined that these \( \beta \)-lactamases were fully efficient enzymes. However, the control coefficients quantifying control over \( k_{\text{cat}}/K_M \) (Fig. 1) indicate that these enzymes cannot be fully efficient. Maximal efficiency for an irreversible enzyme must mean that \( k_{\text{cat}}/K_M \) is a maximum due to the enzyme being entirely limited by substrate association and substrate association is entirely limited by diffusion (Albery & Knowles, 1976). However for each of the enzymes in Fig. 1 there is substantial control over the \( k_{\text{cat}}/K_M \) by step 2, and therefore, if the rate constants of step 2 were to increase (proportionately so the equilibrium constant is unchanged) \( k_{\text{cat}}/K_M \) would increase, and therefore the enzymes cannot be maximally efficient.

### 4. Analysis of Multi-protein Complexes and Protein Interactions

In principle the analysis outlined above is applicable to any molecular process, which may be described by a kinetic scheme and rate constants. Examples that have been considered are: channelling of intermediates between enzymes (Kholodenko et al, 1995; Sauro, 1994), protein-protein interactions and associations (Kholodenko et al, 1994b) and group-transfer pathways (Van Dam et al, 1993, Kholodenko & Westerhoff, 1995a). These examples cannot be analysed by normal metabolic control analysis because of: (i) non-diffusible intermediates, (ii) lack of one-to-one correspondence between enzymes and processes, and (iii) failure of the summation and connectivity theorems of metabolic control analysis (reviewed in Kholodenko & Westerhoff, 1995b).

There are a number of special features of kinetic schemes that make them differ from schemes of metabolic pathways and result in special control properties. (1) All states of the system are specified, together with all possible transitions between the states. (2) The elasticities of steps (\( e_i \)) are directly related to their thermodynamic properties (Kholodenko & Westerhoff, 1994):

\[
e_i^z = 1/(1 - e^{-\Delta G_i/RT}), \quad e_i^y = 1/(1 - e^{-\Delta G_i/RT})
\]

Here \( y \) and \( z \) are a substrate and product (the stoichiometric coefficients of which are assumed to be one for the sake of simplicity), \( \Delta G_i \) is the Gibbs energy difference across step \( i \), defined as the chemical potential of the product(s) minus the chemical potential of the substrate(s). (3) The elasticities of unidirectional rates with respect to the intermediate levels are all either one or zero. (4) The control coefficients of a step and its rate constants are related through eqn (3) and as follows:

\[
C_{i+}^i/v_i = C_{i+}^{i+}/v_{i+} = -C_{i-}^i/v_{i-}.
\]

(5) For molecular processes the level of an intermediate may be regarded as the probability of occupancy of that state, and rate constants may be regarded as the probabilities of the transitions (Hill, 1977). (6) There may be one or more reaction cycles resulting in moiety-conserved cycles.

Moiety-conserved cycles of proteins play a special role in molecular control analysis. In the case of a single enzyme eqn (6), which relates the concentration \( (E_i) \) of an intermediate state \( (j) \) to the control exerted by the rate constants depleting this state, results from moiety conservation within an enzyme (Kholodenko et al., 1994b). In the case of multiple interacting proteins, a particular state can be connected to more than one moiety-conserved cycle, when this state is a multi-protein complex, and thus eqn (6) needs to be modified in this case. From eqns (9) and (10) and the generalized connectivity theorem (Kholodenko et al., 1994b), it follows that the control exerted by the rate constants depleting a protein-complex state, \( Z_i \), is equal to the sum of the control coefficients of each enzyme in the complex divided by the fractional concentration of each enzyme involved in the complex:

\[
\sum_{j=1}^{n} C_{j+}^j = \sum_{j=1}^{m} (C_{j}^j Z_i/e_i)
\]

where \( n \) is the number of rate constants depleting \( Z_i \), and \( m \) is the number of enzymes involved in \( Z_i \). Here, for the sake of simplicity it is assumed that only one molecule of each enzyme is involved in the complex \( (Z_i) \) and this complex is not involved in the conservation of any substrate moiety. Thus, for example if the complex state \( Z_i \) involves three enzymes and has two rate constants depleting it:

\[
C_{i+}^j + C_{i+}^j = Z_i(C_{i}^j/e_1 + C_{i}^j/e_2 + C_{i}^j/e_3).
\]

In the absence of moiety-conserved cycles the normal connectivity theorems of metabolic control analysis may be used in molecular control analysis, and thus the control distribution may be determined by measuring the elasticities.

It may be useful to regard molecular control analysis, that is analysis in terms of a kinetic scheme of all micro-processes, as the basic form of control analysis from which other forms of control analysis may be derived by grouping the rate constants of
elemental steps in particular ways. For example, classical metabolic control analysis is derived by grouping all the rate constants that scale with enzyme concentrations. Other types of control coefficients result from grouping the rate constants in other ways (Kholodenko & Westerhoff, 1995b). We have previously discussed how the control coefficients exerted by proteins involved in channelling, group-transfer, multi-protein complexes and other protein interactions may be derived only by analysing control at the microlevel of elemental processes and then summing these contributions for a whole protein to give a macroscopic control coefficient (Kholodenko & Westerhoff, 1995b).

5. Other Applications

Additional examples of systems that may be studied by molecular control analysis include G-proteins, cascades of protein kinases and phosphatases, receptor-effector interactions, signal transduction networks, actinomyosin, protein translation, and gene transcription. Protein folding, unfolding or assembly could also be analysed, where there is a steady state with intermediates, to identify rate-limitation in the process. For example if a protein-folding pathway were described by the following kinetic diagram:

\[ U \xrightarrow{k_{+1}} I_1 \xrightarrow{k_{-1}+k_{+2}} I_2 \xrightarrow{k_{+3}} F \]

where \( U \) is the unfolded form of the protein, \( F \) is the folded form, and \( I_1 \) and \( I_2 \) are two intermediates in the folding pathway. The concentration of \( U \) is regarded as fixed, and the concentrations of \( I_1 \) and \( I_2 \) are variable. The control in this pathway can be determined by differentiating the rate equation for the above scheme according to eqns (1) and (2), giving the control coefficients in terms of the rate constants:

\[ C_{i+1}^+ = 1; \quad C_{i-1}^- = \frac{-k_{-1}}{k_{-1}+k_{+2}}; \]

\[ C_{i+2}^+ = \frac{k_{-1}}{k_{-1}+k_{+2}}; \quad C_{i+3}^+ = 0 \] (13)

\[ C_i^+ = k_{+2}/k_{-1}+k_{+2}; \quad C_i^+ = k_{-1}/k_{-1}+k_{+2}; \quad C_i^+ = 0. \] (14)

In the absence of knowledge of the rate constants, the control coefficients can be measured directly by measuring the disequilibrium of the first step, and using eqns (4) and (5). Thus, for example, a measurement of \( v \) and \( v_{+1} \) would be sufficient to determine all the control coefficients in the above scheme.

A system of coupled chemical reactions could also be analysed by molecular control analysis to determine the extent to which each reaction limits the steady-state fluxes. Thus, for example, control over atmospheric reactions, industrial chemical processes, or free radical processes could be analysed using the same approach of molecular control analysis, provided asymptotically stable steady states reign.
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