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H classical Hamiltonian
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General introduction

Metal-organic frameworks

In 2016 Sholl and Lively highlighted seven chemical separations, which upon im-
proving would lead to great global bene�ts.1 Examples of these separations are
hydrocarbons from crude oil, uranium from seawater, alkenes from alkanes and
greenhouse gases from dilute emissions. About 10-15% of the world’s energy con-
sumption is due to the separation of these type of industrial mixtures,2,3 whereby
90% of these industrial separations are performed by means of expensive distilla-
tion techniques.4 Clearly, these numbers illustrate the need for alternative, energy-
e�cient, separation methods. A very promising method is adsorptive separation.

In adsorptive separation, a N -component mixture is passed over a packed bed
containing nanoporous crystallites, which act as a sorbent material. One com-
ponent of the mixture will adsorb better than the others. When the sorbent is
saturated, the inward 
ow is stopped and the bed is replaced or regenerated. Re-
generation of the sorbent occurs via temperature or pressure-induced desorption.5

Figure 1: Metal-organic frameworks consist of organic linkers and metals that through
the process of self-assembly form crystalline nanoporous materials. The chemical diversity
can be substantial due to modi�cation of: I) linkers, II) metals and III) topology.

7



General introduction

Figure 2: IRMOF-1, �rst reported in 1999, consists of Zn4O units interconnected by
benzene 1,4-dicarboxylate linkers with lattice parametera = 25.832 �A. 9 Color legend: C
(gray), O (red), H (white), Zn (brown).

One of the challenges in designing these so-called pressure/temperature swing
adsorption processes is the choice of the crystallites. For a long time, zeolites
have been considered and used as sorbent materials.4 About two decades ago,
a new class of nanoporous materials has emerged, which are known as porous
coordination polymers or metal-organic frameworks(MOFs).6{8

MOFs consist of metal nodes interconnected by organic linker molecules that
self-assemble into a crystalline material as shown schematically in Figure 1. For
example, benzene 1,4-dicarboxylic acid (BDC) and zinc nitrate hydrate dissolved
in dimethylformamide (DMF) produce the isoreticular metal-organic framework
IRMOF-1 as shown in Figure 2.9 IRMOF-1 is a cubic MOF that crystallizes into
space group Fm�3m with a lattice parameter of a = 25.6990 �A and a Brunauer-
Emmett-Teller (BET) surface area of SBET = 3800 m2/g.10 Given the large variety
of metals found in the periodic table and a diverse selection of organic linkers, the
amount of possible MOF structures is enormous. Recently, 137.953 hypothetical
structures have been generated of which 300 have excellent methane-storage capa-
city.11 Also, high-throughput screening of 4700 experimental structures was used
for assessing methane adsorption.12 Based on this large versatility, it is argued that
it should be possible to ’design’ a MOF for certain applications by, for example,
functionalization of the organic linkers with substituents.13

Among the unique features of MOFs are their large pores and high surface
area’s, which make MOFs suitable for separation and storage applications. The
current porosity record-holder is NU-110 with a surface area of 7140 m2/g and a
porosity of 93%.14 For separation processes there is a trade-o� to be made between
the storage capacity (associated with the pore volume) and the adsorption selectiv-
ity, which has led to the development of entropic separation mechanisms.15,16 For
example, by exploiting the channel dimensions of MAF-x8, higher adsorption capa-
cities of p-xylene could be obtained compared to the commercially-used BaX due
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General introduction

(a) (b)

Figure 3: MIL-53(Cr) exhibits a phase transition upon CO2 adsorption. (a) Unit cells (2
x 2 x 1) of MIL-53(Cr) along thec-direction with the large pore phase (top,V = 1486.14
�A3) and the narrow pore phase (bottom,V = 1012.64 �A3). Color legend: C (light gray),
O (red), H (white), Cr (dark gray). (b) Experimental CO2 adsorption isotherm.28

to commensurate stacking.17 More recently, sol-gel monolithic HKUST-1 reached
a methane storage capacity of 259 cm3 (STP) cm� 3 at room temperature and 65
bar, in close agreement with the US Department of Energy (DOE) volumetric stor-
age target of 263 cm3 (STP) cm� 3.18 Besides separation and storage applications,
MOFs have also been considered as candidate materials for other applications in-
cluding, but not limited to, catalysts,19 drug delivery20 and sensor devices.21

Intriguingly, some MOFs exhibit exceptional large-scale 
exible behavior.22{24

One of the most illustrative 
exible modes is the breathing mode in MIL-53(Cr)
[(Cr(OH)(COO2)2)n -chains connected with BDC-linkers] upon external stimuli as
shown in Figure 3a.25,26 This material undergoes a phase transition from a large
pore phase (space group: Imcm ) to a narrow pore phase (space group: C12=c1)
upon CO2 adsorption, associated with a relative change of 32% in the unit cell
volume. The opening and closing of the pore causes a distinctive shape of the
adsorption isotherm as shown in Figure 3b. This reversible behavior is of particular
interest in selective gas adsorption and progressive release of drugs.27

Another fascinating consequence of the 
exibility of MOFs is negative thermal
expansion(NTE). Nearly all materials have a positive coe�cient of thermal expan-
sion and thus expand upon increasing temperatures.29 However, most MOFs have
a negative coe�cient of thermal expansion and thus the unit cell contracts upon
heating. HKUST-1 is a typical example of a NTE MOF with a linear coe�cient
of thermal expansion of -4.9�10� 6 K� 1.30,31 The underlying mechanisms for NTE
in HKUST-1 are di�erent from the NTE mechanisms found in condensed matter
materials. Several factors have been argued in literature that are important con-
tributions for NTE to occur in HKUST-1: i ) translation and ii ) libration modes
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General introduction

of the organic linker and iii ) asymmetric distortions of the metal nodes.30 Density
functional theory (DFT) calculations of a representative distorted paddlewheel-
cluster (Cu2(O2C7H5)4), showed favorable delocalization of the sixth level below
the highest-occupied molecular orbital (HOMO-6) and thereby changing the Cu-O
distance from 1.9832 �A in the minimum-energy con�guration to 1.9818-1.9866 �A
in the distorted con�guration.31 More recently, synchrotron far-infrared spectro-
scopy revealed that low-lying vibrational modes at 58 cm� 1 (1.7 THz) and 81
cm� 1 (2.4 THz) might explain the origin of NTE.32,33

There is still considerable debate in literature on the origin of these large

exible modes in MOFs. Tensorial analysis of the ab initio calculated elastic con-
stants showed large anisotropy and it has been argued to be a major contributor to
framework 
exibility.34,35 Single crystal nanoindentations con�rmed these theoret-
ical �ndings for DMF-solvated Zn-DMOF-1 [Zn2(1,4-BDC)2(DABCO); DABCO
= 1,4-diazabicyclo[2.2.2]octane], revealing an anisotropy of 4.5 for the Young’s
modulus.36 The elastic constants tensor C���� relates the stress tensor � �� to the
strain tensor � �� within the Hookeanlimit

� �� = C���� � �� (1)

where the summation convention is adapted. Greek indices denote Cartesian co-
ordinates (� = fx, y, zg). The elastic tensor has 81 components but reduces to 36
due to symmetric stress and strain tensors.37 Depending on the crystal symmetry,
the amount of unique components reduces further. For example, an orthorhombic
unit cell has nine independent components of the elastic tensor, given in Equation
(2).

Cij =

0

B
B
B
B
B
B
@

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66

1

C
C
C
C
C
C
A

(2)

Here, the Voigt notation is adapted (1 = xx , 2 = yy, 3 = zz, 4 = yz, 5 =
xz, 6 = xy).38 The �rst three diagonal components of the elastic tensor C11,
C22 and C33 represent the sti�ness along the principal crystal axes. The other
diagonal components C44, C55 and C66 are the shear coe�cients that determine
the resistance against angular deformation due to shear strain. The o�-diagonal
components C12, C13 and C23 are the tensile-coupling interactions between two
principal axes.

For MOF-materials, the full elastic tensor has only been measured experiment-
ally for ZIF-8 using Brillouin scattering. An extremely low shear modulus of Gmin =
0.967 GPa was observed and attributed to cooperative Zn-imidazole-Zn (bridging)
and N-Zn-N (tetrahedral) bonding angles.39 Although, large anisotropy might be
crucial for 
exible behavior of MOFs, the absolute values, such as the shear mod-
ulus in ZIF-8, are small compared to e.g., zeolites. The mechanical properties of

10



General introduction

MOFs can be fascinating but also present challenges for their implementation in
technological applications.40{43 Currently, the low mechanical stability of MOF-
materials is a key reason that forms an obstacle in their commercialization.44

Multiscale modeling

The use of computational techniques (modeling) is nowadays widely accepted in
chemistry, physics and materials sciences. In the list of the top 100 most cited
scienti�c articles of all time published in 2014 by Nature, 15 out of 100 articles
are in the �eld of computational chemistry/physics.45 Also, the Chemistry Nobel
Prizes awarded to computational chemists in 1998 and 2013, illustrate the impact
of computational techniques.46

There are various levels of theory for materials modeling, which can be classi�ed
in terms of time-scales and length-scales as shown in Figure 4. The smallest
time-scale, relevant for chemists and materials scientists, are electronic structure
calculations, which rely on a quantum mechanical description. A step up the
ladder of multiscale modeling are molecular mechanics or force �eld simulations.
Here, classical mechanics is applied at the molecular level. Longer time-scales
- not discussed in this thesis - are mesoscale (coarse grained) simulations and
continuum mechanics simulations.

In Figure 5, two examples are shown of what can be modeled nowadays regard-
ing materials properties and related applications. Figure 5a shows the adsorption
isotherm of ethane in HKUST-1 measured experimentally and calculated using
grand-canonical Monte Carlo simulations. By visualizing the isotherm in semi-
logarithmic scale, the overall shape of the isotherm becomes visible, showing that
the energetic-dominated region is captured correctly. Figure 5b shows an ab initio

Figure 4: Length-scale vs. time-scale showing multiscale modeling. In this thesis,
electronic structure and molecular mechanics simulations are performed.
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General introduction

(a) Adsorption isotherm (b) Equation of state

Figure 5: Materials properties that can be computed using multiscale modeling. (a)
Ethane adsorption isotherm in HKUST-1 at 323 K, simulated using grand-canonical
Monte Carlo simulations. (b) Birch-Murnaghan energy-volume equation of state for
ZIF-8 obtained from density functional theory calculations.

calculated Birch-Murnaghan equation of state for ZIF-8. The calculated equilib-
rium lattice parameter of a = 17.0365 �A at 0 K is in good agreement with the
experimental lattice parameter of 16.990 �A obtained from neutron di�raction at
3.5 K.47 The bulk modulus extracted from the equation of state B0 = 8.252 GPa
compares well to 9.2293 GPa and 7.7508 GPa obtained from B3LYP DFT calcu-
lations and Brillouin scattering experiments.39 Table 1 presents various materials
properties of ZIF-8 from experiments and simulation. Overall, the agreement
between experiment and simulation is good.

Generally, the type of calculations involved in materials modeling requires de-
manding numerical operations. For this reason, large computer power is needed.
To illustrate the type of machinery that is typically used for materials modeling,
the processing power of a regular all-day laptop is compared with that of a su-
percomputer. The computer on which this thesis was mainly written (MacBook
Air, Early 2014) is running on an Intel Core i7-4650U (Haswell architecture) with
a clock frequency of 1.7 GHz per core and 8 GB internal RAM. Theoretically, this
machine, more speci�cally the processor, has a computer power of 218�109 
oat-
ing points operations per second (
ops) and a power consumption of 45 W. The
world’s most powerful supercomputer according to the Top500.org list, the Summit
IBM Power System AC922 (Oak Ridge National Laboratory, Unites States), runs
at 122�1015 
ops.48 The amount of power to maintain such a computer cluster is
around 8.8 MW (solely the processor, memory, and interconnect network, exclud-
ing any cooling systems). This is enough to power a small city of around 6.000
households.49

These are exciting times for computational scientists, and science in general,
as recent developments in computer science, such as quantum computing and
machine learning, have already shown to be applicable in the �eld of computational
chemistry.51,52
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General introduction

Table 1: Lattice parameter a (�A), elastic constantsCij (GPa) and bulk modulusB0

(GPa) of ZIF-8 obtained from DFT calculations, experiments and force �eld calculations.
The temperature is denoted in parenthesis.� This work.

a C11 C12 C44 B0

B3LYP-D (0 K)39 17.0630 11.038 8.325 0.943 9.229
PBE-D3 (0 K)� 17.0365 9.484 8.250 2.361 8.252
Brillouin scattering (295 K)39 - 9.523 6.865 0.967 7.751
Single crystal (293 K)50 16.992 - - - -
Neutron di�raction (3.5 K)47 16.990 - - - -
Force �eld (0 K)� 16.274 10.087 8.578 0.899 9.081

Outline of this thesis
Metal-organic frameworks containing open-metal sites are potential sorbent mater-
ials for adsorptive separations of ole�n/para�n mixtures. Therefore, considerable
theoretical work exists on the adsorption of guest molecules at the open-metal
site. Underlying molecular orbital interactions play a dominant role in these ad-
sorption processes, which can be studied using molecular orbital theory. From
knowledge of the electronic interactions, accurate predictions can be made of the
multicomponent adsorption behavior of ole�n/para�n mixtures. Although MOFs
are promising, their large porosity has consequences regarding their mechanical
stability.

The main scope of this thesis is to demonstrate that multiscale modeling is
an important tool to study the adsorptive separation and mechanical properties in
MOFs. A combination of quantum chemical and classical simulation methodology,
complemented with experiments, is used.

In Chapter 2, molecular orbital theory, in the framework of Kohn-Sham DFT
is used to elucidate electronic and geometric changes occurring in HKUST-1 upon
water adsorption. Various exchange-correlation functionals are compared to assess
their performance. Chapter 3 shows that the incorporation of an ab initio derived
force �eld potential is crucial to describe the correct multicomponent adsorption
behavior as ideal adsorbed solution theory fails. Part of the work described in
Chapter 3 was conducted at the Georgia Institute of Technology.

Chapter 4 reviews the state-of-art 
exible force �elds models speci�cally de-
veloped for MOFs, which form an essential tool to study mechanical properties. In
Chapter 5, a new scheme for constructing 
exible force �elds is presented. Here,
force �eld potentials are �tted on the ab initio calculated elastic tensor. Chapter
6 presents, for the �rst time, experimental work on thermomechanical and creep
properties of HKUST-1. The Young’s modulus and hardness decrease with increas-
ing temperature. This is consistent with classical molecular dynamics simulations
that show a reduced of the isothermal elastic constants. The work reported in
Chapter 6 was conducted at Sandia National Laboratories (Livermore).
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CHAPTER1

Computational methodology

The fundamental quantity in quantum mechanics that describes all electronic
and nuclear properties of any material is the many-body wavefunction 	 .53 The
Born interpretation of the wavefunction states that probability density function
for a volume element dV is given by the wavefunction multiplied with its com-
plex conjugate.54 At the heart of quantum mechanics is the non-relativistic time-
independent Sch�odinger equation55

^H 	( x 1 ; : : : ; x N ; R 1 : : : ; R M ) = E 	( x 1 ; : : : ; x N ; R 1 ; : : : ; R M ) (1.1)

where N is the number of electrons, M the number of nuclei, x i denotes the
spatial coordinates r i and the spin si of the electron and RI are the positions of
the nuclei. The Hamiltonian of such a system is de�ned according to

^H =
�~2

2me

NX

i

r̂2
i �

N;MX

i;I

Z I e2

jr i � R I j
+

1
2

NX

i 6= j

e2

jr i � r j j

�
MX

I

~2

2M I
r̂2

I +
1
2

MX

I 6= J

Z I ZJ e2

jR I � R J j

(1.2)

with ~ the reduced Planck’s constant, subscripts i and I are electron and nuclei
indices, respectively, me and M I are the masses of an electron and nuclei, Z I

the formal charge of the nuclei, e the elementary charge and r̂ is the gradient
operator. Here, the �rst term is the electron kinetic energy, the second term is the
electron-nuclei potential energy, the third term is the electron-electron potential
energy, the fourth term is the nuclear kinetic energy and the last term is the
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1. Computational methodology

nuclei-nuclei potential energy. By invoking the Born-Oppenheimer (BO) principle,
it is assumed that the nuclear motion is stationary compared to the electronic
motion.56 As a result, the second-last term of the Hamiltonian drops out and the
potential energy between the nuclei becomes constant. The Hamiltonian reduces
to the electronic Hamiltonian

Ĥ e =
�~2

2me

NX

i

r̂2
i �

N;MX

i;I

Z I e2

jr i � R I j
+

1
2

NX

i 6= j

e2

jr i � r j j
: (1.3)

The eigenvalues of the electronic Hamiltonian de�nes the potential energy surface
(PES).57 Con�gurations that are a (global) minimum on the PES contribute pre-
dominantly to physical observables. Energy minimization algorithms are therefore
commonly used to vary atomic coordinates (and lattice parameters) in order to
obtain a minimum on the PES. Various algorithms exists that use, in order of com-
putational demand, i ) the energy (simplex method), ii ) the energy and the �rst
derivative of the energy (steepest decent and conjugate gradient), iii ) the energy,
�rst derivative and approximate second derivative of the energy (Quasi-Newton)
and iv ) and the energy, �rst derivative and exact second derivative of the energy
(Newton-Raphson).58 Once a set of atomic coordinates is found that minimizes
the energy, various properties can be calculated from derivatives of the energy (see
for example, Table 10.0 in reference57).

There are scenario’s for which the aforementioned static results are not su�-
cient. For example, temperature-dependent elastic constants are calculated from

uctuations in the strain or stress tensor. This calculation requires that the atoms
and lattice undergo dynamic movement by moving along the PES. From the
negative gradient of the PES, a trajectory can be generated. These so-called
�rst-principles or ab initio molecular dynamics simulations are computationally
demanding and are for the scope of this thesis not feasible. Instead, the potential
energy surface is constructed a priori by de�ning pair-interaction potentials, which
reduce the computational cost considerably.

1.1 Density functional theory calculations

Electronic structure theory attempts to �nd a solution for the many-body electronic
Schr�odinger equation. The most widely used method to solve the many-body
Schr�odinger equation is density functional theory (DFT).59 The two fundamental
theorems of DFT were postulated by Hohenberg and Kohn which state that i ) for
each external potential Vext there exists a uniquely de�ned ground state density
� e(r ) and ii ) the ground state energy can be found variationally.60 The challenge
of DFT is to �nd an electron density � e(r ) that minimizes the energy functional
E[� e(r )]. Kohn and Sham introduced a set of solvable equations from which
the electron density could be derived in a self-consistent �eld manner.61 They
proposed a non-interacting reference system with the same electron density � e(r )
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1.1. Density functional theory calculations

as the real interaction system and by solving the Kohn-Sham equations iteratively
 
�~2

2me
r2 + vext(r ) +

1
2

Z
dr 0 � e(r 0)
jr � r 0j

+ vXC(r )

!

 j = � j  j (1.4)

the electron density can be calculated according to � e(r ) =
P

 �
j  j . Here,  j

are the one-electron Kohn-Sham orbitals and � j are the corresponding energy
levels. In Equation (1.4), the �rst term on the left hand side is the kinetic en-
ergy of the electrons in the non-interaction framework, the second term is the
external potential due to the presence of the nuclei, the third term is the clas-
sical Coulomb interaction and the fourth term is the functional derivative of the
exchange-correlation (XC) functional. The XC-functional represents the di�erence
between exact kinetic energy and kinetic energy in the non-interaction framework
(kinetic correlation energy) and the potential correlation and exchange energy.57

The challenge of Kohn-Sham DFT is to �nd suitable expressions for the unknown
XC-functional. It is not straightforward to classify XC-functionals based on ac-
curacy or quality but the Perdew’s Jacob’s ladder is commonly used.62 Currently,
there are over 200 available XC-functionals and their use and development remains
an active �eld of research.63{68

Plane wave pseudopotential method

A convenient choice of the basis set for the one-electron Kohn-Sham orbitals in
periodic systems are orthogonal plane wave basis functions as stated by Bloch's
theorem.55 At each k -point, the one-electron Kohn-Sham orbital is written as

 j =
X

G

cj; (k + G ) exp
h
i (k + G) � r

i
(1.5)

with j being the band number, k the wave-vector in reciprocal space, G are the
reciprocal lattice vectors and cj; (k + G ) are the Fourier coe�cients.

It is impractical to sum over all reciprocal lattice vectors, which would require
an in�nite plane wave basis set. By truncating the basis set by a prede�ned
kinetic cut-o�, only plane waves with a low kinetic energy (valence electrons)
are considered.69 For the computation of physical properties, integrals in k -space
are performed over the smallest primitive cell, known as the Brillouin zone. A
consequence of Bloch’s theorem is that only a �nite number of k -points have to
be sampled. The integral of a function f (k ) can therefore be replaced as a discrete
summation over a limited number of k -points

Z

BZ
dkF (k ) =

1
V

X

i

! i F (k i ) (1.6)

where F (k) is the Fourier transform of f (k ), V the unit cell volume and ! i are
weighting functions. The sampling of k -space within the Brillouin zone can be
done by using the Monkhorst-Pack scheme.70
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1. Computational methodology

Figure 1.1: The three components of the energy decomposition analysis that contrib-
ute to the interaction energy between fragments A and B: (a) electrostatic interaction
� Velstat, (b) Pauli repulsion � EPauli and (c) orbital interaction � Eoi.

However, Kohn-Sham states 
uctuate heavily near the nuclei due to high kin-
etic energy (core region). Moreover, core-electrons are typically not a�ected upon
a change in chemical bonding. Therefore, it is common to replace the core-
valence electronic interactions with a smooth pseudopotential. Di�erent types of
pseudopotentials exist such as the norm-conserving,71 ultrasoft72 and Trouiller-
Martins pseudopotentials.73 In this thesis, the Projected Augmented Wave (PAW)
method as implemented in the Vienna Ab Initio Simulation Package (VASP) code
is used.74{77

Kohn-Sham molecular orbital method

Kohn-Sham molecular orbital theory and an accompanying energy decomposition
analysis scheme can reveal insights into chemical bonding and will be used to
elucidate electronic interactions of adsorption of guest molecules at speci�c ad-
sorption sites in MOFs. In this thesis, the Amsterdam Density Functional (ADF)
package78{80 is used to describe nonperiodic systems. In ADF, linear combinations
of Slater-Type Orbitals (STOs) � � are used as basis functions for the one-electron
Kohn-Sham orbitals81

 j =
X

�

cj� � � (1.7)

with
� � = NYl;m (�; � )r n � 1 exp [��r ] (1.8)

where N is a normalization constant, Yl;m being a spherical harmonic function
and � a characteristic exponent coe�cient that determines the long-range decay.

ADF builds molecular entities from user-de�ned fragments. From linear com-
binations of the symmetrized fragment orbitals, the molecular orbitals are con-
structed. The total bond energy � E with respect to the fragments is given by

� E =
Z

dr

 

" [� e; r ]�
X

i

" i [� e; r ]

!

(1.9)
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1.2. Classical force �eld simulations

with " [� e; r ] and " i [� e; r ] being the energy density of the overall molecule and frag-
ment i , respectively. The total bond energy � E is decomposed using a Morokuma-
type82,83 energy decomposition analysis scheme into the preparation energy � Eprep

and interaction energy � E int . The preparation energy is the amount of energy
needed to go from the equilibrium structure to the overall molecule. The inter-
action energy � E int between two fragments, A and B is decomposed according
to84{86

� E int = � Velstat + � EPauli + � Eoi + � Edisp: (1.10)

Here, � Velstat is the electrostatic interaction of the unperturbed fragments. The
Pauli repulsion � EPauli is the destabilizing interaction between occupied orbitals
due to the anti-symmetric requirement of the wavefunction. The orbital interaction
� Eoi is due to the relaxation of the �nal wavefunction by mixing virtual orbitals.
The last term in Equation (1.10), � Edisp, are optional dispersion corrections. The
�rst three contributions are shown schematically in Figure 1.1, showing a simpli�ed
molecular orbital diagram for the Pauli repulsion and the orbital interaction. The
orbital interaction term is responsible for charge transfer and/or polarization e�ects
and can be further decomposed per irreducible representation � of the system’s
point group given by

� Eoi =
X

�

� Eoi;� : (1.11)

The orbital interaction is of particular interest in this thesis as will be shown
later on: i ) it elucidates molecular orbital interactions of relevant donor-acceptor
adsorption processes and ii ) is used to generate additional force �eld potentials.

Charge distributions are determined based on the Voronoi deformation density
(VDD) method.87 Here, the spacing is partitioned in non-overlapping regions such
that the region of space is closer to a reference nucleus A than to other nuclei.88

The partial atomic VDD charge is obtained from

QVDD
A = �

Z

Voronoi cell A
dV

h
� e(r ) �

X

B

� B (r )
i

(1.12)

with � e(r ) the total electronic density and � B (r ) the ground-state atomic density.
This approach measures the change in charge density when going from the atomic
charge densities to the total molecular density. A positive and negative value
represents a loss and gain of electrons in the Voronoi cell of atom A, respectively.

For a more in depth introduction on electronic structure calculations, the reader
is referred to Payne et al.,69 Jensen57 and Martin.55

1.2 Classical force �eld simulations

1.2.1 Molecular dynamics
Statistical mechanics allows one to relate microscopic properties to macroscopic
properties of bulk matter, such as enthalpies, free energies and heat capacities.89
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1. Computational methodology

For an N -particle system, these microscopic properties are obtained from know-
ledge of the generalized coordinates qN and the conjugate momenta pN , collect-
ively known as phase space coordinates. A collection of microstates that describe
the same macroscopic properties is known as an ensemble.90 For example, the
microcanonical ensemble imposes a �xed number of particles N , a �xed volume
V and a constant total energy E . However, other ensembles are more convenient
in order to mimic experimental conditions e.g., constant temperature and/or pres-
sure. For a one-component system, the adiabatic ensembles can be interrelated
through Legendre transformations and isothermal ensembles are obtained from a
series of Laplace transformations of the microcanonical ensemble.91

Consider an N -particle system with each particle having a generalized coordin-
ate qi and conjugate momentum pi . The Hamiltonian H can be given by

H =
X

i

p2
i

2m
+ U(fqi g) (1.13)

with m being the mass of the particle and U(fqi g) the potential energy consist-
ing of pre-de�ned interatomic potentials. The origin and construction of these
interatomic potentials, collectively known as a force �eld, are discussed in section
4.2. The Helmholtz free energy is then given by

F = �kBT ln QNVT (1.14)

with kB the Boltzmann constant, T the temperature and QNVT the stationary
phase space density, or partition function, in the canonical ensemble

QNVT =
1

h3N N !

Z Z
dqN dpN exp [�� H(qN ; pN )] (1.15)

with � being the inverse temperature, h the Planck’s constant and the factor 1=N!
arises from the fact that particles of the same species are indistinguishable. The
canonical ensemble average of a phase space function



A(qN ; pN )

�
is de�ned as



A

�
=

R R
dqN dpN A(qN ; pN ) exp [�� H(qN ; pN )]

QNVT
(1.16)

and resembles a Boltzmann-weighted average which can be calculated using Met-
ropolis Monte Carlo simulations (see section 1.2.2). Alternatively, assuming the
ergodicity hypothesis holds, the average of a phase space function given in Equa-
tion (1.16) can also be obtained from a Molecular Dynamics (MD) trajectory90



A(qN ; pN )

�
= lim

T !1

1
T

Z T

0
dtA (qN ; pN ): (1.17)

MD simulations are based on integrating Newton’s equations of motion. The
forces f i that act on each particle are given by the negative gradient of the a priori
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1.2. Classical force �eld simulations

de�ned potential energy surface U

f i = �
@U
@r i

: (1.18)

Note that r i are Cartesian coordinates. From knowledge of the forces, the equa-
tions of motion can be integrated. Many integrators exists,92 but a popular choice
is the Verlet algorithm93

r i (t + � t) = 2 r i (t) � r i (t � � t) +
f i (t)

m
� t2

v i (t) =
r i (t + � t) � r i (t � � t)

2� t

(1.19)

with t being the time, � t the time-step, r i the position, v i the velocity, and f
the force acting in particle i .

Simulating crystalline solids also requires a periodic simulation cell h , spanned
by three vectors a, b and c. The volume of the simulation cell, V , is given by

V = detkhk: (1.20)

The position of a particle r i can be written as fractional coordinates si

r i = hs i = � i a + � i b + 
 i c (1.21)

with 0�� i ; � i ; 
 i�1. In the case of studying constant pressure conditions with MD
simulations e.g., to probe structural transitions, the simulation cell h evolves over
time. To allow for isotropic unit cell changes, Andersen introduced a Lagrangian
that explicitly considers the time-derivative of the simulations cell in the equations
of motion, generating the isoenthalpic-isobaric (NPH ) ensemble.94 Anisotropic
cell shape changes were proposed by Parrinello and Rahman by extending the
Andersen Lagrangian.95,96

A homogeneous in�nitesimal strain � can be de�ned in terms of the simulation
cell geometry by97,98

� =
1
2

[(h0
� 1)T �hT �h �h � 1

0 � 1] (1.22)

where h0 and h are the reference and deformed simulation cells, respectively. The
superscripts T and �1 denote the transpose and inverse, respectively and 1 is
the identity matrix. This atomistic formulation is consistent with expressions of
the strain tensor found in classical textbooks on elasticity.97,99 By expanding the
internal energy in terms of the strain tensor, the fourth-rank elastic tensor C����

can be obtained100

U( ~q; � �� ) = U( ~q; 0) + V0

X

��

� �� � �� +
1
2

V0

X

����

C���� � �� � �� � � � (1.23)
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1. Computational methodology

with ~q being the reference positions, � � the stress tensor and V0 the undeformed
unit cell volume. Note that within the harmonic approximation and for a stress-free
structure, Equation (1.23) reduces to Equation (1). A computationally e�cient ap-
proach for computing �nite-temperature elastic constants is the stress-
uctuations
method97,101

C���� =
D
CB

����

E
�

V
kB T

hD
� B

�� � B
��

E
�

D
� B

��

ED
� B

��

Ei

+ �k B T(� �� � �� + � �� � �� ):
(1.24)

where the �rst term is the Born-term, de�ned as

D
CB

����

E
=

1
V

 
@2U

@��� @���

!

(1.25)

and the second and third terms of Equation (1.24) are the 
uctuations of the
stress tensor and an ideal gas contribution. For pair wise additive interactions, the
stress tensor � is calculated from the virial expression

� �� =
1
V

X

i

"
1
2

NX

j =1

(r �
j � r �

j )f �
ij � ndkB Ti

#

(1.26)

with f �
ij the internal force on atom i due to atom j in the current con�guration

along direction � and nd being the number of degrees of freedom. At 0 Kelvin,
Equation (1.24) reduces to102

C���� = �
1
V

@���
@���

�
�
�
�
�
f s =0

=
1
V

@2U
@��� @���

�
�
�
�
�
f s =0

=
1
V

"
@2U

@��� @���| {z }
Born term

�
@2U

@��� @ri�

�
H� 1

ij

�

i�;j�

@2U
@��� @ri�| {z }

Relaxation term

#

=
1
V

"

H�� �H�i

�
Hij

� � 1
Hi�

#

:

(1.27)

Note that before and after a strain is applied, the system must be in a state of
zero force (f s = 0 ). The Born term is the energy response due to a strained unit
cell whereas the relaxation term accounts for the atomic relaxation since there is
more than one atom in the unit cell. Hij is the Hessian (force constants) matrix,
H�� is the second derivative and the internal energy with respect to the strains
and H�i and Hi� are cross-terms. A generalized Hessian can be constructed that
contains the aforementioned terms.103 Using robust optimization algorithms, such
as the mode-following technique104 (also known as the Baker’s minimization105),
a true local minimum on the energy surface can be obtained and hence the elastic
constants are obtained for ’free’.
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1.2. Classical force �eld simulations

1.2.2 Monte Carlo
The Metropolis Monte Carlo (MC) technique allows one to determine the ensemble
average of Equation (1.16) by generating new con�gurational states, which are
accepted or rejected based on a speci�c acceptance criteria.106 The momentum
part of the phase space integral given in Equation (1.15) integrates out and reduces
to:

QNVT =
1

h3N N !

Z Z
dqN dpN exp [�� H(qN ; pN )]

=
1

� 3N N !

Z
dqN exp [�� U(qN )]

(1.28)

where the relation
R1

�1 dx exp [�x2] =
p

� is used and � is the thermal de Broglie
wavelength de�ned as � =

p
h2=(2�mk B T). A coordinate transformation can

be adapted that introduces the fractional coordinates si using Equation (1.21).
The partition function becomes

QNVT =
V N

� 3N N !

Z
dsN exp [�� U(sN ; h)] (1.29)

where the potential energy now depends on the fractional coordinates and para-
meterically on the transformation matrix.

Once an equilibrium distribution has been reached, the transition probability
to go from an old con�guration o to a new con�guration n must not destroy the
established equilibrium distribution.106 A stricter version of this condition is the
concept of detailed balance, which states

P(o)� (o!n)acc(o!n) = P(n)� (n!o)acc(n!o): (1.30)

Here, P is the probability density of a new (n) or old (o) state and � (o!n) is
the probability of generating state n from state o. In the Metropolis scheme, � is
a symmetric matrix (� (o!n) = � (n!o)) and the probability of accepting a trial
move from o to n is given by acc(o!n). In the canonical ensemble, the probability
density is given by

P =
exp [�� U(sN ; h)]

QNVT
(1.31)

and the acceptance probability that follows from the detailed balance requirement
is

Pacc(o! n) = min
�

1;
Pn

Po

�

= min
�

1; exp
�
� � (Un(sN ; h) � Uo(sN ; h))

� �
:

(1.32)

The acceptance criterion implies that if the energy of the newly generate state is
lower than that of the old state, the trial move will be accepted. Otherwise, if a
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1. Computational methodology

(a) (b)

Figure 1.2: Adsorption properties can be calculated using the (a) grand-canonical (�V T )
and (b) osmotic (� 1N2pT) ensembles. The bulk 
uid phase is replaced by an imagin-
ary reservoir. In the (�V T )-ensemble, the volume is �xed whereas in the (� 1N2pT)-
ensemble, the volume is allowed to 
uctuate.

randomly generated number on the interval [0,1) is less than acc(o!n), the move
is accepted.

In this thesis, adsorption isotherms are computed using Monte Carlo simula-
tions in the i ) grand-canonical (�V T ) and ii ) the osmotic (� 1N2pT) ensembles
for rigid and 
exible frameworks, respectively. This is depicted schematically in
Figure 1.2.

Grand-canonical ensemble

In the grand-canonical ensemble, the chemical potential � , unit cell volume V
and temperature T are �xed, whereas the number of particles N is allowed to

uctuate.107 To obtain chemical equilibrium between the adsorbed phase and the

uid phase, the temperature and the chemical potential of 
uid inside and outside
the framework material should be the same.

The partition function of the grand-canonical ensemble can be derived from an
ideal gas that can exchange particles with a N -particle system. It can be shown
that108

Q� VT =
1X

N =0

exp [��N ]V N

� 3N N !

Z
dsN exp [�� U(sN ; h)]: (1.33)

To sample the grand canonical ensemble, three MC trial moves can be used. These
trial moves and the associated acceptance criteria are: particle displacement

Pacc(o! n) = min
�

1; exp
�
� � (Un(sN ; h) � Uo(sN ; h))

� �
(1.34)

particle insertion

Pacc(o! n) = min
�

1;
V exp [�� ]
� 3(N + 1)

exp
�
� � (Un(sN +1 ; h) � Uo(sN ; h))

� �

(1.35)
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1.2. Classical force �eld simulations

and particle deletion

Pacc(o! n) = min
�

1;
� 3N

V exp [�� ]
exp

�
� � (Un(sN � 1; h) � Uo(sN ; h))

� �
:

(1.36)
The chemical potential is imposed by choosing a pressure that is converted into
the fugacity f using an equation of state (e.g., Peng-Robinson109). The fugacity
is then related to the chemical potential via

�� = �� ID + ln ( �f ) (1.37)

where � ID is the reference chemical potential.

Osmotic ensemble

The osmotic (� 1N2pT) ensemble is used to study adsorption in 
exible framework
materials. This ensemble is only de�ned for a multicomponent system, as for a
single component system it is not possible to vary the chemical potential, pressure
and temperature independently, due to the Gibbs-Duhem relation. Fluctuations
are allowed for the number of particles of species 1 (adsorbates) and the chemical
potential of species 2 (framework material). The osmotic potential can be derived
from the Ray-potential applied to a multicomponent system. The Ray-potential
R was introduced in 1990 as the thermodynamic potential describing a porous,
adiabatic piston between the system and the combined pressure and chemical
potential reservoir.110,111 Applying the Ray-potential as a Legendre transformation
on a two-component system, the following relation is obtained

dR = T dS + V dp� N1 d� 1 + � 2 dN2: (1.38)

The osmotic potential 
 os is a Legendre transformation of the Ray-potential with
respect to the entropy

d
 os = d R � T dS� S dT

d
 os =
n

T dS + V dp� N1 d� 1 + � 2 dN2

o
� T dS� S dT

d
 os = �S dT + V dp� N1 d� 1 + � 2 dN2

(1.39)

with natural variables T; p; � 1 and N2. Although, the (� 1N2pT)-ensemble was
�rst mentioned by Stockmayer in 1950 for light scattering in multicomponent sys-
tems,112 it was not used until 1993 by Wolf et al. to study pressure-composition
isotherms in palladium hydride.113 Coudert et al. provided a thermodynamic
framework for adsorption in a 
exible material showing that the osmotic potential
can be calculated from the free energy of the framework phase, the adsorption iso-
therm of guest molecules in that phase and the pressure-dependent molar volume
of the 
uid.114
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1. Computational methodology

The probability density P for a 
exible host-adsorbate system is written as113

P(sN ; V; Nads) � adsN hostpT /
V N exp [�� adsNads]

� 3N ads� 3N hostNhost!Nads!
� exp

�
� � (U(sN ; h) + pV)

�
:

(1.40)

The acceptance probability for any of the four MC-moves (insertion, deletion,
translation and volume change) is given by Paccept = min(1;P0=P) with P0 de�ned
in Equation (1.40) as the probability of the trial state and P the probability of
the current state. The acceptance rules for particle displacement, insertion and
deletion are equivalent to those in the grand-canonical ensemble. The volume
change acceptance rule is written explicitly as

Pacc(o! n) = min

 

1;
� Vn

Vo

� N
exp

�
� �p (Vn � Vo)

�

� exp
�
� � (Un(sN ; h) � Uo(sN ; h))

�
!

:

(1.41)

Monte Carlo simulations in the osmotic ensemble can easily be an order of mag-
nitude more expensive than in grand-canonical ensemble due to additional sampling
over volume changes.115

All classical force �eld simulations in this thesis are conducted using RASPA-
2.0.116 All atomistic visualizations are generated using iRASPA.117

The reader is referred to textbooks by Frenkel and Smit,108 Tuckerman,90 Allen
and Tildesley118 and Leach119 for a detailed introduction into classical simulation
methodology.
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CHAPTER2

Kohn-Sham molecular orbital analysis of hydrated
HKUST-1

A Kohn-Sham molecular orbital (MO) analysis with accompanying energy decom-
position analysis is presented of the water-HKUST-1 interactions. Hybrid and
metahybrid functionals show better agreement with experimental and CCSD(T)
observations as compared to GGA-functionals. Upon monohydration, a Jahn-Teller
distortion is observed due to Pauli repulsion between the HOMO(A1) of water and
the dicopperdz2-orbitals. Donor-acceptor interactions con�rm the formation of
a � -bond between the two Cu(II) sites as was suggested recently using electron
paramagnetic resonance. The �lling of empty Cu(4s) and Cu(4pz ) orbitals on the
opposite copper lowers the adsorption energy of the second water molecule.

Based on: J. Heinen, D. Dubbeldam and C. Fonseca Guerra, Kohn-Sham Molecular Orbital
Analysis of the Coordination Bond in Anhydrous and Hydrated HKUST-1, In preparation, 2018
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Kohn-Sham molecular orbital analysis of water-HKUST-1

2.1 Introduction

MOFs have been proposed as sorbent materials for carbon capture.120 Speci�c-
ally, MOFs containing open-metal sites (OMS) have drawn considerable interest
due to their enhanced reactivity.121 One such MOF is HKUST-1 [also known
as Cu3(BTC)2; BTC = benzene-1,3,5-tricarboxlic acid] that contains a dicopper
paddlewheel, as shown in Figure 2.1.122

As nearly 10% of 
ue gas consists of water, it is crucial for separation studies
to include the e�ects of water.123 It is known however that water decomposes the
crystalline structure of HKUST-1.124{127 After 24 hr exposure of water at 323 K,
the surface area decreased from 1340 to 647 m2/g.124 Water adsorption cycling
studies performed by Henninger et al. showed a capacity loss of 53% after 20
adsorption cycles between 40 and 140 � C.128 A ReaxFF simulation study indic-
ated that one water molecule per OMS is su�cient, at 550 K, to collapse the
structure.129 Andersen et al. argued that the coordination bond is not broken
immediately, but it requires long times (kinetics is a key role) and a considerable
amount of water molecules in the structure.130 This is in agreement with Buscarino
et al. whom proposed a three step decomposition process that involves the revers-
ible formation of a � -bond between the two Cu(II) sites prior to the irreversible
hydrolysis of the Cu-Ocarboxylate coordination bond.127 The irreversible hydrolysis
is accompanied by a reduction of the oxidation state from Cu2+ to Cu1+ .131

At higher water loadings, the CO2 saturation capacity decreases consider-
ably.132,133 However, weakly hydrated HKUST-1 (4 wt %) increases the CO2

(a) (b)

Figure 2.1: Stick representation of (a) crystallographic unit cell of HKUST-1 and (b)
dihydrated open-metal site (Cu2(O2C7H5)4) cluster. Color legend: C (gray), O (red), H
(white), Cu (orange).
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2.2. Broken-symmetry

uptake and its selectivity over methane and N2.133,134 This behavior has also been
reported in Zn, Co and Ni-based HKUST-1 structures.135

Considerable theoretical work has been dedicated to understand the interaction
between the OMS of HKUST-1 and water.136{142 However, associated mechan-
isms remain unexplored. In this work, we provide a Kohn-Sham molecular orbital
analysis with an accompanying energy decomposition analysis (EDA) scheme of
water-OMS interactions in HKUST-1.

2.2 Broken-symmetry

The exact nature of the Cu(II)-Cu(II) bond in dicopper species has led to much
controversy about half a century ago.136,143{146 The dicopper paddlewheel of the
OMS exhibit antiferromagnetic spin couping and has a coupling constant J in
the range of -150 cm� 1 to -200 cm� 1.147,148 The ground-state wavefunction,
describing an open-shell singlet state, has a multireference character. Represent-
ing open-shell polynuclear systems using single Slater determinant methods, such
as density functional theory (DFT), is therefore challenging.137,149{155 Broken-
symmetry calculations provide outcome and are discussed below.

Any many-body fermionic wavefunction must be anti-symmetric as a result
of the Pauli principle.53 Consider a closed shell wavefunction of two-electrons
with opposite spin. A valid wavefunction for a two-electron system is a Slater
determinant which is an anti-symmetrized spin-orbital product given by

 closed shell=
1
p

2

�
�
�
�
� (1)� (1) � (2)� (2)
� (1)� (1) � (2)� (2)

�
�
�
�

=
1
p

2

�
� (1)� (2)
| {z }
symmetric

[� (1)� (2) � � (2)� (1)
| {z }

anti-symmetric

]
� (2.1)

where the spatial part of the wavefunction � are orthogonal and symmetric and
the spin-part is anti-symmetric with hS2i = 0. In the case of an open-shell system,
the wavefunctions can take multiple forms. Consider two magnetic centers a and
b with spatial orbitals � a and � b containing each one electron. The magnetic
coupling of two spins is given by Heisenberg-Vleck-Dirac Hamiltonian156

^H HVD = �2J Ŝa �Ŝb (2.2)

with J being the (magnetic) coupling constant describing the di�erence between
the open-shell singlet and triplet state. The convention is J < 0 for anti-
ferromagnetic spin-coupling and J > 0 for ferromagnetic spin-coupling. The
possible wavefunctions for a two-electron system are shown schematically in Fig-
ure 2.2 with  0 and  1 denoting the open-shell singlet and triplet con�gurations.
The open-shell singlet wavefunction  0 can be written as
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Figure 2.2: Four possible spin-con�gurations for an open-shell two-electron system. 1

and  0 denote the triplet and singlet wavefunctions, respectively.

 0 =
1
p

2

�
� a(1)� b(2) + � b(1)� a(2)
| {z }

symmetric

� 1
p

2

�
� (1)� (2) � � (1)� (2)
| {z }

anti-symmetric

�

(2.3)

and the triplet wavefunctions  1 are given by

 1 =
1
p

2

�
� a(1)� b(2) � � b(1)� a(2)
| {z }

anti-symmetric

�

8
>><

>>:

� (1)� (2) M s = 1
1p
2
(� (1)� (2) + � (1)� (2)) M s = 0

� (1)� (2) M s = 1
| {z }

symmetric

(2.4)
The spin quantum number is de�ned by M s = ( N � � N � )=2 with Nx being the
amount of � or � electrons. Inspection of the wavefunctions shows that two Slater
determinants are needed to describe  0 and  1;0. By de�nition, Kohn-Sham DFT
is a single Slater determinant method and therefore cannot, formally, describe  0

and  1;0.
A broken-symmetrywavefunction  BS is introduced that consists of two or-

thogonal spatial orbitals with opposite spin157

 BS =
1
p

2

�
�
�
�
� a(1)� (1) � b(1)� (1)
� a(2)� (2) � b(2)� (2)

�
�
�
�

=
1
p

2

�
 1;0 +  0;0

�
:

(2.5)

Note that  BS is not an eigenstate of spin but a wavefunction of mixed-spin
states such that hS2iBS = 1. The broken-symmetry wavefunction is constructed
by localizing spins of the di�erent atomic centers.158 Calculating the expectation
value of the Hamiltonian of the broken-symmetry wavefunction gives

EBS = h BSjH ej BSi

=
1
2

�
h 0;0jH ej 0;0i + h 1;0jH ej 1;0i

�

=
1
2

�
ES=0 + ES=1

�
(2.6)

where ES=1 is equivalent to the energy of a single con�guration triplet wavefunc-
tion (e.g., h 1;1jHj 1;1i). From Equation (2.6), the open-shell singlet energy can
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be calculated, but it is more common to report the coupling constant

J1 = 2( EBS � ES=1 ): (2.7)

Equation (2.7) was �rst proposed by Noodleman under the assumption that the
spatial orbitals are weakly interacting (localized limit).158 Note that in the ori-
ginal Noodleman paper, the coupling constant is expressed as J = ( EBS �
ESmax)=S2

max.158 This depends on the choice of the Heisenberg Hamiltonian. This
approach has been widely used for the prediction of the coupling constant in poly-
nuclear species.153,159 Others have used the broken-symmetry energy as the energy
of the true open-shell singlet state which is the strong delocalization limit.149,160,161

There is still debate in literature on this topic.162{164

Yamaguchi et al. proposed an expression for the coupling constant by taken
spin contamination into account165

J2 = 2
EBS � ET

hS2iT � hS2iBS
(2.8)

with hS2i the expectation value of the spin square operator of either spin state.
The choice of the exchange-correlation functional heavily a�ects the coupling

constant. Part of the origin of this problem is the presence of the self-interaction
error (SIE). The SIE appears due to the incomplete cancellation of the classical
electrostatic repulsion of the one-electron system.151 In the Hartree-Fock formal-
ism, this spurious behavior is exactly canceled due to the exact exchange term.

2.3 Computational methodology
DFT calculations were performed using the ADF package.78{80 Atomic orbitals
were expanded in Slater-Type Orbitals using a TZ2P basis set. Representat-
ive HKUST-1-clusters were optimized in the triplet spin-con�guration using the
B3LYP-D3 functional.166,167 The use of a cluster-model is justi�ed since HKUST-1
shows negligible band dispersion.155,168 The open-shell singlet energy � E S

int is cal-
culated from the broken-symmetry state using the weak interaction regime (strong
localized limit) by Noodleman et al.158,169

The broken-symmetry wavefunction has an exact value of 1.0 for the expect-
ation value of the spin square operator hS2ibs as they can be considered as equal
mixtures of the singlet (hS2i=0) and triplet (hS2i=2) states.170

The overlap integral between the two singly occupied molecular orbitals (SOMOs),
Sab, is approximated as proposed by Ruiz et al.149

S2
ab � � 2

T � � 2
bs (2.9)

with � T and � bs being the Mulliken spin density of the metallic site of the triplet
and broken-symmetry state, respectively. The interaction energies are determined
by the energy decomposition analysis scheme as described in section 1.1.
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2.4 Results and discussion
Considerable work has already been done on the e�ect of XC-functionals on coup-
ling constants and interaction energies.137,141,149,152,154,162,171,172For completeness
of this study, we have also calculated these values as well as the components of
the energy decomposition analysis scheme.

Table 2.1 reports magnetic properties and the components of the EDA of
Cu2(HCOO)4�2(H2O). This cluster model was chosen since CCSD(T) interaction
energies and coupling constants are available for this geometry.154 As expected,
functionals based on the generalized gradient approximation (GGA) underestim-
ate the open-shell singlet adsorption energies � E S

int and overestimate the coupling
constants J compared to the CCSD(T) values. Upon increasing exact exchange,
the coupling constant converges towards the experimental range of -150 to -200
cm� 1.149 This converging trend is also observed for the expectation value of the
S2 operator, hS2i. Larger spin delocalization is observed for GGA-functionals com-
pared to hybrid functionals. This is evident from reduced spin densities on the mag-
netic sites and the larger overlap integrals between the SOMOs. The B3LYP-D3
and M06-L open-shell singlet interaction energies, -11.18 and -12.98 kcal�mol� 1,
are in reasonable agreement with the CCSD(T) value of -12.24 kcal�mol� 1. How-
ever, their coupling constants deviate from the CCSD(T) value of -176 cm� 1. It
must be noted that �350 cm� 1 corresponds to the 1 kcal�mol� 1 ’chemical accur-
acy’.173 The components of the EDA do not di�er much which is promising for a
chemical understanding of the interactions.

For dicopper species, the unpaired electrons occupy each a Cu(dx2-y2)-orbital,
forming symmetric S and anti-symmetric A combinations. The relative energies
of the S and A combinations a�ect the nature of the Cu-Cu bond.136 GGA,
meta-GGA and the hybrid functional TPSSH (10% exact exchange) functional,
reported in Table 2.2, indicate that the energy ordering is Ax2-y2 > S x2-y2 for � -
MOs (ordering for � -spin MOs is equivalent). For example, Sx2-y2 and Ax2-y2 for
BLYP-D3 give -9.3 eV and -5.6 eV, respectively. A recent study using plane-wave
pseudopotentials (PBE-PAW) also showed this ordering.174 However, at increasing
amounts of exact exchange, the S and A energy ordering reverses, with M06-2X
forming an exception. Here, B3LYP-D3 give for Sx2-y2 and Ax2-y2, -11.8 eV and
-14.6 eV, respectively. Ho�mann et al. also found that the Ax2-y2-orbitals are
lower in energy than the Sx2-y2-obitals and suggested that in the singlet ground
state this gives rise to an antibonding � -bond.136

In the remainder of the text are all values calculated at the B3LYP-D3/TZ2P
level. A larger cluster model, Cu2(O2C7H5)4, with a benzoate as linker shown in
Figure 2.1b, will be used to assess the electronic interactions.
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Table 2.2: Copper dx2-y2 contributions in � -MOs of anhydrous Cu2(O2C7H5)4 . Sym-
metric and anti-symmetric combinations of thedx2-y2-orbitals are denoted bySx2-y2 and
A x2-y2. Percentage of exact exchange is given in parenthesis.E denotes energy level of
the MO. MOs in bold have largestdx2-y2 contribution.

Sx2-y2 Ax2-y2
#MO Cont. (%) E (eV) #MO Cont. (%) E (eV)

BLYP-D3 17 33.0 -5.1 12 33.7 -5.6
(0) 16 9.0 -8.6 11 25.6 -8.0

15 40.7 -9.3 10 10.9 -8.4
7 21.66 -12.3

S12g-D3 17 32.1 -5.3 12 32.3 -5.7
(0) 16 8.6 -8.7 11 22.7 -8.2

15 42.5 -9.5 10 15.6 -8.5
7 20.7 -12.5

OPBE 17 32.8 -5.2 12 33.2 -5.7
(0) 16 9.2 -8.6 11 23.3 -8.1

15 41.8 -9.4 10 14.6 -8.5
7 20.3 -12.5

M06L 17 27.8 -5.6 12 27.1 -6.0
(0) 16 5.7 -8.9 11 13.2 -8.4

15 48.3 -9.9 10 27.5 -8.8
7 22.5 -12.8

TPSSH 17 23.6 -6.2 12 22.1 -6.7
(10) 16 3.6 -9.5 11 6.1 -9.0

15 49.5 -10.7 10 33.5 -9.5
7 29.1 -13.5

B3LYP-D3 17 17.5 -7.1 12 15.5 -7.6
(20) 16 1.8 -10.1 11 1.5 -9.7

15 39.7 -11.8 10 35.8 -10.6
14 14.8 -12.5 7 37.7 -14.6
11 9.2 -15.7

PBE0 17 14.6 -7.4 12 12.4 -7.9
(25) 16 1.45 -10.3 11 0 -9.8

15 25.9 -12.3 10 33.9 -11.0
14 27.0 -12.9 7 42.5 -15.1
11 11.0 -16.1

mPW1PW 17 14.5 -7.5 12 12.31 -7.9
(42.8) 16 1.4 -10.4 11 0 -9.9

15 26.1 -12.3 10 33.7 -11.1
14 26.2 -13.0 7 42.9 -15.1
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11 11.2 -16.2

M06-2X 17 6.1 -9.3 12 5.1 -9.9
(54) 16 0 -11.7 11 0 -11.1

15 2.2 -14.0 10 6.6 -13.4
14 0 -15.0 7 60.6 -18.2
13 28.1 -15.9
12 12.7 -16.8
11 31.4 -18.4
10 13.2 -20.2

Water-Cu(II) interactions: Jahn-Teller distortion and � -bond
formation

The predominant Cu(3d) contributions to � -spin molecular orbitals are shown
in Figure 2.3 for anhydrous (D4h), monohydrated (C2v) and dihydrated (D2h)
Cu2(O2C7H5)4. Anhydrous and dihydrated Cu2(O2C7H5)4 belong to the dihedral
point-group D , forming linear combinations of both Cu(3d)-orbitals. The reduc-
tion of the point-group upon monohydration eliminates the degeneracy of the dyz

and dxz orbitals. Here, water is adsorbed along the x-direction. Geometric para-
meters of anhydrous, monohydrated and dihydrated Cu2(O2C7H5)4 are reported in
Table 2.3. The Oy -Cu-Oy angle reduces from 172 to 165.6� , causing the coordina-
tion bond to elongate. This is accompanied with an increase in the Cu-Cu distance
of 0.034 �A. The most noticeable change is observed for the Cu(3dz )-orbital that
is raised considerably in energy, from -11.1 to -9.3 eV.

The energy decomposition of the Cu2(O2C7H5)4-water interaction is presented
in Table 2.4 and shows that the A1-irrep is most dominant contribution to the or-
bital interactions. Molecular orbital analysis of the A1-irrep reveals Pauli repulsion
between the HOMO-1 of water and Cu(3d(z2))-orbital as shown in Figure 2.4.
The Pauli repulsion is stabilized by favorable donor-acceptor interactions between
the HOMO(A1) of water and the empty Cu(4pz ) and Cu(4s)-orbitals.

A recent electron paramagnetic resonance study hypothesized the formation
of a � -bond between the Cu(II)-cations upon water adsorption.127 The vacant

Table 2.3: Geometric parameters (�A) of anhydrous, monohydrated and dihydrated
Cu2(O2C7H5)4 . Water adsorbs along thex-direction.

Cu-Cu Cu-Ox Cu-Oy Oy -Cu-Oy Sym.

anhydrous 2.517 1.962 1.962 172.0 D4h

monohydrated 2.551 1.979 1.997 165.6 C2v

dihydrated 2.592 1.990 1.983 170.4 D2h
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Table 2.4: Energy decomposition analysis (kcal�mol� 1) for water and Cu2(O2C7H5)4 .
Orbital interaction components have been corrected for electronic preparation energy.

� EPauli � Velstat � E A1
oi � E A2

oi � E B1
oi � E B2

oi � Edisp � E int

27.26 -24.48 -10.15 -2.44 0.87 0.82 -3.36 -11.48

LUMO+6(A1) of Cu2(O2C7H5)4, shown on the right-hand side of the MO diagram
in Figure 2.4, consists of symmetric combinations of the Cu(4pz )-orbitals. These
SFOs are populated upon water adsorption, hence forming a � -bond. It should
be noted that the occupation of this orbital appears to be functional dependent.
Hybrid functionals show the �lling of the symmetric Cu(4pz )-orbital but some
GGA-functionals do not.

The higher adsorption energy of the water molecule on the opposite Cu-site
(-10.13 kcal�mol� 1) compared to the adsorption energy of the �rst water molecule
(-11.48 kcal�mol� 1) is in agreement with previous work.138 At low water loadings
this suggest that not all dicopper-sites are occupied. A rationale for this e�ect is
the �lling of the Cu(4s) and Cu(4pz )-orbitals on the opposite copper-site due to
electron donation in the LUMO+6(A1) as shown in Figure 2.4. Voronoi deforma-
tion density (VDD) charges con�rm this charge accumulation. The copper-cations
have positive VDD charges (548 mili-a.u.) in the anhydrous structure whereas the
VDD charges for the monohydrated structure are less positive (505 and 541 mili-
a.u.), meaning net a smaller loss of electrons.

Dihydrated Cu2(O2C7H5)4 exhibits similar electronic interactions as mono-
hydrated Cu2(O2C7H5)4. The molecular orbital interaction diagram is presented
in Figure 2.5. The D2h point-group has symmetric (A.g) and anti-symmetric
(B1.u) orbital contributions of the water molecules. The formation of the � -bond
is again evident from SFO gross population analysis as the LUMO+3(A.g) be-
comes populated. The Cu-Cu distance is increased by 0.041 �A and the Cu-Ox

distance is elongate with 0.011 �A suggesting weakening of the coordination bond.
These elongations are in agreement with extended X-ray absorption �ne structure
(EXANES) experiments.175
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Figure 2.3: Energy levels of� -spin molecular orbitals with predominant Cu(3d)-character
in a) anhydrous, b) monohydrated and c) dihydrated Cu2(O2C7H5)4 . Anhydrous and
dihydrated clusters contain linear combination of the copper orbitals. The Cu(3d)-orbitals
of the monohydrated structure are of Cu� . Contributions are given in parenthesis. Energy
levels (eV) are denoted in blue.
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Figure 2.4: Simpli�ed � -spin molecular orbital interaction diagram of the A1-irrep
of monohydrated Cu2(O2C7H5)4 . Pauli repulsion between HOMO(A1) of water and
HOMO-9(A1) of Cu2(O2C7H5)4 (predominantly3d(z2)-character) is stabilized by donor-
acceptor interactions due to electron density acceptance of copper4s, 4pz and 5s. The
LUMO+6 contains symmetric 4pz-orbitals, creating a � -bond along Cu(II)-Cu(II). En-
ergy levels (eV) are denoted in blue. Isovalue is 0.03e� =a3

0 .
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2.5 Conclusion
Molecular orbital analysis combined with gross population analysis and an energy
decomposition analysis scheme con�rms the creation of a � -bond between the
Cu(II)-cations upon hydration of open-metal site. For monohydration, a Jahn-
Teller distortion is observed due to Pauli-repulsion of the HOMO-1 of water and the
Cu(3dz)-orbital. The �lling of empty orbitals on the opposite Cu-cation explains
the reduced adsorption energy when water adsorbs on that Cu-site.
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CHAPTER3

Predicting multicomponent adsorption in open-metal site
MOFs using energy decomposed DFT-based force �eld

calculations

For the design of adsorptive-separation units, knowledge is required of the multi-
component adsorption behavior. Ideal adsorbed solution theory (IAST) breaks
down for ole�n adsorption in open-metal site (OMS) materials due to non-ideal
donor-acceptor interactions. Using a density functional theory-based energy de-
composition scheme, a physically justi�able classical force �eld is developed that
incorporates the missing orbital interactions using an appropriate functional form.
This �rst-principles derived force �eld shows greatly improved quantitative agree-
ment with the in
ection points, initial uptake, saturation capacity, and enthalpies
of adsorption obtained from inhouse adsorption experiments. While IAST fails
to make accurate predictions, the improved force �eld model is able to correctly
predict the multicomponent behavior. It is expected that this approach is also
transferable to other OMS structures, allowing the accurate study of their sep-
aration performances for ole�ns/para�ns and further mixtures involving complex
donor-acceptor interactions.

Based on: J. Heinen, N.C. Burtch, K.S. Walton, C. Fonseca Guerra and D. Dubbeldam,
Predicting Multicomponent Adsorption Isotherms in Open-Metal Site Materials using Force Field
Calculations based on Energy Decomposed Density Functional Theory, Chemistry - A European
Journal, 2016, 22, 18045-18050
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3.1 Introduction
An energy-e�cient alternative for distillation techniques used in the chemical in-
dustry for ole�n/para�n separations are adsorption-based separation processes.176

In adsorption-based separation processes, a porous material can be used as a sorb-
ent, which acts as a molecular sieve. Most literature regarding the adsorptive
separation performance of sorbents only provide single component adsorption iso-
therms, but information on the multicomponent adsorption behavior is crucial for
the design of separation units.177 It is extremely challenging to measure multicom-
ponent adsorption isotherms experimentally,178 and therefore this behavior is often
predicted from single component isotherms using the well-known ideal adsorbed
solution theory (IAST) introduced by Myers and Prausnitz.179 IAST is based on
three assumptions: (1) all adsorbates have access to the same surface area of
the sorbent, (2) the sorbent is inert, and (3) the mixture in the adsorbed phase
behaves as an ideal solution at constant temperature and spreading pressure.

The spreading pressure � can be thought of as the negative of the surface
tension and can be calculated via the Gibbs isotherm179

�A
RT

=
Z f 0

i

0
qi dln f i (3.1)

with A the surface area of the sorbent, R the gas constant, T the temperature, f 0
i

the fugacity for component i when adsorbed, qi the single component i adsorption
isotherm and f i the component fugacity of the bulk phase which is obtained via
the Peng-Robinson equation of state.109 At equilibrium, the spreading pressures of
all components are equivalent. In an ideal adsorbed phase an analog of Raoult’s
law can be written

f i = f 0
i (� )x i (3.2)

with x i being the mole fraction of component i in the adsorbed phase (note thatP
x i = 1 ). The total adsorption capacity qT is obtained from

1
qT

=
NX

i

x i

qi
(3.3)

with qi = x i qT . Generally, IAST provides accurate results for MOFs.180

MOFs containing open-metal sites (OMS) are very promising materials for
the separation ole�n/para�n mixtures.121 Here, the bonding � -orbital of the ol-
e�n donates electron density into vacant orbitals of the metal. Simultaneously,
the metal donates electron density into the antibonding � *-orbital of the ol-
e�n as explained by the Dewar-Chatt-Duncanson theory.181{183 This bonding and
back-bonding is commonly referred to as � -complexation. However, these donor-
acceptor interactions also introduce non-idealities in the adsorbed phase that
causes the third assumption of IAST to break down as shown later on.

Multicomponent adsorption isotherms can be directly computed using grand-
canonical Monte Carlo simulations.184,185 Unfortunately, Generic Hydrocarbon
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Force Fields (GHFFs), such as from Liu et al.,186 only consider electrostatic
and non-covalent interactions and do not capture the donor-acceptor interactions
between the OMS and the ole�n. In this work, HKUST-1 is considered as sorb-
ent material.122 HKUST-1 is an oxo-bridged dinuclear copper(II) structure that
forms a paddle-wheel structure with four main adsorption sites, as shown in Figure
3.1.187

A new approach for identifying and calibrating a double-bond-OMS interaction
potential is developed using density functional theory calculations. To validate the
Dewar-Chatt-Duncanson-theory, a molecular orbital diagram for ethylene adsorp-
tion on the OMS of HKUST-1 is constructed. Using an energy decomposition
analysis scheme84,188 as implemented in the ADF-package,78{80 the orbital inter-
actions missing in GHFFs are rationalized and incorporated into the force �eld
model with an appropriate functional form. This approach allows a quantitative
correct description of the interactions. The simulated single component adsorp-
tion isotherm resulting from the improved force �eld model also reproduces the
experimental isotherm, in semi-logarithmic scale, which is important to properly
analyze the low pressure regimes and the locations of in
ection points.189

Past studies have not physically justi�ed these functional forms and they were
added rather ad hoc.190{192 Sholl et al. reviewed recently the latest develop-
ments in �rst principle derived force �elds and reported that two other groups
use a decomposition scheme to derive force �eld potentials.193 Schmidt et al.
uses Symmetry-Adapted Perturbation Theory (SAPT) DFT to parameterize all
force �eld potentials.194 Gagliardi et al. employs the Non-Emperical MOdel po-

Figure 3.1: Space �lling model of the primitive unit cell of HKUST-1. HKUST-1 has
four distinct adsorption sites for small molecules: (A) inside the side pocket, (B) near
the linker, (C) inside the large cavities, and (D) at the open-metal site. Color legend: C
(gray), O (red), H (white), Cu (brown).
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tential (NEMO) approach with computational expensive MP2 calculations as a
reference.195

3.2 Experimental methodology

Synthesis of HKUST-1

Two synthesis routes for HKUST-1 were considered.196,197 Reagents: copper(II)
nitrate trihydrate (Cu(NO3)2�3H2O): Acros Chemicals, CAS: 10031-43-3, 99%
pure; benzene-1,3,5-tricarboxylate (BTC): Sigma-Aldrich, CAS: 554-95-0), 95%
pure; copper(II) acetate (Cu(OAc)): Acros Chemicals, CAS: 142-71-2, 99% pure.

Sample A: 1.17 g (4.84 mmol) Cu(NO3)2�3H2O was dissolved in DI-H2O and
0.49 g of BTC was dissolved in 25 mL of DMF (sonicated for 5 min). The mixture
was stirred for 15 min. Sample B: 0.97 g (4.84 mmol) of Cu(OAc) was dissolved
in DI-H2O and 0.49 g of BTC was dissolved in 25 mL EtOH (sonicated for 5
min). The mixture was stirred for 35 min and sonicated for 15 min. Samples were
transferred in 20 and 40 mL vials and put in a Fischer Scienti�c Isotemp Lab Oven
at 373 K for 19 h. Samples were washed and �ltered with DI-H2O and the solvent
used for BTC.

Material characterization

Powder X-ray di�raction patterns (PXRD) were recorded on an X’Pert X-ray
PANalytical di�ractometer with an X’accelerator module using Cu K� (� = 1.5418
�A) radiation at room temperature, with a step size of 0.02 in 2� . N2 adsorption
was performed at 77 K after activation at 423 K using a Quadrasorb system
(Quantachrome Instruments). The surface area was determined using BET theory
and were 1950 and 1750 m2/g for samples A and B, respectively.10

Measuring adsorption isotherms

A Gravimetric Analyzer (IGA-1 series, Hiden Analytical Ltd.) was used to obtain
single component ethylene adsorption isotherms at T = 323, 303 and 283 K and
pressures up to 20 bar. Samples were activated in situ at 473 K under ultra-high
vacuum (10� 3 mbar) until no further weight loss was observed. A sample size of
approximately 20 and 30 mg for sample A and B respectively was used for the
measurements. A maximum equilibration time of 60 min was used for each point
in the isotherm and at least 10 minutes were waited before recording equilibrium.
Thermogravimetric analysis (TGA) was carried out in the temperature range of
303-983 K on a NET- ZSCH STA 449 F1 Jupiter under helium with a heating
rate of 5 K/min and 
ow rate of 20 mL/min.
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3.3 Computational methodology

Density functional theory calculations
The Amsterdam Density Functional (ADF)78{80 package was used with a TZ2P-
STO basis set and the M06-L exchange-correlation functional. It has been argued
that the M06-L functional performs well for open-shell singlet system and when
dispersion interactions are important.154,198,199 Also, the XC-functional benchmark
of the previous chapter suggests that M06-L is a good choice. Ethylene adsorption
was performed using the triplet spin con�guration. Hijikata et al. suggested
that hydrogen termination was su�cient for the cluster model.141 No signi�cant
di�erences were observed when comparing geometric and electronic properties
of a phenyl-terminated cluster system with a hydrogen-terminated cluster. The
interaction energies are calculated as described in section 1.1.

Force �eld calculations
Grand-canonical Monte Carlo simulations were performed using the RASPA-2.0
package.116 Partial atomic charges and Lennard-Jones parameters were taken from
Gutirrez-Sevillano et al.187 and the generic DREIDING force �eld,200 respectively.
The Van der Waals cut-o� radius was set to 12.0 �A. Con�gurational bias Monte
Carlo was used in order to increase the acceptance ratio of insertions at higher
loadings.201{203 Lennard-Jones parameters for ethane and ethylene and the bond-
ing parameters of ethane were used from Liu et al.186 and are summarized in
Table 3.1. Figure 3.2 shows HKUST-1 labels used for the force �eld. The helium
void-fraction (0.7435) was determined using Widom particle insertion method in
order to convert absolute into excess adsorption.204 For the IAST calculations, the
adsorption isotherms were �tted to a triple-site Langmuir-Freundlich model

q(f ) =
3X

i =1

qi;sat
K i f n i

1 + K i f n i
(3.4)

where i indicates the adsorption site, q is the amount of ethylene/ethane ad-
sorption at fugacity f , qi;sat is the adsorption capacity of the adsorption site i ,
K i is the Langmuir (a�nity) constant of adsorption site i and ni is an index of
heterogeneity.
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Table 3.1: Lennard-Jones parameters and partial atomic charges taken from Guti�errez-
Sevillano et al. and DREIDING.187,205 The � -parameters of O and Cu have been modi�ed
as described in the main text. Ethylene and ethane parameters are used from Liu et al.186

COM: center of mass.

� /kB (K) � (�A) q

HKUST-1 C1 47.86 3.47 -0.156
HKUST-1 C2 47.86 3.47 0.130
HKUST-1 C3 47.86 3.47 0.494
HKUST-1 O1 48.19 2.63 -0.624
HKUST-1 H1 7.65 2.85 0.156
HKUST-1 Cu1 2.518 2.414 1.248

ethylene CH2 93.0 3.685 0
ethylene COM 0 0 0
ethane CH3 108.0 3.76 0

Figure 3.2: Labels of HKUST-1 used to describe the force �eld. Color legend: C (gray),
O (red), H (white), Cu (brown).
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The enthalpy of adsorption � H at constant loading q was calculated using the
Clausius-Clapeyron equation and the particle-energy 
uctuation theorem.206 The
Clausius-Clapeyron equation reads

� H = R
h @ln p

@(1=T)

i

q
(3.5)

with R being the universal gas constant, p the pressure and T the temperature.
The pressure and loading are related by an isotherm model, such as the triplet-
site Langmuir-Freundlich. The enthalpy of adsorption is also obtained from the
particle-energy 
uctuation theorem

� H =
hU�N i� � hUi� hN i�
hN 2i� � hN i� hN i�

� hUgi �
1
�

(3.6)

where h�i denotes the grand-canonical average, N is the number of adsorbate
molecules and � is the chemical potential of the adsorbates, hUgi the energy of
an isolated adsorbate molecule and � is the inverse temperature.

3.4 Results and discussion
The DFT adsorption energy of ethylene at the OMS of HKUST-1, � Eads = -10.92
kcal�mol� 1, is decomposed and the orbital interaction is given per its irreducible
representation (irrep) of the C2v point group in Table 3.2. The stabilizing or-
bital interaction � Eoi and electrostatics � Velstat are -9.63 and -16.27 kcal�mol� 1,
respectively. These ratios are similar to the ratios found for other non-covalent
interactions, such as hydrogen bonds.207 The A1-irrep contributes predominantly
to the orbital interactions.

The dominant donor-acceptor interactions, evident from the gross populations,
that contribute to the orbital interaction energies of the A1 and B2-irreps are
shown in Figure 3.3 at their equilibrium distance. In the A1-irrep, electron density
is donated from the � -HOMO of ethylene into the LUMO+1 (A1) and LUMO+2
(A1) of HKUST-1 which have predominantly Cu(4s) and Cu(4pz ) character. The
Cu(3dyz ) and 2pz -orbitals of the adjacent oxygens donate electron density into
the � -LUMO of ethylene in the B2-irrep. Here, Pauli repulsion between the
HOMO(B2) of ethylene and the HOMO(B2), HOMO-1(B2) and HOMO-3(B2) of
HKUST-1 is stabilized by this donor-acceptor interaction.

Table 3.2: Bond energy analysis (kcal�mol� 1) of ethylene adsorbed on the OMS of
HKUST-1. � metaGGA correction for� Eoi

208

� Eads � Eoi,A1 � Eoi,A2 � Eoi,B1 � Eoi,B2 � E � � EPauli � Velstat

-10.92 -6.55 -2.06 -0.81 -1.81 1.6 14.99 -16.27
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3.4. Results and discussion

Figure 3.4: Orbital interaction � Eoi between ethylene and the OMS of HKUST-1 as a
function of Cu-Center Of Mass (COM) distance. Red triangles: all unoccupied orbitals
present, blue circles: unoccupied Cu(A1) and ethylene(B2) orbitals involved in polariz-
ation and charge transfer between both fragments removed, black squares : di�erence
between aforementioned points. Solid line: power function �tted to squares. Dashed
line: Cu-� interaction energy determined by Jorge et al.190 Equilibrium distance at 2.571
�A is given by the black dotted line.

In terms of orbital theory, the di�erence between polarization and charge trans-
fer is well-established. Polarization involves mixing of occupied and virtual orbitals
on the same fragment whereas charge transfer involves mixing between the frag-
ments. However, it is non-trivial to separate these e�ects at close intermolecular
distances and using �nite basis sets.209,210 It can be argued that charge transfer
is an extreme case of polarization when two interacting fragments are su�ciently
close to one another.

Removing the unoccupied B2-irrep orbitals from the basis set of ethylene should
eliminate back-bonding, if present initially, since no electron density can then be
donated into the empty � � -LUMO. This is observed in two ways. Firstly, gross
populations con�rm that the HOMO(B2), HOMO-1(B2) and HOMO-3(B2) of
HKUST-1 are 2.000, suggesting that donation is eliminated. Secondly, Voronoi
deformation density charges on ethylene con�rm charge depletion upon removal of
the unoccupied orbitals of ethylene in the B2-irrep.211 Furthermore, natural orbit-
als for chemical valence analysis212 showed two dominant channels that con�rm
charge transfer in both directions. However, this neither con�rms nor excludes
that polarization in ethylene occurs at their equilibrium distance.

Figure 3.4 shows the orbital interactions � Eoi between the fragments as func-
tion of the distance between Cu and the center of mass (COM) of ethylene.
Removing the unoccupied orbitals from the basis set of the fragments that accept
electron density, results in more positive � Eoi values, as indicated by the circles
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in Figure 3.4.
The di�erence between these two systems is given by squares and are the

donor-acceptor (da) energetics that are missing in GHFFs. Fitting these data
points to a power law gives the following (in kcal�mol� 1)

� Eda =
�336:42

r 4:1 : (3.7)

Interestingly, the functional form of Equation (3.7) is in close agreement with a
1/r4 potential for ion-induced dipole interactions.213 Note that the OMS-ethylene
system can be considered as an ion-induced dipole interaction.

Jorge et al. also extracted the orbital interaction energetics using the Weeks-
Chandler-Anderson (WCA)214 separation of interaction, denoted Cu-� in their
work, which is given by the black dashed line in Figure 3.4.190,191 At equilibrium
distance there is a 2.88 kcal�mol� 1 overestimation of the orbital interactions. We
argue that using the ADF decomposition scheme that calculates the orbital inter-
action term from �rst principles should provide more accurate results than using
an empirical WCA-scheme for determining the missing orbital interactions.

Incorporation of Equation (3.7) as an additional functional form in the force
�eld, generates a new adsorption site. This is evident by the formation of an extra
peak in the host-adsorbate energy distribution and the adsorbate snapshots, given
in Figure 3.5. Without Equation (3.7) adsorption site (A) is the strongest site for
ole�ns, but with the addition of the new potential the OMS (D) is the dominant
interaction.

Figure 3.6a shows the computed and experimental single component ethylene
adsorption isotherm. Their is poor agreement between the GHFF (diamonds) and
the experimental single component adsorption isotherm (open triangles) at 323
K. The saturation capacity of the GHFF is roughly 2 mol/kg too low compared to
the experimental value. By plotting the isotherm in semi-log scale, the energetic-
dominated regime of the isotherm becomes visible. The absence of in
ection
points in the isotherm suggests that essential physics (e.g., adsorption sites) are
missing. As a result, the loading at lower pressures and the enthalpy of adsorption
are severely underestimated compared to the experimental values.

The experimental (open symbols) and the DFT-derived (closed symbols) ad-
sorption isotherms at various temperatures show good quantitative agreement.
The competition between adsorption site (A) and site (D) leads to in
ections in
the single component adsorption isotherm. A slightly lower saturation capacity
and a less pronounced in
ection in the experimental isotherm compared to the
simulated isotherm is not uncommon and can be attributed to imperfections, such
as defects in the HKUST-1 crystals and the in
uence of framework 
exibility.215

At decreasing temperature, the in
ection (plateau formation) becomes more pro-
nounced. Compared to higher temperatures, the OMS is predominantly �lled �rst.
Also, the probability distribution at peak (D) in Figure 3.5 increases, indicating
competition between the OMS and other adsorption sites. In order to reduce re-
pulsive behavior and thus reproduce classically the DFT calculated Cu-ethylene
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(D) (A) (B)

Figure 3.5: (top) Host-adsorbate interaction energy using a GHFF and the DFT-derived
force �elds. (bottom) Snapshots of adsorbed ethylene at various sites in HKUST-1
calculated using the DFT-derived force �eld. Corresponding adsorption energies are
(D) OMS -8.63 kcal�mol� 1 (A) small pocket -6.53 kcal�mol� 1 (B) aromatic ring -3.68
kcal�mol� 1 . Color legend: C (gray), H (white), O (red), Cu (brown).
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(a) (b)

Figure 3.6: (a) Experimental (open symbols) and simulated (closed symbols) ethylene
single component adsorption isotherms atT = 283, 303 and 323 K. A dual-site Langmuir-
Freundlich model is �tted to the experimental (dashed) and simulated (solid) data points.
(b) Finite-loading enthalpy of adsorption of ethylene in HKUST-1 atT = 323 K computed
using the Clausius-Clapeyron (CC) equation and particle-energy 
uctuation theorem.206

distance, the � values of the Cu and adjacent O had to be lowered.
The enthalpy of adsorption is plotted in Figure 3.6b. The GHFF does not qual-

itatively captures the experimentally observed in
ections. Although the computed
enthalpy of adsorption is shifted by 1-2 kcal�mol� 1 compared to the experimental
enthalpy of adsorption, the overall trend is captured very well and also agrees with
the values from He et al.216 The enthalpy of adsorption becomes less exothermic
at around 5.5 mol/kg, corresponding to the plateau formation in the adsorption
isotherm. Furthermore, the enthalpy of adsorption at in�nite dilution lies at around
-8 kcal�mol� 1 which is reasonably close to the host-adsorbate energy near -8.63
kcal�mol� 1 at peak (D) in the host-adsorbate energy distribution pro�le in Figure
3.5.

Figure 3.7 shows the multicomponent adsorption isotherms of an equimolar
mixture of ethylene and ethane as well as the associated IAST curves for the GHFF
(Figure 3.7a) and the DFT-derived force �eld (Figure 3.7b). Clearly, for GHFFs,
IAST shows excellent agreement with the Monte Carlo simulations. However,
when the OMS site (D) is properly taken into account by using the DFT-derived
force �elds, IAST fails at higher pressures as shown in Figure 3.7b. Primarily,
the calculated isotherms di�er considerably between GHFF and the DFT-derived
force �eld. Using the GHFF, ethylene is servery underestimated over the entire
pressure range. Importantly, at industrially relevant pressures, the GHFF (and
IAST) incorrectly predicts that ethane is preferably adsorbed over ethylene in
HKUST-1. Turing towards the DFT-derived force �eld (Figure 3.7b), IAST over-
and underestimated ethylene and ethane saturation capacity by approximately
30% and 50%, respectively. At higher ethylene mole fractions, IAST predicts
the ethylene adsorption behavior more accurately than in mixtures at lower mole
fractions, although ethane loadings are still heavily underestimated in these cases.
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3.5. Conclusion

(a) (b)

Figure 3.7: Multicomponent adsorption isotherms of an equimolar ethylene (triangles)
ethane (circles) mixture in HKUST-1 atT = 323 K calculated with (a) GHFF and (b)
DFT-derived force �eld. IAST calculations are based on single component isotherms
computed with the GHFF and DFT-derived force �eld.

At lower ethylene mole fractions, IAST more poorly predicts the wrong saturation
behavior of the entire mixture.

3.5 Conclusion
In this work, a combination of experimental and theoretical techniques was used
to provide a fundamental understanding of the interaction of an unsaturated bond
with an OMS. An energy decomposition analysis scheme together with the ac-
companying Kohn-Sham molecular orbital theory was used to get a fundamental
understanding of the orbital interactions and to breakdown these interactions in
chemically comprehensible terms. The dominant orbital interactions were cap-
tured in a charge-induced-dipole-like term and implemented into the force �eld.
Using inhouse experiments, con�rmation was obtained that this model is able to
accurately predict adsorption isotherms that capture the isotherm in
ections, heat
of adsorption, initial uptake and saturation capacity in excellent agreement with
experiment. Overall, this work demonstrates that using a multiscale modeling
approach is important for the prediction of accurate multicomponent adsorption
isotherms for mixtures containing ole�n and para�n molecules in OMS materials.
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CHAPTER4

On 
exible force �elds for metal-organic frameworks

Classical force �eld simulations can be used to study structural, di�usion, and
adsorption properties of MOFs. To account for the dynamic behavior of the
material, parameterization schemes have been developed to derive force constants
and the associated reference values by �tting on ab initio energies, vibrational
frequencies, and elastic constants. Here, we review recent developments in 
exible
force �eld models for MOFs. Existing 
exible force �eld models are generally
able to reproduce the majority of experimentally observed structural and dynamic
properties of MOFs. The lack of e�cient sampling schemes for capturing stimuli-
driven phase transitions, however, currently limits the full predictive potential of
existing 
exible force �elds from being realized.

Based on: a) J. Heinen and D. Dubbeldam, On Flexible Force Fields for Metal-Organic
Frameworks, WIREs Computational Molecular Science, 2018, 8, e1363 & b) J. Heinen and D.
Dubbeldam, Understanding and Solving Disorder in the Substitution Pattern of Amino Function-
alized MIL-47(V), Dalton Transactions, 2016, 45, 4309-4315

55

http://dx.doi.org/10.1002/wcms.1363
http://dx.doi.org/10.1002/wcms.1363
http://dx.doi.org/10.1039/C5DT03399C
http://dx.doi.org/10.1039/C5DT03399C
http://dx.doi.org/10.1039/C5DT03399C


On 
exible force �elds for metal-organic frameworks

4.1 Introduction
The 
exible behavior in MOFs can have important implications for application
prospects by enabling, for instance, exceptional gas storage or separation perform-
ances that are not possible in traditional rigid materials.42

Selected large-scale 
exible modes in MOFs are shown in Figure 4.1. The �rst
two 
exible modes have already been mentioned in the General introduction: a)
negative thermal expansion in IRMOF-1 and b) breathing in MIL-53(Cr).

Figure 4.1a shows negative thermal expansion in IRMOF-1. The coe�cient
of thermal expansion can be in
uenced by changing the linker-length and by the
presence of guest molecules.217,218 Generally, adsorbates also sti�en the material
as is evident from the increased elastic constants of Zn-MOF-74 and the increased
shear and bulk modulus for ZIF-4 and ZIF-8.219{221 Interestingly, it is argued
that sti�ening only occurs at high adsorbate loadings whereas at low loadings a
reduction of the elastic constants is observed.222

The breathing mode in MIL-53(Cr) due to CO2 adsorption is responsible for the
distinctive stepped curvature of its CO2 adsorption isotherm, displayed in Figure
3b.25,223 Up until a loading of 2 mmol/g, the unit cell is in the large pore(lp)
phase (Figure 4.1b, left), and beyond that it is in the narrow pore(np) phase
(Figure 4.1b, right). These structural changes are reversible: at around 5 bar,
the material transitions back towards its lp phase. Neimark et al. argued that
a structural transformation is induced, if a certain threshold of adsorption-stress
on the material has been reached.224 The adsorption-stress is the derivative of
the grand potential of the adsorbed phase per unit cell with respect to the unit
cell volume. The predicted magnitude of the adsorption-stress needed to deform
MIL-53(Cr) was found to be in agreement with the experimentally applied external
mercury pressure.225

Figure 4.1c shows the openand contractedpore phase of MIL-88D: a chromium-
based hexagonal MOF with 4-4’-biphenyldicarboxylate linkers. A swelling of 240%
has been observed due to pyrdine adsorption.28 The amplitude of the swelling can
be controlled by linker functionalization which has strong applications in drug
delivery.226

Negative gas adsorption is the spontaneous desorption of adsorbates at higher
pressures and was recently observed in DUT-49 (Figure 4.1d).227 In this structure,
methane adsorption activates the opento contractedphase transition which occurs
due to deformation of the linker.228

Another interesting phenomenon is the gate-opening behavior observed in ZIF-
8 as shown in Figure 4.1e. Gate-opening occurs due to the rotation of its methyl-
imidazolate linkers, which can have important implications for molecular separ-
ations and sensing devices.229,230 The swing e�ect of the imidazolate linkers is
expressed in an in
ection point of the materials N2 adsorption isotherm at 77 K
around p=p0 � 2�10� 3 and 2�10� 2.231 The exact transition pressure depends on
the ZIF-8 particle size.232
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Figure 4.1: Illustration of di�erent 
exibility behaviors reported in MOFs. (a) Negative
thermal expansion in IRMOF-1, (b) breathing in MIL-53(Cr), (c) swelling in MIL-88D,
(d) negative gas adsorption in DUT-49 and (e) gate-opening in ZIF-8. Color legend: C
(light gray), O (red), H (white), N (blue), Cr (dark gray), Cu (brown), Zn (dark purple).
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The origin of these phenomena, as well as 
exibility in MOFs in general, re-
mains a highly active �eld of research.22 Fundamental insight into these 
exibility
properties are usually obtained from a combination of experiments (e.g. terahertz
vibration spectroscopy, X-ray di�raction, pair distribution functions) or ab initio
calculations.32,39,229 Tensorial analysis of the elastic constants has shown to be a
powerful approach for elucidating 
exible behavior in MOFs.34,35,39,233,234 Soften-
ing of elastic constants can lead to negative eigenvalues of the elastic tensor.
This violates the Born instability criteria and induces a phase transition.235,236

The Born instability criteria and the assessment of the pressure-volume equation
of state provides reliable information to identify mechanical stability in a broad
range of MOFs.43 Crystal-to-amorphous transitions have been attributed due to
a reduction of the shear moduli.39,221,237,238

An interesting question is if chemical instability (e.g., weak chemical bonds) is
caused by mechanical instability (lowering of elastic moduli) or vice versa. Missing
linkers in UiO-66 resulted in a decrease of the elastic moduli.234 However, low
elastic moduli imply that the material is more 
exible and therefore can ’open up’
more for water to hydrolyze coordination bonds.

Classical force �eld calculations can be used to understand MOF 
exible prop-
erties. Considerable advances have already been made in this �eld and, as an
example, several force �eld-calculated properties of IRMOF-1 are presented in
Table 4.1. Some of these force �eld are discussed in the next section. Recently,
Boyd et al. compared several generic force �elds by computing bulk moduli and
thermal expansion coe�cients of various MOFs.248 All force �elds reproduced the
experimental or ab initio calculated bulk moduli within 5 GPa. The expected

Table 4.1: Lattice parametera (�A), volumetric thermal expansion coe�cient � V (K � 1),
bulk modulus B0 (GPa) and Young's modulusE (GPa) of IRMOF-1. Experimental
values are reported at 300 K, DFT and force �eld values are reported at 0 K, unless
stated otherwise. a Young's modulus calculated using the ELATE code.,239 b 10 K, c

300 K

a � V � 10� 6 B0 E100 E111

Experimental9 25.885 -39240 - 7.9241 -
PW-91241 26.04 - 16.33 21.95 10.06
PBE-D3242 26.09 - 15.76 18.88 2.91

17.7 2.5
Greathouse243,244 26.05 -36 20.0 35.5 -

14.9
Dubbeldam217 25.965 -55 17.71 2.90 22.42
Goddhard245b 25.291 -23.91 19.37 42.73 5.29

31.14 3.97
Schmid246 25.946 - 10.8c - -
Walsh247 25.901 -15.80 11.95 37.42248 1.19248
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negative thermal expansion was also predicted, although the thermal expansion
coe�cients di�er by up to 25 ppm/K.

Flexible force �eld models have the advantage of making material predictions
at signi�cantly lower computational costs than ab initio methods, provided an
accurate force �eld model is available for the structure of interest. This motivates
the discussion provided in later sections regarding di�erent approaches for the
development of suitable 
exible force �elds in MOFs.

4.2 Classical force �eld simulation methodology
The potential energy U appearing in Equation (1.13) consists of pre-de�ned in-
teratomic potentials u expressed in physically meaningful terms such as bonding,
bending and torsions

U =
X

bonds

ub(r ) +
X

bends

u� (� ) +
X

torsions

u� (� ) +
X

non-bonding

unb (r )

+
X

out of plane bends

u� (� ) +
X

bond-bond

ubb(r ; r 0) +
X

bond-bend

ub� (r ; � )

+
X

bend-bend

u�� 0(�� 0) +
X

bond-torsion

ub;� (r ; �; r 0) +
X

bend-torsion

ub;� (r ; �; � 0):

(4.1)

A �rst order expansion of these terms (the harmonic approximation) requires only
a force constant and a reference value. Equation (4.1) is therefore referred to
as a force �eld. Higher order expansion and more terms in the force �eld make
the calculations more accurate but also more expensive. There is always a trade-
o� between accuracy and computational cost. Speci�c force �eld potentials are
sometimes required to describe polarization e�ects249 or donor-acceptor interac-
tions250{253 in strongly interacting systems, such as open-metal site MOFs.193,254

Non-bonding interactions. Non-bonding interactions are usually divided into
Van der Waals and electrostatic interactions. The Van der Waals interactions are
dominant for physical adsorption processes.255 For historical reasons, the (12-6)
Lennard-Jones potential is widely used to describe Van der Waals interactions256

uij (r ) = 4 � ij

" �
� ij

r ij

� 12

�
�

� ij

r ij

� 6
#

(4.2)

with � and � being the e�ective interaction and size parameters of a particle. The
�rst term of the Lennard-Jones potential is the Pauli repulsion and dominates
at short range whereas the second term is the attractive dispersion interaction.
Most force �elds specify the � and � per atom-type and use a set of mixing
rules (e.g., Lorentz-Berthelot, Jorgensen or Waldman-Halger) to calculate the
interaction between two particles.

To represent the system’s complex electrostatic potential classically, including
multipole interactions, point charges must be assigned to the system. This can be
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done by minimizing an error-function of the ab initio calculated electron density
and calculate atomic charges under the constraint that the total sum of the atomic
charges equals the total charge of the system.57 There is no unique method of
constructing point charges as these are not quantum observables. For periodic
systems, this can be done using the Repeating Electrostatic Potential Extracted
ATomic (REPEAT) method.257 Other commonly used periodic charge partitioning
schemes include Density Derived Electrostatic and Chemical (DDEC)138,258 and
Hirshfeld.259 Most partition schemes assign partial charges to the atoms instead
of formal charges. The electrostatic energy is than computed according to

uij (r ) =
1

8�� 0

X

i 6= j

qi qj

jr i � r j j
(4.3)

where � 0 is the electric permittivity of vacuum and qi the partial charge of atom
i . A factor 1/2 is introduced into this expression to account for double count-
ing. In order to avoid the non-converging behavior of Equation (4.3), the Ewald
summation is used.260

The partial atomic charges assigned to the framework can heavily a�ect ad-
sorbate uptake and separation selectivities.261{263 Rescaling atomic charges with
0.95 and 1.05 showed an decrease (more negative) and an increase (less negative)
of the coe�cient of thermal expansion in IRMOF-1.264 For structural transform-
ations of the unit cell, the use of �xed charges becomes questionable since the
true electrostatic potential energy surface also changes as the atomic positions
change. Charge equilibriation schemes (CES) can provide an approximate solu-
tion by predicting atomic charges based on the current geometry and connectivity
of the system.265 The e�ciency of CES also make them popular for large-scale
screening studies of existing and hypothetical MOFS,266 and, as such, these CES
remain an active area of research in force �eld development.267

Barostats. To simulate lattice dynamics at �nite temperature and pressure,
the choice of the barostat that controls the volume changes is essential. Rogge
et al. compared three barostat coupling schemes for reproducing cell parameters
and pressure-volume behavior.268 The Langevin269,270 and Martyna-Tuckerman-
Tobias-Klein271,272 barostats gave similar results for reproducing lattice paramet-
ers. The bulk moduli of MIL-53(Al) and IRMOF-1 were found to be an order of
magnitude larger for the Berendsen barostat273 as compared to the other baro-
stats.

E�ect of framework 
exibility. A much debated topic in literature is whether
framework 
exibility in
uences di�usion and adsorption properties. Dubbeldam et
al. used the osmotic ensemble to assess the in
uence on the adsorption of CO2

in IRMOF-1.217 Little to no in
uence was found, as the equilibrium positions
of the atoms in IRMOF-1 
uctuate around their equilibrium positions and large
scale atomic rearrangements are absent in this structure. This was also found
for CO2 adsorption in NH2-MIL-53(Al)274 and in HKUST-1.275 In Chapter 5 this
is also illustrated for CO2, CH4 and n-hexane adsorption in MIL-47(V). Ghou�
et al. constructed a 
exible force �eld that captured the lp to np and np to lp
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transition of carbon dioxide in MIL-53(Cr).276 The adsorption enthalpies in both
phases were in good agreement with the experimental values. When comparing
the e�ect of framework 
exibility, the rigid framework material should be obtained
via a minimization procedure using the 
exible force �eld. Most authors use an ab
initio optimized structure as reference but this is inconsistent, since the material
will move around the reference bonds, bends and torsions which are imposed by the

exible force �eld and these values are not necessarily the same equilibrium values
found from ab initio calculations or experiments.119 A requirement is therefore that
the 
exible structure should converge at low temperature to the rigid structure.277

Stated oppositely, the rigid structure should be the 0 K optimized structure of the

exible model. This is important for comparing the e�ect of framework 
exibility
on adsorption processes.

It is expected that framework 
exibility is crucial for con�ned systems.278 How-
ever, extremely low acceptance ratio’s of insertion moves involving high loadings
and bulky adsorbates make this hypothesis not straightforward to test. E�cient
schemes that tackle this problem are the continuous fractional component Monte
Carlo (CFCMC) method by Maginn et al.279 and the con�guration bias continu-
ous fractional component Monte Carlo (CBCFMC) by Torres Knoop et al.280 For
a mixture isotherm of xylenes in MTW, convergence is obtained using CBCFMC
with about four times fewer production cycles that for con�guration bias Monte
Carlo.280 However, for 
exible materials, the unit cell volume change MC-move
forms an additional problem. As the unit cell changes volume, all particles are
displaced simultaneously which is often energetically unfavorable.115 The most
common approach to allow for unit cell volume changes is by means of a hybrid
MD/MC scheme.281,282 Here, one of the MC-moves is a short molecular dynamics
run that results in higher acceptance probability.

4.3 Parameterization schemes

Developing 
exible force �eld models involves the construction and parameter-
ization of functional forms. The construction versus parameterization stages of
determining these potentials should be distinguished. The functional form’s con-
struction involves deciding which mathematical forms should be used for the bonds,
bends and torsions of the system to appropriately represent the material dynam-
ics. For instance, this deals with the question: is a simple harmonic potential
between the metal and the ligand atoms su�cient or is a more complex functional
form such as the Morse potential needed. The parameterization stage deals with
the separate question of: given a certain set a functional forms, what are the
associated force constants and reference values that should be assigned?

Force �elds for liquids and gases have been parameterized on experimental
phase equilibria, typically in the form of vapour-liquid equilibrium data (TraPPE),283,284

conformational energetics from ab initio calculations, (OPLS-AA)285,286 heats of
formation and vibrational spectra (MM3).287 For solids, the choice of experimental
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observables with which to paramaterize the force �eld models is often less obvious.
Zeolite force �elds have been parameterized on experimental infrared spectra (De-
montis et al.288 and Nicholas et al.289), and ab initio cluster calculations (Hill and
Sauer290). Core-shell zeolites models have been parameterized on elastic constants
and relative permittivities.291 It still remains challenging to produce accurate and
transferable potentials in these systems.292 The challenge is even greater in MOFs,
due to a more diverse chemical environments and organic-inorganic linkages.

IRMOF-1 
exible force �elds. The �rst 
exible MOF force �eld was reported
in 2006 by Greathouse and Allendorf for the water-decomposition of IRMOF-1.243

Structural collapse of the unit cell from 3.9% water content was observed and
in agreement with experimental data.293 The authors argued that bonded Zn-O
interactions result in poor volume changes upon external stimuli due to bond and
angle constraints. Therefore, Zn-O interactions were modeled using non-bonding
pair-interactions. Bonding force �eld parameters of the organic linkers were taken
from the generic CVFF force �eld with slight modi�cations to better represent
the experimental unit cell of IRMOF-1.294 Inorganic force �eld parameters were
obtained from DFT calculations on zincite (ZnO). The lattice parameter a = 25.61
�A was found to be in good agreement with those of reported X-ray studies of a
= 25.67 - 25.89 �A.295,296

In 2008, the authors extensively validated the force �eld. The lattice para-
meters of a = 25.74 �A and 26.05 �A at 0 K were obtained by extrapolating �nite-
temperature molecular dynamics calculations and from conjugate-gradient based
energy minimizations.244 The overestimated lattice parameter from the energy-
minimization was resolved by using the mode-following technique.105 This method
eliminates negative eigenvalues of the Hessian in order to obtain a true minimum
on the potential energy surface and resulted in a lattice parameter of a = 25.698 �A
in better agreement with the molecular dynamics extrapolation. The space-group
was however reduced from Fm3�m (255) to Fm�3 (202) showing distortions of the
metal-linker node.297

Three other 
exible force �elds for IRMOF-1 were introduced in 2007 by
Schmid et al., Dubbeldam et al. and Han and Goddhard III. Schmid et al. used a
building block approach for the parameterization of IRMOF-1 based on the MM3
force �eld.246 DFT-B3LYP calculations on a tetranuclear zinc benzoate cluster
(Zn4O-(O2CC6H5)6) were used as a reference system. Selected bond distances
and vibrational frequencies were compared with experimental data.298,299 Even
though bond distances were slightly overestimated, the authors argued that the
reproduction of the vibrational frequencies was more important for the lattice
dynamics. By transforming the Hessian matrix, a set of force constants was ob-
tained (excluding translation and rotational motion). Unlike, the Greathouse and
Allendorf force �eld, the Zn-O bonds were considered partially bonded. To re-
produce the characteristic asymmetric stretch of Zn4O at around � � 530 cm� 1,
the o�-diagonal terms (representing coupling interactions) were considered for
the bond-bend Zn-Ocent/Zn-Ocent-Zn interactions.300 An additional Zn4(O2CH)5-
BDC-BDCZn4O(O2CH)5 cluster model, was chosen for the internal torsion barrier
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Figure 4.2: Cluster models representing MIL-53(Al) used in QuickFF to derive force
�eld parameters for MIL-53(Al) with (a) linker and (b) metal-oxide clusters. Terminating
hydrogens are omitted. Color code: C (dark gray), O (red), H (light gray), Al (brown).
Figure is a redrawn from a Figure in reference.301

of BDC-linker.
Dubbeldam et al. reparameterized the Greathouse and Allendorf force �eld by

reproducing the experimental lattice parameter and CO2 and methane adsorption
isotherms.217 Here, the Zn-O interactions were also considered non-bonding. This
model predicted large NTE which was later con�rmed by neutron di�raction ex-
periments and ab initio calculations.302 A later re�nement mapped the 0 K elastic
tensor on the ab initio calculated tensor.297,303

Using the generic DREIDING200 force �eld, Han and Goddard III argued that
the amplitude of rotations of the Zn-O clusters and the rotations of the organic
linker are increased at higher temperatures, resulting in NTE.245 The decrease of
the elastic constants upon heating is consistent with the force �eld of Greathouse
and Allendorf244 and with recent ab initio molecular dynamics.242 The above men-
tioned force �elds have been summarized in Table 4.1 and show good agreement
with experiments and ab initio results.

Parameterization schemes. Table 4.2 presents the parameterizing method,
charge scheme and the metal-linker interaction of various generic 
exible force
�elds. The building block methodology is a popular approach utilizing ab initio
calculations on non-periodic clusters to �t parameters. QuickFF is such an ex-
ample.304 Figure 4.2 shows two clusters for the parameterization of MIL-53(Al):
a) for the organic linker and b) for the inorganic node. Parameterization is divided
per cluster into three steps: i ) determination of dihedral reference angles and mul-
tiplicities, ii ) extraction of force �eld parameters for an internal coordinate and
iii ) re�nement of force constants and �tting of missing dihedral force constants.
Parameters of functional forms that occur in both clusters are averaged.

MOF-FF, a third generation force �eld of Schmid et al., is also based on the
building block methodology.305 The �rst generation has been introduced on the
preceding page.246 In the second generation, a generic algorithm was used to derive
force �eld potentials for the zinc benzoate and dilithium terephthalate clusters.306
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Zn-dependent torsion Zn-Ocarb-Ccarb-Ocarb were included to keep the Zn atoms
in the carboxylate plain. In the third generation a new energy expression was
proposed as well as a new generic parameters for Cu and Zn paddlewheel-based
structures and for Zn4O and Zr6(OH)4-based MOFs.305

UFF4MOF307,308 is an extension of the original Universal Force Field (UFF)309

that incorporates additional atom types found in the Computation-Ready Exper-
imental (CoRE) Database.310 The only �tted parameter is the bond (covalent)
radius of the atom types which is obtained by minimizing the residual error of a
training set of secondary building units from gas phase ab initio calculations. Only
three of the nineteen minimized MOF structures using UFF had calculated lattice
parameters of larger than 4% compared to the experimental values.

By extending the BTW-FF model, Gale et al. developed the vibrational metal-
organic framework (VMOF) force �eld.247,311 Here, force �eld parameters are ex-
plicitly �tted on DFT-PBEsol calculated phonon spectra of periodic binary oxides
such as ZnO, ZrO2, TiO2, Al2O3. A modi�ed MM3 Buckingham potential for
the metal-linker interaction was needed to reproduce the ab initio and experi-
mental structural and mechanical properties of the binary oxides more accurately.
Inaccurate long-range dispersion interactions resulted in considerable lower bulk
moduli of various MOFs compared to DFT values. The soft vibrational modes and
the �ngerprint regime could not be accurately reproduced due to discrepancies in
the metal-oxygen stretching modes and due to the use of formal charges as was
argued by the authors.311 It must be noted that it is challenging to obtain accur-
ate data of the low lying frequencies using experimental techniques or ab initio
calculations.229

In Chapter 5, a new parameterization scheme is propsed that �ts force �eld
potentials on the elastic tensor.
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4.4 Challenges and prospects

Finite-size e�ects. Finite-size e�ects in simulation cells can in
uence mater-
ial and adsorption properties. For example, di�erent linker-pair combinations
in MOFs containing substituted organic linkers might explain peak broadening
of XRD pro�les.315 Figure 4.3 presents four di�erent linker-pair combinations of
amino-functionalized MIL-47(V), R = -NH2. The substitution patterns in
uence
the electronic and mechanical stability. It was demonstrated that electronic un-
favorable substitution patterns, A2B3 and A2B6, correlate with low mechanical
stability.316 Low mechanical stability relates to low values of the elastic tensor. An-
other example for using supercells is the case of DMOF-1 [Zn2(BDC)2(DABCO);
DABCO = 1,4-diazabicyclo[2.2.2]octane]. Figure 4.4 shows a classical optimized
DMOF-1 structure using the mode-following minimization technique.105 The low-
est energy structure has two sequentially DABCO-linkers along the b-direction in
the staggered con�guration.317,318 This con�guration cannot be obtained using a
single unit cell.

A2B2 A2B3

A2B5 A2B6

Figure 4.3: Four proposed linker-pair combinations of substituted BDC-linkers with
substituent R = -NH2. A/B refers to the left/right linker, whereas numbers indicate
substituent positions. Only 2, 3, 5 and 6 are available for substitution.
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Figure 4.4: Classically optimized DMOF-1 witha = c = 15.483 �A and b = 19.283 �A.
The DABCO linkers are along theb-direction are in the staggered con�guration. Color
legend: C (dark gray), O (red), H (light gray), N (blue), Zn (dark gray).

Sampling schemes. An important challenge for force �eld calculations is the
development of e�cient sampling schemes for large-scale structural transforma-
tions. Currently, it takes on the order of hundreds of picoseconds before a lp to np
phase transition is observed in MIL-53(Al) using standard molecular dynamics.268

This timescale is too long to sample phase space upon external stimuli. It is there-
fore currently not possible to study guest-induced phase transitions using osmotic
Monte Carlo simulations. Demuynck et al. showed that umbrella sampling is an
e�cient method for generating free energy barriers.319 Here, an order parameter
� is de�ned that describes the transition from the lp to the np phase and vice
versa, as shown schematically in Figure 4.5.108 The free energy barrier is however
loading dependent, meaning that for each loading a separate bias potential needs
to be constructed.

Continuum mechanics. The validity of �nite-elasticity theory in terms of
an atomistic representation is a much debated topic. Speci�cally, the concept of
stress is ill de�ned at the atomic level since stress is a continuum concept (see
Zimmerman et al. for a review on this topic).320 Many atomistic simulation codes
rely on the virial expression for the stress tensor introduced by Clausius as shown
in Equation (1.26).321

Tsai proposed to compile the stress from momentum 
ux components across
an area and the interatomic force components intercepted by the same area.322 It
was argued that this method and the virial approach are the same in the thermody-
namic limit. Sun et al. proved for a one-dimensional system that the local stress
from the virial formulation and from Tsai are only equivalent for homogeneous
deformation within the neighborhood of an interaction-cuto� radius.323 They ar-
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Figure 4.5: Any movement from a large pore phase to a narrow pore phase can be
described in terms of a parameter� that ranges from 0 to 1 describing the progress of
the transition. Using Umbrella sampling the free energy barrier can be biased away.

gued that this conclusion can be extended to three dimensions. Hardy developed
an expression for the Cauchy stress at a spatial point by relating density func-
tions from continuum mechanics to masses, positions and velocities of individual
particles.324 Zimmerman et al. concluded that the Hardy stress converges fast to
results expected from continuum mechanics at �nite-temperatures or subjected to
deformation.320

Another important continuum mechanical concept is the deformation gradient.
Strains at large deformation are typically expressed in terms of the deformation
gradient F which is de�ned as

F =
@x
@~x

(4.4)

with ~x = f~x1; ~x2; ~x3g being a point in the reference framework and x = x (~x ) =
x (~x1; ~x2; ~x3) being a point in the deformed framework. Zimmerman et al. pro-
posed an atomistic-scale mean-value deformation gradient relation under the re-
striction that any atom must have at least three neighbors which must not be
coplanar nor collinear.325 It was shown that the compatibility of the deformation
gradient was indeed zero. This is equivalent that the curl of any gradient much
be zero.

An interesting question which can be answered with force �elds is if the elastic
tensor predicts thermal expansion or vice versa? For axial solids, the principal
coe�cients of thermal expansion can be related to the elastic compliance (Sij =
C � 1

ij ) by326

� ? =
Ct

V

n
(S11 + S12)
 ? + S13
 k

o

� k =
Ct

V

n
2S13
 ? + S33
 k

o (4.5)

with Ct the heat capacity under constants stress, V the unit cell volume and 

the directional Gr�uneisen functions. This suggests that a correct description of
the elastic constants is crucial for capturing thermal expansion e�ects. However,
the opposite cause-e�ect relation has also been suggested.327

Lastly, the increasing use and development of machine learning techniques are
very promising for force �eld development.328 Evolutionary approaches, such as ge-
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4.4. Challenges and prospects

netic algorithms, are well suited for non-linear high-dimensional optimization issues
that are involved in force �eld parameterization.306 Other examples include the de-
termination of polarizable force �eld parameters from ab initio data,329 prediction
of mechanical properties for zeolites,330 identi�cation of molecular characterist-
ics that give rise to porous crystals,331 constructing atomic forces using Bayesian
interference or on-the-
y ab initio molecular dynamics simulations.51,332,333
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CHAPTER5

Flexible force �eld parameterization through �tting on
the ab initio derived elastic tensor

Constructing functional forms and their corresponding force �eld parameters for
the metal-linker interface of metal-organic frameworks is challenging. We propose
�tting these parameters on the elastic tensor, computed from density functional
theory calculations. The advantage of this top-down approach is that it becomes
evident if functional forms are missing when components of the elastic tensor are
o�. As a proof-of-concept, a new 
exible force �eld for MIL-47(V) is derived.
Negative thermal expansion is observed and framework 
exibility has a negligible
e�ect on adsorption and transport properties for small guest molecules. This force
�eld parametrization approach can serve as a useful tool for developing accurate

exible force �eld models that capture the correct mechanical behavior of the full
periodic structure.

Based on: J. Heinen, N.C. Burtch, K.S. Walton and D. Dubbeldam, Flexible Force Field
Parameterization through Fitting on the Ab Initio derived Elastic Tensor , Journal of Chemical
Theory and Computation, 2017, 13, 3722-3730
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5.1 Introduction

Generating force �elds for classical simulations is an art.334 It is impossible, with a
�nite amount of functional forms, to perfectly reproduce the full quantum mech-
anical energy landscape. Therefore, the most common route is to build up the
force �eld from chemical entities like bonds, bends and torsions, and add physical
behavior in layers on top of these.

For example, Figure 5.1 shows qualitatively the computed vibrational spectrum
of IRMOF-1. The high frequencies at � � 3000 cm� 1 are due to C-H bond-
stretching and at decreasing frequency, the bond, bend, and torsion modes appear.
Even if a force �eld is purely harmonic in its functional form, at �nite temperature
the spectrum is anharmonic. The lowest vibrational frequencies, typically at � <
500 cm� 1 are large framework deformations which are heavily a�ected by long-
range interactions (Van der Waals and electrostatics).32,229

One of the most widely used approaches to obtain parameters for 
exible
MOF force �elds is the building block methodology as described in the previous
chapter. Here, non-periodic ab initio calculations are performed on cluster mod-
els to extract force constants and references values.301,304,335{337 Since long-range
interactions and long-range connectivity are not present in cluster models, the ob-
tained force �eld parameters do not guarantee that their independently obtained
collective behavior captures the overall mechanical behavior. For example, inac-
curate long-range interactions can lead to smaller bulk moduli as compared to ab
initio calculations.311 Parameterization on properties of periodic reference struc-
tures, such as phonons, might be more advantageous.247,311 However, reproducing
soft vibrational modes remains challenging and a large number of �tting paramet-
ers makes this procedure time-consuming. In Chapter 4 various parameterization

Figure 5.1: Vibrational spectrum of IRMOF-1 atT = 298 K computed using the Fourier
transform of the charge-weighted velocity auto-correlation function. Calculations are
based on the Dubbeldam force �eld.297
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Figure 5.2: Crystallographic unit cells (1 x 2 x 2) of MIL-47(V) viewed along thea-
direction with a = 6.818 �A, b = 16.143 �A and c = 13.939 �A. Color legend: C (dark
gray), O (red), H (light gray), V (pink).

schemes have been discussed.
A new parameterization scheme is presented in this chapter that �ts the 
exible

behavior of the hinges in MOFs on the elastic tensor. Gale et al. used also the
elastic tensor for the optimization of core-shell zeolite models.338 However, only a
handful of parameters need to be optimized for zeolites and there is little ambiguity
in the functional forms of the model. MOFs are chemically much more diverse
than zeolites and the challenging part for MOFs is modeling the connection of the
hinges (metal-linker interface) while making sure the model reproduces the correct
mechanical behavior.

In this work, a new 
exible force �eld for the orthorhombic MIL-47(V) is
parameterized by �tting on the ab initio calculated elastic tensor and use this
example to discuss the bene�ts of the methodology. MIL-47(V) consists of linear
chains of corner-sharing VO6 octahedra connected by BDC-linkers as shown in
Figure 5.2.339 The hinges in MIL-47 determine largely the mechanical behavior
and modeling these correctly is vital. The chief advantage of �tting on the elastic
tensor is that individual components of the tensor contain directional information
and missing functional forms in the force �elds can therefore be detected.

Reference elastic constants are computed using ab initio calculations and taken
from previous studies. The force �eld parameters that describe the hinges are
chosen initially with reasonable values based on previous work or chemical intu-
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ition.340 The structure is then minimized and the elastic constants are examined.
By comparing the obtained elastic constants to the ab initio values a new set
of force �eld parameters is chosen. By applying this process iteratively, the �nal
parameter set is obtained. Using our �nal model, it is demonstrated that the op-
timized model has negligible in
uence on the adsorption and di�usion properties
of small adsorbates.

5.2 Computational methodology

5.2.1 Classical force �eld simulations
Initial functional forms and inorganic bonding parameters for MIL-47(V) were
chosen based on chemical intuition and from previous work.340 The organic bond-
ing parameters were taken from the OPLS-AA force �eld.285 Lennard-Jones para-
meters were taken from DREIDING200 and those not found in DREIDING were
taken from UFF.309 The force �eld-based minimization procedure uses the mode-
following technique.104,105 This algorithm uses the analytical second-order deriv-
ative of the internal energy to obtain a true local minimum on the potential energy
surface.297 A generalized Hessian Hg is constructed

Hg =

0

B
B
@

Hij = @2 U
@ri @rj

Hi� = @2 U
@ri @�

H�i = @2 U
@�@ri

H�� = @2 U
@�@�:

1

C
C
A (5.1)

with the internal energy U , the force constant matrix Hij (conventional Hessian)
and the Born term H"" being the second order derivative of the internal energy
with respect to the strains. The Born term accounts for distortions of the lattice
and Hi� and H�i are cross-terms. From this generalized Hessian, the 0 K elastic
constants can be calculated up to machine precision as shown in Equation (1.27).

The generalized Hessian encompasses the conventional Hessian (therefore the
vibrational spectrum) as well as the gradients and second-order derivatives of the
internal energy with respect to the strain. Instead of �tting a large array of
vibrational frequencies, the �tting problem is reduced to �tting a smaller number
of elastic constants.

The elastic constants are calculated using the energy-strain relations. There-
fore the range of strains is evaluated for IRMOF-1, see Figure 5.3. To compute
C11, a non-volume preserving strain � is applied that transforms the reference
simulation cell ho according to

h =

0

@
1 + � 0 0

0 1 0
0 0 1

1

A h0 (5.2)

where � is a small distortion. Figure 5.3a illustrates that non-quadratic behavior
occurs at strains smaller than -0.004. For the volume preserving strains, distortion
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(a) (b)

Figure 5.3: Computing the elastic constants of IRMOF-1 from energy-strain curves. (a)
Symmetric strainC11 � C 12 (in red) and asymmetric strainC11 (in blue). (b) C44 values
as a function of polynomial �t-range (the converged value is obtained for strains smaller
than 1% here; the dotted line denotes the value obtained from Equation (1.23)). Inset
shows the structure before and after applying theC44 strain. Adapted from Ref.312

can be used up to 0.01 as shown for C44 in Figure 5.3b. The small energy di�er-
ences for C44 illustrate the di�culties in computing accurate energies using DFT.
Often a trade-o� must be made. On the one hand, a small step in the numerical
di�erentiation needs to be made such that the domain where the functional de-
scription is valid. On the other hand, for shallow energy landscapes, a larger step
is necessary to have su�ciently high energy di�erences that would otherwise be
lost in the numerical noise.

Table 5.1 reports the 0 K elastic constants computed using the mode-following
technique for selected zeolites and IRMOFs. For the monoclinic MFI structure,
there are 13 independent components, but for cubic structures, such as IRMOF-1,
there are only 3.37 The elastic constants for zeolites can be up to an order of
magnitude larger than for MOFs. This re
ects the reduced mechanical stability.
Also, the elastic constants decrease with increasing linker-length (IRMOF-1 <
IRMOF-10 < IRMOF-16). For IRMOF-1, the elastic constants are split into two
contributions: (1) the Born term, and (2) the relaxation term. As can be seen
from Table 5.1, the relaxation terms for IRMOF-1 are substantial. For C44, the
relaxation term is almost as large as the Born term, which explains the very small
C44, C55, and C66 shear values. The large relaxation contribution to the elastic
constants illustrates the need for robust optimization algorithms that prevent the
system of becoming stuck in a saddle point during relaxation.

5.2.2 Density functional theory calculations

DFT calculations were performed to optimize the atomic geometry and cell para-
meters and to compute the elastic tensor using the projector augmented wave
(PAW) method as implemented in the VASP code.75{77,341 The valence electrons
for the elements O and C include the 2s and the 2p electrons and for V they in-
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clude the 4s and 3d electrons. The dispersion corrected PBE exchange-correlation
functional with an energy cut-o� of 600 eV was used.167,342 K-point sampling was
set to 6 x 2 x 2 using the Monkhorst-Pack scheme and a Gaussian smearing of
0.05 eV was applied.70

5.3 Results and discussion
MOFs have shallow energy-landscapes around the hinges and calculating mechan-
ical properties using plane wave DFT-code can be challenging.343 The parameters
of the �nite di�erence method, step size � and number of displacements N , to
compute the gradient of the forces is assessed.341 As reported in Table 5.2, for
� = 0.02 �A, negative eigenvalues of the elastic tensor are obtained. This viol-
ates the Born stability criteria235,236 suggesting that the unit cell is mechanically
unstable.344 An imaginary frequency, observed for � = 0.005 �A, indicates a saddle-
point on the potential energy surface. Generally, it appears that smaller step sizes
give larger elastic constants. These results suggest that the numerical di�erenti-
ation parameters a�ect whether a unit cell is considered to be stable. The lattice
parameters and elastic constants from this work and from literature are presented
in Table 5.3.34,343 The reference elastic constants are the average of the three ab
initio calculated elastic constants computed with � = 0.015 �A represented by the
�rst three columns in Table 5.3.
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After manually exploring the initial force �eld parameter space it becomes clear
that no trial-set with the existing functional forms is able to come close to repro-
ducing all components of the reference elastic tensor. However, by inspecting
which components of the tensor are o�, missing functional forms can be elucid-
ated. The elastic constants contain directional information and bond-stretching
interactions can only a�ect the elastic constants that are in the direction of the
bond. Bends and torsions in
uence the perpendicular response of stress-stimuli.
Therefore, not only the parameters are optimized, but also a force �eld with better
functional forms can be obtained. This is an advantage over existing parameteriz-
ation methods. An additional torsion potential (O2-V1-O1-V1) was added which
was essential to reproduce the reference C22 value. The dominant changes by
varying the force �eld parameters of this torsion were found in C22, thereby tuning
this component of the elastic tensor independently.

The elastic constants of a previous 
exible force �eld for MIL-47(V) was as-
sessed by including a harmonic C-H vibration. Poor agreement of the elastic
constants and lattice parameters was found as presented in the fourth column of
Table 5.3.340 The distribution pro�le of the organic linkers torsion angles using the
force �eld from this work is signi�cantly more narrow, which is attributed to a 3.7
larger force constant for the O2-C3-C2-C1 torsion in this work. Setting this force
constant to 600 K, as done in the previous force �eld, results in a mechanically
unstable unit cell.344

Table 5.3: Elastic constantsCij (GPa) in Voigt notation for MIL-47(V). Unit cell lengths
in (�A) and angles in (� ) and volume V in (�A3). Experimental:339 a = 6.8179 �A, b =
16.143 �A, c = 13.939 �A, � = 90.00 � , V = 1534.15 �A3 . � This work (FF=force �eld).

Vanpoucke343 Ortiz34 PBE-D3� FF340 FF�

C11 35.4 40.68 39.53 12.50 42.55
C22 67.6 62.60 83.16 37.90 70.54
C33 34.0 36.15 29.56 17.26 39.43
C44 44.2 50.83 43.78 52.73 45.02
C55 6.7 7.76 9.66 2.07 9.12
C66 8.7 9.30 11.23 13.67 10.06
C12 15.2 12.58 19.35 -12.22 9.10
C13 10.2 9.28 11.72 -8.77 6.80
C23 46.0 46.98 48.15 24.62 51.44

a 6.842 6.79 6.807 6.754 6.901
b 16.394 16.05 16.696 16.561 16.125
c 13.854 13.98 13.190 13.735 14.131
� 90.00 90.00 90.00 89.924 90.00
V 1554.1 1523.5 1499.1 1536.2 1572.6
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5.3. Results and discussion

Figure 5.4: Unit cell volume as function of temperature of MIL-47(V) from molecular
dynamics simulation showing negative thermal expansion (� V = -36.2�10� 6 K� 1 over
a temperature range of 0 K to 800 K). Error-bars are smaller than symbol size. The
volume at 0 K (in red) is obtained from the mode-following technique.

Using the newly parameterized 
exible force �eld, negative thermal expansion
was predicted from molecular dynamics simulations in the NpT -Parrinello Rahman
ensemble.95,96 A volumetric coe�cient of thermal expansion � V = -36.2�10� 6 K� 1

over a temperature range of 0 K to 800 K was obtained as shown in Figure 5.4
and in agreement with other work.345

There is a ongoing debate on the in
uence of framework 
exibility on ad-
sorption and di�usion properties.277,346{350 Adsorption and di�usion properties are
computed of CH4, CO2 and n-C6 using the newly derived 
exible and a rigid force
�eld. The force �eld parameters of the adsorbates were taken from the TraPPE
force �eld.283,351 Simulations were conducted in the osmotic (� 1N2pT)113 and
grand-canonical (�V T )107 ensembles, respectively. Figure 5.5 shows the adsorp-
tion isotherms and no signi�cant di�erences between the 
exible and rigid material
are observed.

Secondly, self-di�usivities were computed using molecular dynamics simulations
at various loadings. The self-di�usion coe�cient Ds is obtained from the Einstein
relation108

Ds = lim
t !1

1
6t

D NX

i =1

�
r i (t) � r i (0)2

�E
(5.3)

with t being the time, N the number of particles and r i the center-of-mass. Figure
5.6 shows the self-di�usivities as function of loading at T = 300 and 600 K. The
error-bars overlap considerably, indicating that no signi�cant di�erence are found.
This suggests that framework 
exibility of MIL-47(V) has negligible in
uence on
di�usion properties of small guest molecules.

Framework 
exibility has negligible in
uence of the adsorption and transport
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Figure 5.5: Single component adsorption isotherms of CO2 , CH4 and n-C6 in MIL-47(V)
at T = 303 K using 
exible (open symbols) and rigid (closed symbols) force �elds. Solid
and dashed lines are �tted Langmuir-Freundlich isotherms for rigid and 
exible force
�elds, respectively.

properties of small guest whose size is considerable smaller than the channel size
of MIL-47(V). Expected is that framework 
exibility has considerable impact only
when i ) adsorbates are con�ned278,352 or ii ) phase transitions of the framework
occur.353

Another advantage of this approach is that the construction of 
exible force
�elds for functionalizedMOFs is straightforward. If the parent material reproduces
the elastic constants well, than one can use functional forms and parameters from
generic organic force �elds to include the 
exible modes of the substituted organic
linkers.

5.4 Conclusion
In this work, functional forms of bonding, bending and torsion parameters of the
hinges in MOFs are �tted on the ab initio calculated elastic constants. The step
size of the numerical di�erentiation of the gradient of the force should be carefully

Figure 5.6: Self-di�usivity of CO2 , CH4 and n-C6 in MIL-47(V) as function of absolute
loading at T = 300 K and 600 K using 
exible (open symbols) and rigid (closed symbols)
force �elds, respectively. Lines are guidance to the eye.
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5.4. Conclusion

chosen. Within this parameterization approach, missing functional forms of the
force �eld can be detected based on when components of the elastic tensor are
o�.

As a proof of concept, it was shown for MIL-47(V) that framework 
exibility
has negligible in
uence on the adsorption and di�usion properties for small guest
molecules. Negative thermal expansion was also predicted. This procedure should,
in principle, also be suitable for a broader range of crystalline materials exhibiting

exibility.
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CHAPTER6

Elucidating the variable-temperature mechanical
properties of a negative thermal expansion metal-organic

framework

We report the �rst experimental study into the thermomechanical and viscoelastic
properties of a MOF-material. Nanoindentations show a decrease in the Young's
modulus, consistent with classical molecular dynamics simulations, and hardness
of HKUST-1 with increasing temperature over the 25 - 100� C range. Variable-
temperature dynamic mechanical analysis reveals signi�cant creep behavior, with
a reduction of 56% and 88% of the hardness over 10 minutes at 25� C and 100
� C, respectively. This result suggests that, despite the increased density that
results from increasing temperature in the negative thermal expansion MOF, the
thermally-induced softening due to vibrational and entropic contributions play a
more dominant role in dictating the materials temperature-dependent mechanical
behavior.

Based on: J. Heinen, A.D. Ready, T.D. Bennett, D. Dubbeldam, R.W. Friddle and N.C.
Burtch, Elucidating the Temperature-dependent Mechanical Properties of the Negative Thermal
Expansion Metal-Organic Framework HKUST-1, ACS Applied Materials & Interfaces, 2018, 10,
21079-21083
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Variable-temperature mechanical properties of a NTE MOF

6.1 Introduction

One of the key challenges in optimizing MOFs for various applications is the
understanding of their mechanical properties.40,42,43 Recently, tensorial analysis
of MOF elastic constants using density functional theory (DFT) calculations has
shed new light on mechanical properties which may be connected to large scale

exible modes such as negative thermal expansion (NTE),32 gate-opening,229 and
negative linear compressibility.34

From an experimental viewpoint, hydrostatic compression in diamond anvil
cells have be used to determine bulk moduli and pressure-induced amorphization
behavior.354 Another commonly used technique for mechanical characterization
are nanoindentations, which have been primarily used to measure the Young’s
modulus and hardness of MOF single crystals and thin �lms.36,40,41,241,355 The
Young’s modulus is a measure of a materials reversible response to strain in the
Hookean limit and hardness is related to the irreversible plastic deformation of a
material upon strain. A recent study by Sun et al. demonstrated that bimodal
amplitude modulated-frequency modulated atomic force microscopy can be used
to measure the Young’s moduli of microcrystalline MOF nanoparticles.356 Zeng
and Tan showed that the use of high unloading strain rates using atomic force
microscopy (AFM) nanoindentations can yield accurate Young’s moduli for micron-
sized crystals as well.357

Most nanoindentation studies rely on the Oliver-Pharr analysis of the load-
displacement curves by assuming that the deformation is within the Hookean limit
of the material.358 These experiments neglect the time-dependent deformation of
the material, known as creep. From an application’s perspective, it is important
that creep e�ects due to viscoelasticity as well as temperature e�ects be better
understood. The thermomechanical properties of MOFs have only been studied
computationally. For example, classical and �rst-principle simulations on IRMOF-
1 showed a decrease in the elastic constants with increasing temperature.242,244,245

This behavior was also reported for other materials that exhibit negative thermal
expansion (NTE), such as ZrW2O8.359,360 This observation is consistent with the
understanding that materials tend to become more elastic and exhibit a reduction
in their elastic constants with increasing temperature.361{364

Here, the viscoelastic and thermomechanical properties of the NTE MOF
HKUST-1122 are studied using variable-temperature dynamic mechanical ana-
lysis (DMA)365 and nanoindentations combined with di�erential scanning calor-
imetry-thermogravimetric analysis and classical molecular dynamics simulations.
HKUST-1 consists of dicopper paddlewheels interconnected by BTC (BTC =
benzene-1,3,5-tricarboxylate) linkers, as shown in Figure 6.1. HKUST-1 has a
linear coe�cient of thermal expansion � l � -4.5�10� 6 K� 1,30,31 and is a pro-
totypical structure that has also been studied for its utility in humidity sensing
devices, including in microcantilever sensors where the material’s Young’s modu-
lus has a direct bearing on the sensor’s sensitivity.366 Further, the hardness can be
related to the scratch resistance of a material, which has important implications
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for determining suitable handling and processing conditions for its use in electronic
devices.21 In this work, temperatures up to 100 � C are considered because of the
reported irreversible changes to HKUST-1 lattice parameters above � 127 � C.30

Qualitative agreement between the variable-temperature behavior of the elastic
moduli from the experimental nanoindentation and DMA experiments is obtained
and is also supported by complimentary classical molecular dynamics simulations.

6.2 Nanoindentations
Nanoindentations remain on the most commonly used experimental methods to
determine the Young’s modulus and hardness of a material.367 Here, materials are
indented with a tip that has a well-de�ned geometry, typically a Berkovich tip (an
upside-down triangular pyramid).

During the indentation process, load-displacement (P -h) data is collected from
which the Young’s modulus and hardness are obtained. A load-displacement curve
obtained from nanoindentation experiments is shown in Figure 6.2. Here, Pmax

is the peak load that is applied during the loading segment causing a maximum
displacement hmax of the tip into the specimen. Note, that some instruments are
displacement-controlled and adjust the peak load. During the loading segment,
the hardness H can be determined via

H =
Pmax

Ac
(6.1)

with Ac is the contact area that depends on the displacement hc of the tip. For an
ideal Berkovich tip, the contact area is given by the area function Ac = 24:56h2

c .
From analysis of the unloading curve, the Young’s modulus can be obtained.

Oliver and Pharr �tted the unloading curves to a power law of the form358

P(h) = � (h � hf )m (6.2)

Figure 6.1: Building units of HKUST-1 and ball-and-stick model of the unit cell along
the < 100> direction with a = 26.304 �A.
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with � and m being �tting parameters depending on the geometry of the tip and
hf is the �nal penetration depth. From this relation, the indentation modulus I
can be obtained. Oliver and Pharr proposed the following relation358

I =
p

�
2

1
� g

S
p

Ac
(6.3)

with the elastic unloading sti�ness S = dP=dh being the slope of the unloading
segment during the initial stage of unloading (dotted line in Figure 6.2) and � g

being a geometrical constant (for a Berkovich tip � g = 1.034). The indentation
modulus considers displacement in both the specimen as well as the indenter. The
Young’s modulus re
ects the elastic recovery of the material under the indenter
tip. From the indentation modulus, the Young’s modulus E of the specimen can
be obtained via

1
I

=
1� � 2

E
+

1� � 2
i

E i
(6.4)

with � being the Poisson’s ratio of the specimen, E i and � i being the Young’s
modulus and Poisson’s ratio of the tip. For a diamond Berkovich tip, these values
are E i = 1141 GPa and � i = 0.07. For soft materials such as MOFs, the �nal
Young’s modulus E depends signi�cantly on the chosen Poisson’s ratio � .39 From
the ab initio calculated elastic tensor for HKUST-1, a Poisson’s ratio of � = 0.433
was found.32

Figure 6.2: Load-displacement curve obtained from indentation on a HKUST-1 single
crystal at room temperature. The elastic unloading sti�nessS is proportional to the
indentation modulus.
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6.3 Dynamic mechanical analysis

The time-dependency of plastic deformation, known as creepcan be studied using
dynamic mechanical analysis (DMA).365 DMA uses an oscillating force (stress) to
probe the material and records to the material’s response (strain) over a period of
time as shown schematically in Figure 6.3. This technique has been widely used
to the study thermal transitions in glasses and polymers.

The applied oscillating stress � at a constant load is given by

� (t) = � 0 sin !t (6.5)

with � 0 the load amplitude and ! the frequency. The materials response is

� (t) = � 0 sin(!t + � ) (6.6)

and lags by the phase change � . From DMA, one obtains the storage E 0 and loss
E 00moduli which are related to the elastic recovery (stored energy of the elastic
region) and energy loss due to heat dissipation, respectively. For a purely elastic
solid � = 0� and for a purely viscous response � = 90� . The ratio of the storage
and loss modulus is the phase angle �

tan ( � ) =
E 0

E 00 (6.7)

which is an indicator of a sample’s viscoelastic behavior.

Figure 6.3: An oscillating force is applied to a small area of the crystal (stress) and the
response of the material (strain) is measured. The phase shift� is the ratio between the
elastic and viscoelastic regime of the material.
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6.4 Experimental methodology

Single crystal synthesis
Single crystals of HKUST-1 were synthesized solvothermally according to literature
procedures.368 Here, 0.49 g of copper nitrate trihydrate (Cu(NO3)2�3H2O) was
dissolved in 3 mL of deionized water and 0.24 g of benzene-1,3,5-tricarboxylic acid
(BTC) was dissolved in 3 mL of ethanol. Subsequently, 3 mL of DMF and 12 mL
of glacial acetic acid (modulator) were added. The mixture was sonicated for t =
2 min at T = 55 � C. Thereafter, the vials were placed in a sand bath and placed
in a Fisher Scienti�c 825F Isotemp oven for t = 3 days at T = 55 � C. The crystals
were washed 3 times with ethanol and then left immersed in ethanol until their
subsequent characterization.

Material characterization
Ground single crystals (SC) powder di�raction patterns were recorded using a PAN
Analyical powder X-ray di�ractometer with Cu-K � (� = 1.5418 �A) radiation at
room temperature with a step size of 0.04� in 2� . Commercial HKUST-1 from
Sigma-Aldrich was recorded as reference as well as a simulated pattern (CCDC:
112954).

Nitrogen adsorption isotherms were collected at 77 K for the activated HKUST-
1 SC sample using a Micrometrics ASAP 2020 surface area and porosity analyzer.
The crystals were activated at room temperature by drawing ultra-high vacuum
for 12 hr. Pressure points over a range of p=p0 < 0.05 were used for the BET
theory.369 A BET surface area SBET = 1509 m2/g was obtained from the N2

adsorption isotherm.

Nanoindentation and dynamic mechanical analysis
All mechanical properties were measured using a Hysitron TI 950 nanoindenter
(load-controlled) utilizing a xSol 600 temperature control stage with a diamond
Berkovich tip. Single crystals were glued on glass slides using Mikrostik polyvinyl
chloride adhesive (Ted Pella, Inc.) and the crystals were activated in-situ under
nitrogen 
ow (1.5 mL/min) at 100 � C for 1 hr, using a ramp rate of 10 � C/min
from room temperature, until the blue to purple color change indicative of solvent
removal was observed. Figure 6.4 shows time-dependent optical images obtained
during activation of a separate crystal.175,370 Di�erential scanning calorimetry
(Mettler Toledo TGA/DSC 3+) and combined di�erential scanning calorimetry-
thermogravimetric analysis (Mettler Toledo DSC 822e) were performed using a
ramp rate of 3 � C/min under argon. Samples were in-situ activated for 6 and 8
hours at T = 100 � C, respectively. Both instruments showed no thermal transition
over the 25 - 100 � C temperature range.

The Young’s modulus E and hardness H values were obtained from repeated
measurements of load-displacement curves, following the Oliver-Pharr method.358
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Figure 6.4: Optical microscopy images of a HKUST-1 crystal facet followed over time
during in-situ activation under a nitrogen 
ow.

A maximum peak load of 8000 �N was speci�ed with an inter-indent spacing of
40 �m . DMA measurements were performed by measuring the storage modulus
E 0 and hardness values with a constant load of P = 3000 � N, an amplitude of 50
� N, a frequency of 220 Hz and a inter-indent spacing of 25 � m. For nine di�erent
temperatures, �ve creep tests per temperature were performed on the crystal. The
available surface area on an individual crystal’s facet required that measurements
with each of the di�erent techniques be performed on di�erent single crystals, in
order to minimize e�ects due to adjacent residual indents. Variable-temperature
measurements that were reported for a given technique, however, were all per-
formed on the same crystal facet.

6.5 Computational methodology

Classical molecular dynamics simulations were performed based on the Zhao et
al. force �eld275 and implemented into RASPA-2.0.116 The minimized structure
yielded a lattice parameter a = 26.361 �A in good agreement with experiments
a = 26.304 �A.122 The 0 K elastic constants obtained from the energy-strain
relation, see Equation (1.23), are shown in Figure 6.5a. The force �eld values
tend to overestimate the DFT-calculated elastic constants (caption Figure 6.5b).
It must be noted that the Zhao force �eld is not parameterized on the materials
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(a) (b)

Figure 6.5: (a) Elastic constants at 0 K from energy-strain curves. DFT B3LYP-
D3 (PW91) values areC11 = 27 :54(31:8), C12 = 25 :78(21:2) and C44 = 5 :27(12:7)
GPa.32,371 (b) Lattice parameter a as a function of temperatureT showing negative
thermal expansion with� L = -4.5 �10� 6 K� 1 .

mechanical properties, partially contributing to the discrepancies with the DFT
values. However, the purpose of this study is to assess trends in elastic constants
due to temperature-e�ects.

Temperature-dependent lattice parameters were obtained by averaging over
�ve separate molecular dynamics simulations using the Parrinello Rahman (PR)
barostat96 with a chained (n = 5) Nose-Hoover thermostat.372,373 Each NpTPR
simulation was initialized for 200 ps and sampling was 1 ns with a timestep of 0.5 fs.
The obtained linear coe�cient of thermal expansion (CTE) over the temperature
interval T = 100 - 500 K is � L = -4.7�10� 6 K� 1 (see Figure 6.5b) which is in good
agreement with the experimental CTE of � L = -4.5�10� 6 K� 1.30 Using the stress-

uctuation formula,97,374 shown in Equation (1.24), �nite-temperature isothermal
elastic constants were calculated from canonical molecular dynamics simulations.
Five NV T -simulations were conducted per temperature with di�erent starting
con�gurations using the lattice parameter obtained from the NpTPR calculations.
Each NV T -simulation has an initialization time of 400 ps and a sampling time of 8
ns with a time-step of 1 fs. Each component of the elastic tensor are averaged over
their symmetric equivalent values (e.g. C11 = (C11 + C22 + C33)/3). Importantly.
these �nite-temperature values converge at low temperatures towards the 0 K
values from the mode-following technique.

6.6 Results and discussion

To convert the indentation modulus to the Young’s modulus, the Poisson’s ratio
proposed by Bundschuh et al. of � = 0 :433 was used.355 Under this assumption,
the indentation modulus of 7.88 � 1.15 GPa at room temperature produces a
Young’s modulus of E = 6.45 � 0.94 GPa (averaged over indents from 4000 to
8000 �N ). This value is lower than those obtained for HKUST-1 thin �lms (9.3
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(a) (b)

Figure 6.6: (a) Indentation modulus and (b) hardness for a non-activated and activated
crystal facet. Inset is optical images of crystal facet. Error-bars are standard deviations
of six indents.

GPa) and monoliths (9.3 � 0.3 GPa).18,355 The choice of the Poisson’s ratio of
the sample can signi�cantly in
uence the Young’s modulus for MOF materials,
however.39 For example, a value of � = 0 :02 gives E = 7.09 � 0.85 GPa, which
is in reasonable agreement with the theoretical value of E = 8.1 GPa.32

After in-situ activation, the material becomes harder and less elastic, as can
been seen from Figure 6.6a and 6.6b. It is known that upon solvent evacuation, the
HKUST-1 unit cell shrinks and the framework thus becomes more dense.175 A more
dense material would be consistent with an increased degree of resistance from the
framework surface towards deformation by the indenter tip. Figure 6.7a and 6.7b
show optical images of the pre and post-activated crystal-facet. Upon increasing
temperature an NTE material also undergoes a contraction and representative
AFM images show smaller residual indents at higher temperatures (Figure 6.7c)
suggesting that the material becomes harder. However, the variable-temperature
Young’s modulus and hardness as function of applied load, shown in Figure 6.8a
and 6.8b, obtained from nanoindentations show the opposite behavior. We �nd
that the Young’s modulus decreases to 6.28 � 0.72, 3.99 � 0.70 and 1.16 �
0.34 GPa at T = 50, 75 and 100 � C, respectively. Variable-temperature elastic
constants from molecular dynamics simulations (Figure 6.8c) con�rm softening
of the material with increasing temperature. While the e�ect of temperature on
the simulated and experimental moduli values are qualitatively consistent, the
quantitative di�erences between these results can be explained by the employed
force �eld not being parameterized on the materials mechanical properties and
that the simulated (bulk) values are calculated in the limit of zero strain whereas
moduli obtained from indentation experiments are at �nite strains. Most solids
exhibit a zero slope in their elastic properties at cryogenic temperatures, such as
MgO and copper.364,375 However, interestingly, HKUST-1 exhibits a decay of its
calculated isothermal elastic constants at these temperatures.

A similar correlation is also observed for the hardness (Figure 6.8b), where the
maximum displacement at constant load increases with increasing temperature,
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Figure 6.7: (a) Pre-activated and (b) in-situ activated HKUST-1 crystal facet with
residual indents. (c) AFM images of representative residual indents (scan size: 10 x 10
�m ).

as can be seen from representative load-displacement curves in Figure 6.8d. The
residual indents, however, as observed from the AFM images, become smaller
at higher temperatures. This seemingly contradicts the decrease in the hardness
that is observed, but can be better understood through the Young’s modulus
and viscoelastic analysis that is investigated through the DMA experiments in the
following section.

Variable-temperature creep tests using DMA experiments were performed on
a separate single crystal. Figure 6.9a, 6.9b and 6.9c show the time-evolution
of the contact depth, hardness and storage modulus, respectively, for nine creep
measurements, with each measurement representing a di�erent temperature in the
interval of 25 - 100 � C. The residual indents from these measurements are shown
in Figure 6.9d. We �nd that the amount of creep, captured by the increase in
contact depth over time, becomes increasingly larger at higher temperatures. This
time-dependent creep has a considerable impact on the mechanical properties, with
the hardness (Figure 6.9b) decaying from � 0.64 to 0.28 GPa and from � 0.40
to 0.05 GPa after only ten minutes at 25 and 100 � C, respectively.

92



6.6. Results and discussion

(a) (b)

(c) (d)

Figure 6.8: (a) Young's modulus as a function of load at various temperatures. (b)
Hardness as a function of load at various temperatures. Error-bars of nanoindentations
are standard deviations of ten indents for each temperature on the same crystal facet.
(c) Variable-temperature elastic constants from molecular dynamics simulations. Lines
are guidance to the eye. (d) Representative load-displacement curves at various temper-
atures.
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Figure 6.9: Time evolution from 25 - 100 � C of the (a) contact depth (b) hardness
and (c) storage modulus. Each temperature corresponds to a di�erent position on the
crystal facet. Each line represent a single creep test with sampling 20 times every second.
Circles denote hardness and Young's moduli values from previous nanoindentations atP
= 3000 �N . (d) Optical image of crystal facets subjected to creep analysis tests. Creep
results are from indents in dashed rectangle atP = 3000 �N .
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Figure 6.10: tan � as function of temperature. Error-bars are standard deviations of �ve
oscillating indents per temperature with every oscillating indents overt = 600 s with
sampling 20 times every second

This is consistent with the quasistatic nanoindentation results, where at higher
loads the indent displacement becomes larger and the hardness decreases (see Fig-
ure 6.8b). The relative change of the hardness over time increases with increasing
temperature. The storage modulus E 0, related to the energy stored in the material,
follows a similar trend as the hardness and Young’s modulus from nanoindentations
(Figure 6.9c). The tan ( � )-value, which is a measurement of the viscoelasticity of
a material, does not change appreciably over time. At room temperature, tan ( � )
= 0.032 � 0.004 and this increases at T = 100 � C to 0.096 � 0.002 indicating
that the viscous contributions increase relative to the elastic contributions in the
material with increasing temperatures (Figure 6.10).

To conclude, quasistatic nanoindentations, DMA experiments and classical mo-
lecular simulations show softening of HKUST-1 at increasing temperature, despite
the material exhibiting NTE. The creep behavior we observe is substantial, with a
reduction of 56% and 88% in the hardness after ten minutes at 25 � C and 100 � C,
respectively. This �rst experimental study into the temperature-dependency of
MOF elasticity and hardness properties provides important insight into the expec-
ted stability and performance characteristics of MOFs for a number of applications
where a comprehensive mechanical property understanding is critical.
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Summary

Metal-organic frameworks (MOFs), or porous coordination polymers, have gained
considerable interest in the past two decades due to their potential in a pleth-
ora of technological applications. These nanoporous materials consist of metal
nodes interconnected by organic linker molecules forming an extended network.
MOF-materials containing open-metal sites (OMS) are promising materials for
the adsorptive separation of ole�n/para�n mixtures. Current technologies for
e.g., ethylene/ethane separations rely on expensive high-pressure cryogenic distil-
lations. Open-metal sites interact more strongly with ole�ns compared to para�ns,
which can lead to higher adsorption selectivities. Kohn-Sham density functional
theory (KS-DFT) calculations provide useful electronic insight into these adsorp-
tion processes. However, the associated molecular orbital interactions are often
unknown.

Chapter 2 reports a KS molecular orbital analysis of water adsorption on the
OMS of the MOF HKUST-1. Hybrid functionals show better agreement with ex-
perimental magnetic and electronic properties than generalized gradient approx-
imated (GGA) functionals. Analysis of the molecular orbitals reveals a Jahn-Teller
distortion upon water adsorption due to antibonding interactions between the
Cu(3dz2) and the highest occupied molecular orbital of water in the A1 irredu-
cible representation. Donor-acceptor interactions show that empty Cu(4s) and
Cu(4pz )-orbitals on the opposite Cu-sites are populated, thereby explaining the
reduced adsorption energy of the second adsorbed water molecule. A � -bond is
established between the two Cu-cations as was recently suggested using electron
paramagnetic resonance.

HKUST-1 is, due to the open-metal site, an excellent candidate material for
the adsorptive separation of ethylene/ethane mixtures. Knowledge of the mul-
ticomponent adsorption behavior is important to assess the full potential of the
sorbent material. Measuring multicomponent adsorption isotherms experiment-
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ally is rather challenging. Therefore, the ideal adsorbed solution theory (IAST) is
widely used. Chapter 3 demonstrates that this theory breaks down in HKUST-1
for ethylene/ethane mixtures. Using KS-DFT molecular orbital analysis and an
energy decomposition analysis scheme, a new force �eld potential is constructed
that accounts for the donor-acceptor interactions between the open-metal site
and ethylene that are missing in standard hydrocarbon force �elds. The computed
single component ethylene adsorption isotherm is in excellent agreement with the
experimental adsorption isotherm in semi-logarithmic scale. By computing the
multicomponent adsorption isotherms directly, it becomes clear that IAST fails at
industrially relevant pressures. This suggests that a multiscale modeling approach
is crucial in predicting complex adsorption behavior.

A key challenge for the commercialization of MOF-materials is to increase their
mechanical stability. Therefore, an understanding of MOF mechanical properties
is critical for their integration with technological applications. The majority of the
reported mechanical properties are obtained from room temperature experiments
or 0 Kelvin ab initio calculations. Typically, signi�cant discrepancies are observed
between the ab initio and room temperature values. An important reason for
this discrepancy is temperature e�ects. Previously, thermomechanical properties
of MOF-materials were unknown. Thermomechanical properties are not only im-
portant from an application perspective, such as in sensor devices and �xed-bed
reactors, but also from a fundamental understanding of elasticity in MOFs.

In Chapter 4, state-of-the-art 
exible force �eld models, which form an es-
sential tool in predicting mechanical properties of MOFs, are reviewed. Various
parameterization schemes, including the building block methodology and periodic
phonons are discussed. Most (generic) force �elds are able to reasonably reproduce
lattice parameters, coe�cients of thermal expansion and bulk moduli. However,
there are still major challenges to overcome in order for force �elds to be used to
their full potential, such as the development of e�cient sampling schemes.

Thermomechanical properties can be determined from knowledge of the variable-
temperature elastic constants. Therefore, in Chapter 5, a new parameterization
scheme is proposed that �ts 
exible force �elds on the ab initio calculated elastic
tensor. Furthermore, it is shown that framework 
exibility has negligible in
uence
on the adsorption and di�usion of small guest molecules in MIL-47(V).

Experimental thermomechanical and creep properties of HKUST-1 are presen-
ted in Chapter 6. Although HKUST-1 becomes denser due to negative thermal
expansion, single crystal nanoindentations and dynamic mechanical analysis show
a reduction of the Young’s modulus and hardness upon increasing temperature.
These �ndings are consistent with softening of the isothermal elastic constants
calculated from classical molecular dynamics simulations. Creep analysis shows
a large decrease of the aforementioned mechanical properties. These �ndings
suggest that one has to rethink the use of HKUST-1 in technological applications.
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Samenvatting

Metaal-organische roosters (metal-organic frameworks: MOF’s), ofwel poreuze
co�ordinatie polymeren, hebben aanzienlijk interesse gewekt in de afgelopen twee
decennia vanwege de potentie in vele technologische toepassingen. Deze nano-
poreuze materialen vormen uitgebreide netwerken bestaande uit metaalclusters die
onderling verbonden zijn door organische ’linker’ moleculen. MOF-materialen die
vrije metaal posities (open-metal sites: OMS) bevatten zijn veelbelovende mater-
ialen voor de adsorptieve scheiding van ole�ne-para�nemengsels. Huidige tech-
nologie�en voor bijvoorbeeld etheen-ethaanscheidingen zijn gebaseerd op kostbare
cryogene distillaties die opereren bij hoge druk. Vrij metaal posities hebben een
sterkere interactie met ole�nen dan met para�nen en daardoor kan een hogere
adsorptieselectiviteit worden behaald. Kohn-Sham dichtheidsfunctionaaltheorie
(KS-DFT) kan electronisch inzicht bieden in dergelijke adsorptieprocessen. Desal-
niettemin zijn de daarbij horende molecuulorbitaal-interacties vaak niet bekend.

In hoofdstuk 2 wordt een Kohn-Sham molecuulorbitaalanalyse vermeld van wa-
teradsorptie op een OMS in HKUST-1. Hybride functionalen komen beter overeen
met experimenteel gemeten magnetische en electronische eigenschappen dan ge-
generaliseerde gradi�entbenaderde functionalen. Molecuulorbitaalanalyse toont aan
dat er een Jahn-Teller verstoring optreedt als water adsorbeert, vanwege de an-
tibindende interactie tussen de Cu(3dz2) en de hoogste bezette molecuulorbitaal
van water in de A1 irreducibele representatie. Donor-acceptatie interacties tonen
aan dat de lege Cu(4s) en Cu(4pz )-orbitalen van het andere koperkation bezet
worden. Dit verklaart de lagere adsorptie-energie van het tweede watermolecuul.
Een � -binding ontstaat tussen de twee koperkationen wat onlangs gesuggereerd
werd op basis van electron paramagnetisch resonantie.

HKUST-1 is, vanwege de vrije metaal positie, een uitstekend materiaal voor
de adsorptieve scheiding van etheen-ethaanmengsels. Het is belangrijk om inzicht
te hebben in de multicomponentenadsorptie om de potentie van een adsorptiema-
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teriaal vast te stellen. Het meten van multicomponentenadsorptie-isothermen is
uitdagend. Daarom wordt vaak de ideaaladsorptiemengseltheorie (IAST) gebruikt.
Hoofdstuk 3 laat zien dat deze theorie niet bruikbaar is in HKUST-1 voor etheen-
ethaanmengsels. Door gebruik te maken van Kohn-Sham molecuulorbitaalana-
lyse en de bijbehorende energie decompositie-analyse, is een nieuwe krachtveld-
potentiaal ontwikkeld die de donor-acceptatie interactie tussen etheen en de vrije
metaal positie beschrijft die in standaard koolwaterstofkrachtvelden ontbreekt. De
berekende �e�encomponentadsorptie-isotherm komt erg goed overeen met de exper-
imentele adsorptie-isotherm in semi-logaritmische schaal. Door het uitrekenen
van de multicomponentenadsorptie-isotherm wordt aangetoond dat IAST niet
bruikbaar is bij industrieel relevante druk. Deze resultaten suggereren dat een
’multiscale modeling’ benadering cruciaal is om complex adsorptiegedrag te voor-
spellen.

Een belangrijke uitdaging in het commercialiseren van MOF-materialen is het
vergroten van de mechanische stabiliteit. Het begrijpen van mechanische ei-
genschappen van MOF’s is dus van belang voor de integratie in technologische
toepassingen. Het merendeel van de gerapporteerde mechanische eigenschappen
wordt verkregen door experimenten uitgevoerd op kamertemperatuur of door mid-
del van ab initio 0 Kelvin computerberekeningen. Het is eigenaardig dat experi-
mentele en berekende mechanische eigenschappen vaak slecht overeenkomen met
elkaar. Een belangrijke reden voor deze afwijkingen zijn temperatuure�ecten. Tot
op heden zijn thermo-mechanische eigenschappen van MOF-materialen onbekend.
Thermo-mechanische eigenschappen zijn niet alleen belangrijk vanuit een toep-
assingsperspectief, voor bijvoorbeeld sensorapparaten en vastbedreactoren, maar
ook voor een fundamenteel begrip van elasticiteit in MOF’s.

In hoofdstuk 4 worden moderne 
exibele krachtveldmodellen bediscussieerd die
een belangrijk hulpmiddel vormen in het voorspellen van mechanische eigenschap-
pen in MOF’s. Verschillende parameterizatie-schema’s, waaronder de bouwsteen
en periodieke fononen methoden, worden besproken. De meeste krachtvelden
zijn in staat om de roosterparameters, co�e�cienten van thermische expansie en
bulkmoduli redelijk te voorspellen. Om krachtvelden tot hun volledige recht te
laten komen, blijven grote uitdagingen bestaan zoals het ontwikkelen van e�ci�ente
meetschema’s.

Thermo-mechanische eigenschappen kunnen worden afgeleid vanuit de tem-
peratuurafhankelijke elasticiteitsconstanten. Om deze reden wordt in hoofdstuk 5
een nieuw schema ge��ntroduceerd waarbij krachtveldpotentialen geparametriseerd
worden op de ab initio berekende elasticiteitstensor. Er wordt aangetoond dat
materiaal
exibiliteit een verwaarloosbaar e�ect heeft op de adsorptie en di�usie
van kleine gastmoleculen in MIL-47(V).

Experimentele thermo-mechanische e�ecten en kruipe�ecten van HKUST-1
worden gepresenteerd in hoofdstuk 6. Ondanks dat HKUST-1 een hogere dich-
theid krijgt vanwege negatieve thermische expansie, laten �e�enkristalnanoindentatie
experimenten een verlaging van de Youngs modulus en hardheid zien, bij verhoo-
gde temperatuur. Deze bevindingen zijn consistent met een verlaging van de
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Samenvatting

isothermische elasticiteitsconstanten verkregen uit klassieke moleculaire dynam-
ica simulaties. Kruipanalyse laat een aanzienlijke verlaging zien van de hierboven
genoemde mechanische eigenschappen. Deze bevindingen suggereren dat men het
gebruik van HKUST-1 in technologische passingen wellicht moet herzien.
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