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1 Introduction

Conformal field theories (CFTs) have a unique position within quantum field theory. They are central to the ambitious questions that drives many theorists: the quest of classifying all possible fixed points of the renormalization group equations, and unveiling the theorems that accompany the classification. And in modern times, they are also at the center of
the holographic principle. Conformal field theories are key to unveil novel features about quantum gravity in AdS.

In a CFT symmetries play a crucial role. The exploitation of the conformal group gives an efficient organizational principle for the observables in the theory. In particular, the conformal block decomposition of four point correlation functions is such a principle: it is natural to cast the four point function into portions that are purely determined by symmetries (conformal partial waves) and the theory dependent data (OPE coefficients). Having analytic and numerical control over this decomposition has been key in recent developments. This includes the impressive revival of the conformal bootstrap program [1-3], and we refer to [4-6] for an overview on this area.

Our aim here is to apply the efficiency of the conformal block decomposition to holography: can we organize observables in AdS gravity as we do in a CFT? This question has been at the heart of holography since its conception [7-9], with perhaps the most influential result the prescription to evaluate CFT correlation functions via Witten diagrams [9]. But only until very recently the concept of conformal partial wave was addressed directly in holography: the authors in [10] proposed that the counterpart of a CFT$_d$ conformal partial wave is a geodesic Witten diagram in AdS$_{d+1}$. As for the conventional Witten diagram it involves bulk-to-boundary and bulk-to-bulk propagators in AdS, with the important difference that the contact terms of the fields are projected over geodesics rather than integrated over the entire volume of AdS. Among the many results presented in [10] to support their proposal, they reproduced explicitly the scalar conformal partial waves in a CFT$_d$ via a geodesic diagram in AdS. The goal of this paper is twofold: to give a method to evaluate a spinning conformal partial wave using holography, and to show how Witten diagrams decompose in terms of these building blocks. The first step towards this direction was given [11], where only one external leg had non-trivial spin. Here we expand that discussion to include spin on all possible positions of the diagram, and our current limitation is that we are only considering symmetric and traceless fields in the external and exchange positions. Our strategy is to cast the CFT construction of conformal partial waves in [12] along the lines of the AdS proposal in [10]. In particular, we will show how to decode the tensor structures (i.e. OPE structures) appearing in three point functions and conformal partial waves in terms of bulk differential operators acting on geodesic diagrams.

Witten diagrams, that are in any way more complicated than those with three legs and tree level, are infamous for how difficult it is to evaluate them. The integrals involved become quite cumbersome as the specie of the field changes, and even more intricate if internal lines are involved. The first explicit results are those in [13-20], and more recently the subject has been address by using a Mellin decomposition of the diagrams (see e.g. [21-27]). Having a clean and efficient decomposition of a Witten diagram in terms of geodesic diagrams is a computational tool that can allow a new level of precision in holography. Our method to decode the tensor structures provides a novel step forward in this direction by optimizing the evaluation of correlations functions in AdS/CFT.

---

1We use the term scalar conformal partial wave to denote that the external fields are scalar operators; the exchanged field can be a symmetric traceless tensor. A spinning conformal partial wave is when at least one external fields is a symmetric traceless tensor.
A good portion of our analysis will involve the map between tensor structures in the CFT and cubic interactions in AdS. And in this arena there are already universal results in higher spin holography. One of the goals in that field is to understand locality and effective Lagrangians within Vasiliev’s higher spin theory. And in this context various quartic and cubic interactions have been successfully mapped to their counterpart in the CFT [28–34]. The extent of their results is by no means limited to higher spin gravity. One impressive part of the literature is the identification of all independent structures of cubic vertices for either massive, massless or partially massive cubic interactions of symmetric traceless tensors [35–39]. The other impressive side of this literature is the precise identification of each cubic interaction with a tensor structure of the CFT [33]. We will use the results there in two ways. First, we will contrast the tensor structures that a geodesic diagram captures versus the analog Witten diagram: this puts these diagrams in a very different footing when it comes to capturing dynamical properties of AdS rather than objects designed to be driven purely by symmetries. Second, we will use the identities developed in [33] to argue that a four-point exchange Witten diagram can be decomposed in terms of geodesic integrals.

This paper is organized as follows. Section 2 is a review on the embedding space formalism to describe CFT\(_d\) and AdS\(_{d+1}\) quantities. In particular in section 2.1.1 we will review the classification of OPE structures in CFT, and how they are obtained via suitable differential operators. Our main result is in section 3 where we give an AdS counterpart of the operators in section 2.1.1. This shows how one can obtain any spinning conformal partial wave via an appropriate geodesic Witten diagram with perfect agreement with the CFT. In section 4 we discuss certain features of this method by focusing mostly on low spin examples. We first discuss the relation among gravitational interactions and OPE structures using geodesic diagrams, and contrast it with the reconstruction done using Witten diagrams. Even though there are non-trivial cancellations in the geodesic diagrams (which do not occur with volume integrals), in section 5 we show how to decompose four point exchange Witten diagrams in terms of geodesic diagrams. We end with a discussion of our results and future directions in section 6.

**Note added:** at the same time this work was completed, in [40, 41] the authors also address the question of how to capture spinning conformal partial waves in terms of geodesic Witten diagrams.

## 2 Embedding space formalism

The simplest way to carry out our analysis is via the embedding space formalism. We will use this to describe both CFT\(_d\) and AdS\(_{d+1}\) quantities. This formalism was recently revisited and exploited in [33, 42, 43], and we mainly follow their presentation. This section summarises the most important definitions and relations we will use throughout; readers familiar with this material can skip this section. All of our discussion will be in Euclidean signature.
2.1 CFT side of embedding

A natural description of the conformal group $\text{SO}(d+1,1)$ is in the embedding space $\mathbb{M}^{d+2}$: this makes conformal symmetry constraints simple Lorentz symmetry conditions (which are more easily implemented). In this section we will show how to uplift the CFT$_d$ fields on $\mathbb{R}^d$ to $\mathbb{M}^{d+2}$, and write correlation functions in this language.

The dot product in $\mathbb{M}^{d+2}$ is given by

$$P_1 \cdot P_2 = P_1^A P_2^B \eta_{AB} = -\frac{1}{2} P_1^+ P_2^- - \frac{1}{2} P_1^- P_2^+ + \delta_{ab} P_1^a P_2^b ,$$

(2.1)

where we are using light cone coordinates

$$P^A = (P^+, P^-, P^a) .$$

(2.2)

A point $x^a \in \mathbb{R}^d$ is embedded in $\mathbb{M}^{d+2}$ by null stereographic map of the coordinates

$$x^a \rightarrow P^A = (1, x^2, x^a) , \quad a = 1, \ldots, d .$$

(2.3)

This implies that the CFT$_d$ coordinates live in the projective light cone

$$P^2 = 0 , \quad P \equiv \lambda P , \quad \lambda \in \mathbb{R} .$$

(2.4)

In the embedding formalism there is a very economical way of manipulating $\mathbb{R}^d$ symmetric and traceless tensors. This is discussed extensively in [42], and the bottom line is to encode the tensorial properties in a polynomial. One defines an auxiliary vector $Z^A$, and considers the contraction

$$T(P, Z) \equiv Z^{A_1} \cdots Z^{A_n} T_{A_1 \cdots A_n}(P) ,$$

(2.5)

with the following restrictions and properties:

1. $Z^2 = 0$ encodes the traceless condition.

2. $T(P, Z + \alpha P) = T(P, Z)$ makes the tensor tangent to the light cone $P^2 = 0$.

3. Homogeneity defines the conformal weight $\Delta$ and spin $l$ as $T(\lambda P, \alpha Z) = \lambda^{-\Delta} \alpha^l T(P, Z)$.

All of these condition are conformally invariant which makes $T_{A_1 \cdots A_n}(P)$ an $\text{SO}(d+1,1)$ symmetric traceless tensor. From here, a symmetric traceless tensor field on $\mathbb{R}^d$ is given by

$$t_{a_1 \cdots a_n} = \frac{\partial P^{A_1}}{\partial x^{a_1}} \cdots \frac{\partial P^{A_n}}{\partial x^{a_n}} T_{A_1 \cdots A_n}(P) ,$$

(2.6)

with $P^A$ given by (2.3). It is important to note that any tensor $T_{A_1 \cdots A_n}(P)$ proportional to $P^A$ projects to zero: such tensor will be pure gauge. And hence, without loss of generality we can require the orthogonality condition

$$Z \cdot P = 0 .$$

(2.7)
We can as well extract $t_{a_1 \cdots a_n}$ from the polynomial directly. First, the polynomial in $(d+2)$-dimensions can be brought into $d$-dimensional variables via the relation

$$T(P, Z) = t(x, z), \quad \text{with} \quad Z^A = (0, 2x \cdot z, z), \quad P^A = (1, x^2, x^a).$$

Then the components of the tensor in $\mathbb{R}^d$ are

$$t_{a_1 \cdots a_n} = \frac{1}{n!(d/2 - 1)_n} D_{a_1} \cdots D_{a_n} t(x, z), \quad (2.9)$$

where $(d)_l = \Gamma(d+l)/\Gamma(d)$ and $D_a$ are differential operators that do the job of projecting the polynomial to symmetric traceless tensors:

$$D_a = \left(\frac{d}{2} - 1 + z \cdot \frac{\partial}{\partial z} \right) \frac{\partial}{\partial z^a} - \frac{1}{2} z^a \frac{\partial^2}{\partial z \cdot \partial z}. \quad (2.10)$$

This operator is also convenient for other purposes. For example, we can do full contractions via the polynomial directly: given two symmetric traceless tensors in $\mathbb{R}^d$, their contraction is

$$f_{a_1 \cdots a_n} g^{a_1 \cdots a_n} = \frac{1}{n!(d/2 - 1)_n} f(x, D) g(x, z). \quad (2.11)$$

In the $(d+2)$-dimensional variables we have

$$f_{a_1 \cdots a_n} g^{a_1 \cdots a_n} = \frac{1}{n!(d/2 - 1)_n} F(P, D) G(P, Z), \quad (2.12)$$

where

$$D_A = \left(\frac{d}{2} - 1 + Z \cdot \frac{\partial}{\partial Z} \right) \frac{\partial}{\partial Z^A} - \frac{1}{2} Z_A \frac{\partial^2}{\partial Z \cdot \partial Z}. \quad (2.13)$$

### 2.1.1 CFT$_d$ correlation functions

The main appeal of the embedding formalism is that one can conveniently describe $n$-point functions for symmetric tensors which automatically satisfy the constraints of SO($d+1, 1$). In a nutshell, the task ahead is to identify polynomials in $(P_i, Z_j)$ of the correct homogeneity modulo terms of order $Z_i^{2l}$ and $Z_i \cdot P_i$.

To start, consider the two point function of a spin $l$ primary of conformal dimension $\Delta$ in embedding space. This correlation function is a $2l$ tensor which we encode in a polynomial as

$$G_{\Delta l}(P_1, Z_1; P_2, Z_2) \equiv Z_1^{A_1} \cdots Z_1^{A_l} Z_2^{B_1} \cdots Z_2^{B_l} G_{A_1 \cdots A_l B_1 \cdots B_l}(P_1, P_2), \quad (2.14)$$

and projecting further to $\mathbb{R}^d$ is done via (2.6) or (2.9). Up to a constant, the appropriate polynomial is

$$G_{\Delta l}(P_1, Z_1; P_2, Z_2) = \frac{(H_{12})^l}{(P_{12})^{\Delta}}, \quad (2.15)$$

where we have introduced

$$P_{12} \equiv -2P_1 \cdot P_2, \quad H_{12}(Z_1, Z_2) \equiv Z_1 \cdot Z_2 + 2 \frac{(Z_1 \cdot P_2)(Z_2 \cdot P_1)}{P_{12}}. \quad (2.16)$$
The numerator in (2.15) assures that we have a polynomial of degree $l$ (encoding the tensorial features), while the denominator contains the homogeneity property we expect from conformal invariance. One can check as well that all other properties listed below (2.5) are satisfied, and the solution is unique up to pure gauge terms.

Three point functions of symmetric traceless operators have an elegant description in this language as well. Consider three primaries of conformal dimension $\Delta_i$ and spin $l_i$: the three point function is expected to take the form

$$G_{\Delta_1,\Delta_2,\Delta_3;l_1,l_2,l_3}(P_i, Z_i) = \frac{Q_3(P_i, Z_i)}{(P_{12})(\Delta_1+\Delta_2-\Delta_3)/2(P_{23})(\Delta_2+\Delta_3-\Delta_1)/2(P_{13})(\Delta_1+\Delta_3-\Delta_2)/2} \ .$$

(2.17)

The denominator is chosen such that the homogeneity with respect to $P_i$ is explicit. The numerator $Q_3$ should be a transverse polynomial of degree $l_i$ for each $Z_i$, and homogenous of degree zero for each $P_i$. Given these properties, we can cast the desired polynomial in terms of 6 building blocks $[42]$

$$V_{1,23}, \quad V_{2,31}, \quad V_{3,21}, \quad H_{12}, \quad H_{13}, \quad H_{23} \ ,$$

(2.18)

where

$$V_{i,jk} = \frac{(Z_i \cdot P_j) P_{ik} - (Z_i \cdot P_k) P_{ij}}{\sqrt{P_{ij} P_{ik} P_{jk}}} \ ,$$

$$H_{ij} = Z_i \cdot Z_j + 2 \frac{(Z_j \cdot P_i)(Z_i \cdot P_j)}{P_{ij}} \ .$$

(2.19)

$Q_3$ then takes the general form

$$Q_3(P_i, Z_i) = \sum_{n_i \geq 0} C_{n_1,n_2,n_3}(V_{1,23})^{l_1-n_2-n_3}(V_{2,31})^{l_2-n_3-n_1}(V_{3,21})^{l_3-n_1-n_2} H_{12}^{n_1} H_{13}^{n_2} H_{23}^{n_3} \ ,$$

(2.20)

giving us the expected homogeneity and transverse properties. Here $C_{n_1,n_2,n_3}$ are constant (theory dependent) coefficients. Note that each of the powers of $V_{i,jk}$ in (2.20) have to be positive, and this restricts the number of possible combinations. For fixed $l_i$ the number of tensorial structures is

$$N(l_1, l_2, l_3) = \frac{1}{6} (l_1 + 1)(l_1 + 2)(3l_2 - l_1 + 3) - \frac{1}{24} p(p + 2)(2p + 5) - \frac{1}{16} (1 - (-1)^p) \ ,$$

(2.21)

with $l_1 \leq l_2 \leq l_3$ and $p \equiv \max(0, l_1 + l_2 - l_3)$.

For operational purposes, and later on to evaluate conformal partial waves, it is more convenient to generate the tensorial structures in (2.20) via differential operators. This was originally done in [12], and the basic idea is as follows. Say we look at the OPE of two operators which carry spin:

$$O^{l_1}_{1}(x_1)O^{l_2}_{2}(x_2) = \sum_{\lambda} \lambda_{120} C(x_{12}, \partial^l_1, l_2, l_3) O^{l_3}_{3}(x_2) \ .$$

(2.22)

---

2Our conventions for $V_{i,jk}$ and $H_{ij}$ are very similar to those in [44], which differ slightly from those in [42]. Note that our definition of $V_{i,jk}$ differs to that of [44] by a minus sign.
The OPE structures now carry the tensorial properties of the external operators, relative to cases where the left hand side operators are scalar primaries. The point made in [12] is to view these more complicated objects as derivatives of the basic scalar OPE. More explicitly, if the OPE between two scalar primaries is

\[ O_1(x_1)O_2(x_2) = \sum_{O_3} \lambda_{12O} C(x_{12}, \partial_1)^{l_3} O_3^{l_3}(x_2), \quad (2.23) \]

then

\[ C(x_{12}, \partial_2)^{l_1,l_2,l_3} = D_{x_1,x_2}^{l_1,l_2} C(x_{12}, \partial_2)^{l_3}, \quad (2.24) \]

where \( D_{x_1,x_2}^{l_1,l_2} \) is a differential operator that creates the tensorial structure for \( l_1 \) and \( l_2 \). Taking this relation for granted, it would then imply that the three point functions would be related as

\[ \langle O_1^{l_1}(x_1)O_2^{l_2}(x_2)O_3^{s_3}(x_3) \rangle = D_{x_1,x_2}^{l_1,l_2} \langle O_1(x_1)O_2(x_2)O_3^{s_3}(x_3) \rangle. \quad (2.25) \]

The idea is that we can represent any three point function of symmetric traceless structures as derivatives of a scalar-scalar-spin correlation function.

One can cast as well (2.25) as a polynomial relation in embedding space: given a function \( G_{\Delta_1,\Delta_2,\Delta_3;l_1,l_2,l_3}(P_i, Z_i) \) of certain degree in \( Z_i \), we would like to relate it to a polynomial of lower degree via suitable differential operators, i.e.

\[ G_{\Delta_1,\Delta_2,\Delta_3;l_1,l_2,l_3} = D(P_i, Z_i, \frac{\partial}{\partial P_i}, \frac{\partial}{\partial Z_i}) G_{\Delta_1',\Delta_2',\Delta_3';0,0,l_3} + O(Z_i^2, P_i^2, Z_i \cdot P_i), \quad i = 1, 2. \quad (2.26) \]

The differential operators have to satisfy certain basic properties:

1. \( D \) must raise the degree in \( Z_1 \) up to \( l_1 \) and \( Z_2 \) up to \( l_2 \).
2. \( D \) must take terms \( O(Z_n^2, P_n^2, Z_n \cdot P_n) \) to terms of the same kind: keep pure gauge terms as pure gauge.
3. \( D \) must map transverse functions to themselves.

A basis of operators that will satisfy these requirements are

\[ D_{1ij} \equiv \frac{1}{2} P_{ij} \left( \frac{Z_i \cdot \partial}{\partial P_j} \right) - (Z_i \cdot P_j) \left( \frac{P_i \cdot \partial}{\partial P_j} \right) \]

\[ - (Z_i \cdot Z_j) \left( \frac{P_i \cdot \partial}{\partial Z_j} \right) + (Z_j \cdot P_i) \left( \frac{Z_i \cdot \partial}{\partial Z_j} \right), \]

\[ D_{2ij} \equiv \frac{1}{2} P_{ij} \left( \frac{Z_i \cdot \partial}{\partial P_j} \right) - (Z_i \cdot P_j) \left( \frac{P_i \cdot \partial}{\partial P_j} \right) + (Z_i \cdot P_j) \left( Z_i \cdot \frac{\partial}{\partial Z_i} \right), \quad (2.27) \]

in addition to \( H_{ij} \) in (2.19). The operator \( D_{1ij} \) increases the spin at position \( i \) by one and decreases the dimension by one at position \( i \); \( D_{2ij} \) increases the spin at position \( i \) by one and decreases the dimension by one at position \( j \). \( H_{ij} \) increases the spin by one at both \( i \) and \( j \).
and $j$ and leaves the conformal dimensions unchanged. The commutation relation between these operators are

$$[D_{12}, D_{21}] = \frac{1}{2} P_{12} H_{12} (Z_1 \cdot \partial Z_1 - Z_2 \cdot \partial Z_2 + P_1 \cdot \partial P_1 - P_2 \cdot \partial P_2) ,$$  \hspace{1cm} (2.28)

$$[D_{21}, D_{21}] = \frac{1}{2} P_{12} H_{12} (Z_1 \cdot \partial Z_1 - Z_2 \cdot \partial Z_2 - P_1 \cdot \partial P_1 + P_2 \cdot \partial P_2) ,$$  \hspace{1cm} (2.29)

and all other pairings are zero, including $[D_{kij}, H_{lkl}] = 0$.

To see how this works, it is useful to just state the map for a few examples. Defining the three point function of three scalar primaries as

$$T(\Delta_1, \Delta_2, \Delta_3) \equiv \frac{1}{(P_{12})^{(\Delta_1+\Delta_2-\Delta_3)/2}(P_{23})^{(\Delta_2+\Delta_3-\Delta_1)/2}(P_{13})^{(\Delta_1+\Delta_3-\Delta_2)/2}}$$  \hspace{1cm} (2.30)

we have that increasing the spin by one at position $i = 1$ is achieved by

$$G_{\Delta_1, \Delta_2, \Delta_3|1,0,0} = V_{1,23} T(\Delta_1, \Delta_2, \Delta_3)$$

$$= \frac{2}{\Delta_3 + \Delta_2 - \Delta_1 - 1} D_{112} T(\Delta_1 + 1, \Delta_2, \Delta_3)$$

$$= \frac{2}{\Delta_3 - \Delta_2 + \Delta_1 - 1} D_{212} T(\Delta_1, \Delta_2 + 1, \Delta_3) .$$  \hspace{1cm} (2.31)

In the first line we wrote it as in (2.17)\textsuperscript{–}(2.20), and in the last two lines we casted the same answer in terms of differential operators acting on the scalar correlation function. The three point function of two vectors and a scalar is the superposition of two tensorial structures:

$$G_{\Delta_1, \Delta_2, \Delta_3|1,1,0} = C_1 V_{1,23} V_{2,13} T(\Delta_1, \Delta_2, \Delta_3) + C_2 H_{12} T(\Delta_1, \Delta_2, \Delta_3) .$$  \hspace{1cm} (2.32)

The first term can be written in terms of derivatives as

$$V_{1,23} V_{2,13} T(\Delta_1, \Delta_2, \Delta_3) = \frac{4}{\Delta_3 - (\Delta_1 - \Delta_2)^2} D_{112} D_{21} T(\Delta_1 + 1, \Delta_2 + 1, \Delta_3)$$

$$+ \frac{H_{12}}{\Delta_3 + \Delta_2 - \Delta_1} T(\Delta_1, \Delta_2, \Delta_3) .$$  \hspace{1cm} (2.33)

How to map the polynomials $V_{i,j,k}$’s to $D_{i,j,k}$’s is not one-to-one, as reflected explicitly in (2.31) among other cases. Nevertheless, one can always go from the basis of $V_{i,j,k}$’s to $D_{i,j,k}$’s, and this transformation can be implemented systematically as discussed in [12]. In appendix A we give further examples and discuss briefly the conditions on $Q_3$ imposed by conservation.

An interesting application of these differential operators is to evaluate conformal partial waves as done in [12]. Given the four point function of four scalar primaries, the conformal partial wave decomposition is defined as [45–47]

$$\langle O_1(x_1) O_2(x_2) O_3(x_3) O_4(x_4) \rangle = \sum_{i,j} \lambda_{i2O} \lambda_{34O} W_{\Delta|i}(x_1, x_2, x_3, x_4) ,$$  \hspace{1cm} (2.34)

where $\lambda_{iO} \lambda_{jO}$ are theory dependent constant coefficients, and $O$ is a primary of conformal dimension $\Delta$ and spin $l$. The sum over all operators $O$ that appear in the OPE of $O_1(x_1) O_2(x_2)$. $W_{\Delta|i}(x_1, x_2, x_3, x_4)$ is known as a conformal partial wave, which is mostly
characterised by the properties of $O$, and otherwise determined by conformal invariance and the quantum numbers of $O$. In embedding space we have

$$W_{\Delta l}(P_1, P_2, P_3, P_4) = \left(\frac{P_{24}}{P_{14}}\right)^{(\Delta_1-\Delta_2)/2} \left(\frac{P_{14}}{P_{34}}\right)^{(\Delta_3-\Delta_4)/2} \frac{G_{\Delta l}(u, v)}{(P_{12})^{(\Delta_1+\Delta_2)/2}(P_{34})^{(\Delta_3+\Delta_4)/2}},$$

with

$$u = \frac{P_{12}P_{34}}{P_{13}P_{24}}, \quad v = \frac{P_{14}P_{23}}{P_{13}P_{24}}. \quad (2.35)$$

$G_{\Delta l}(u, v)$ is known as a conformal block, and explicit expressions can be found in e.g. [48–50] among many other places. If we wanted to build now a conformal partial wave when the external operators are symmetric traceless tensor, the way has been paved from the discussion around (2.23)–(2.25). As a result of the analysis for three point functions, the partial waves of non-zero spin $l$ operators is simply derivatives acting on the known scalar partial wave, i.e.

$$W_{l_1 l_2 l_3 l_4}^{(e)}(x_1, x_2, x_3, x_4) = D_{l_1 l_2} D_{l_3 l_4} W_{\Delta l}(x_1, x_2, x_3, x_4). \quad (2.36)$$

And in the embedding space formalism, the conformal partial wave is a suitable polynomial with the basis of differential operators that generate the tensor structures are given by (2.27) and $H_{ij}$. More explicitly

$$W_{l_1 l_2 l_3 l_4}^{(e)}(P_1, P_2, P_3, P_4) = D_{l_1 l_2} D_{l_3 l_4} W_{\Delta l}(P_1, P_2, P_3, P_4), \quad (2.37)$$

with $D_{l_1 l_2}$ is a chain of powers of $D_{ijk}$ and $H_{ij}$ operators acting on $(P_1, P_2)$, and similarly for $D_{l_3 l_4}$ acting on $(P_3, P_4)$. The exchange field $O$ is necessarily a traceless symmetric tensor.

### 2.2 AdS side of embedding

The embedding formalism is as well incredibly useful to encode tensorial structures in AdS. Here we will follow [37, 43], and we highlight [29–31, 33] for its recent use in the context of higher spin gravity. Euclidean AdS$_{d+1}$ in Poincare coordinates is given by

$$ds^2_{AdS} = \frac{1}{r^2} \left(dr^2 + dx^a dx_a\right). \quad (2.38)$$

For sake of simplicity we are taking the AdS radius to be one. From the perspective of $\mathbb{M}^{d+2}$, AdS$_{d+1}$ is the future directed hyperboloid, i.e.

$$Y^2 = -1, \quad Y^0 > 0, \quad Y \in \mathbb{M}^{d+2}. \quad (2.39)$$

This condition mapped to Poincare coordinates reads

$$y^\mu = (r, x^a) \rightarrow Y^A = \frac{1}{r}(1, r^2 + x^2, x^a). \quad (2.40)$$

The AdS boundary points are obtained by sending $Y \to \infty$, and in this limit we approach the light cone (2.4). The induced AdS metric is

$$G_{AB} = \eta_{AB} + Y_A Y_B, \quad (2.41)$$

which plays a role as a projector.
Following the CFT discussion, we can as well describe symmetric and traceless tensor in AdS\(_{d+1}\) as polynomials \(^4\). Adapting the conditions in (2.5) to AdS gives

\[ T(Y; W) = W^{A_1} \cdots W^{A_n} T_{A_1 \cdots A_n}(Y), \quad (2.43)\]

where we introduce now a auxiliary tensor \(W^A\). The restrictions and properties are

1. \(W^2 = 0\) encodes the traceless condition.
2. \(W \cdot Y = 0\) imposes an orthogonality condition.
3. Requiring that \(T(Y, W + \alpha Y) = T(Y, W)\) makes the tensor transverse to the surface \(Y^2 = -1\).
4. Homogeneity \((Y \cdot \partial_Y + W \cdot \partial_W + \mu)T(Y, W) = 0\) for some given value of \(\mu\). \(^3\)

The components of the tensor can be easily recovered by introducing a projector. Given

\[
K_A = \frac{d-1}{2} \left( \frac{\partial}{\partial W^A} + Y_A \cdot \frac{\partial}{\partial W} \right) + W \cdot \frac{\partial}{\partial W} \frac{\partial}{\partial W^A} + Y_A \left( W \cdot \frac{\partial}{\partial W} \right) \left( Y \cdot \frac{\partial}{\partial W} \right) - \frac{1}{2} W_A \left( \frac{\partial^2}{\partial W \cdot \partial W} + Y \cdot \frac{\partial}{\partial W} Y \cdot \frac{\partial}{\partial W} \right), \quad (2.44)
\]

we obtain symmetric and traceless tensor in AdS via

\[
T_{A_1 \cdots A_n}(Y) = \frac{1}{n! \left( \frac{d}{2} \right)_n} K_{A_1} \cdots K_{A_n} T(Y, W). \quad (2.45)
\]

And the component in AdS\(_{d+1}\) space is

\[
t_{\mu_1 \cdots \mu_n} = \frac{\partial Y^{A_1}}{\partial y^{\mu_1}} \cdots \frac{\partial Y^{A_n}}{\partial y^{\mu_n}} T_{A_1 \cdots A_n}(Y), \quad (2.46)
\]

If a tensor is of the type \(T_{A_1 \cdots A_n}(Y) = Y_{(A_1} T_{A_2 \cdots A_n)}(Y)\) it is unphysical, i.e. it has a vanishing projection to AdS\(_{d+1}\).

A covariant derivative in AdS is defined in the ambient space \(M^{d+2}\) as

\[
\nabla_A = \frac{\partial}{\partial Y^A} + Y_A \left( Y \cdot \frac{\partial}{\partial Y} \right) + W_A \left( Y \cdot \frac{\partial}{\partial W} \right). \quad (2.47)
\]

When acting on an transverse tensor we have

\[
\nabla_B T_{A_1 \cdots A_n}(Y) = G_B^{B_1} G_{A_1}^{A_1} \cdots G_{A_n}^{A_n} \frac{\partial}{\partial Y^{B_1}} T_{C_1 \cdots C_n}(Y), \quad (2.48)
\]

where \(G_{AB}\) is the induced AdS metric. Using the polynomial notation, we can write the divergence of a tensor as

\[
\nabla \cdot (K T(Y, W)), \quad (2.49)
\]

\(^3\)For a bulk massive spin-\(J\) field in AdS\(_{d+1}\), we have \(\mu = \Delta + J\) with \(M^2 = \Delta(\Delta - d) - J\).

\(^4\)For a bulk massive spin-\(J\) field in AdS\(_{d+1}\), we have \(\mu = \Delta + J\) with \(M^2 = \Delta(\Delta - d) - J\).
which after projecting to AdS\(_{d+1}\) would give \(\nabla_{\mu_1} t_{\mu_2 \cdots \mu_n} \). And we can as well write
\[
t_{\mu_1 \cdots \mu_n} \nabla^{\mu_1} \cdots \nabla^{\mu_n} \phi = \frac{1}{n! \left( \frac{d-1}{2} \right)^n} \mathcal{T}(Y, K)(W \cdot \nabla)^n \Phi(Y) ,
\]
\[
t_{\mu_1 \cdots \mu_n} f^{\mu_1 \cdots \mu_n} = \frac{1}{n! \left( \frac{d-1}{2} \right)^n} \mathcal{T}(Y, K) \mathcal{F}(Y, W) .
\]
(2.50)

where \(t\) and \(f\) are symmetric and traceless tensors. Note that for transverse polynomials, we have
\[
\nabla \cdot K = K \cdot \nabla ,
\]
(2.51)

It is useful to notice that for polynomials of the form (2.43) where the tensor is already symmetric, traceless and transverse, the projector reduces to \(K = (\frac{d-1}{2} + n - 1) \partial_W\). Since this will be the case in all our calculations, we will simply use \(\partial_W\) to contract indices.

2.2.1 \textbf{AdS}\(_{d+1}\) propagators

Here we follow [43] and review some results of [51]; propagators in the AdS coordinates can be found in e.g. [52, 53] among many other references. We are interested in describing the propagator of a spin-\(J\) field. In AdS coordinates, this field is a symmetric tensor that, in addition, satisfies the Fierz conditions
\[
\nabla^{\mu_1} h_{\mu_2 \cdots \mu_J} = 0 , \quad h_{\mu_1 \mu_2 \cdots \mu_J} = 0 .
\]
(2.52)

These equations fully determine the AdS propagators, and the explicit answer are nicely casted in the embedding formalism. The bulk-to-boundary propagator of a symmetric traceless field of rank \(J\) can be written in a suggestive form
\[
G^{\Delta J}_{b0}(Y, P; W, Z) = \frac{C_{\Delta, J} \mathcal{H}_{ij}(Z_i, W_j)^J}{\Psi_{ij}^\Delta} ,
\]
(2.53)

where \(C_{\Delta, J}\) is a normalization (which we will ignore), and
\[
\Psi_{ij} \equiv -2 P_i \cdot Y_j , \quad \mathcal{H}_{ij}(Z_i, W_j) \equiv Z_i \cdot W_j + 2 \frac{(W_j \cdot P_i)(Z_i \cdot Y_j)}{\Psi_{ij}} .
\]
(2.54)

The mass squared is related to the conformal weight of the dual operator as \(M^2 = \Delta(\Delta - d) - J\). This is the analogue of the CFT two point function (2.15). It will be also useful to rewrite the bulk-to-boundary propagator as [51]
\[
G^{\Delta J}_{b0}(Y, P; W, Z) = \frac{1}{(\Delta)_J} (\mathcal{D}_P(W, Z))^J G^{\Delta 0}_{b0}(Y, P) ,
\]
(2.55)

where
\[
\mathcal{D}_P(W, Z) = (Z \cdot W) \left( Z \cdot \frac{\partial}{\partial Z} - P \cdot \frac{\partial}{\partial P} \right) + (P \cdot W) \left( Z \cdot \frac{\partial}{\partial P} \right) .
\]
(2.56)

And it will also be convenient to cast the \(n\)-th derivative of \(G^{\Delta J}_{b0}\) in terms of scalar propagators:
\[
(W' \cdot \partial_{Y})^n G^{\Delta J}_{b0}(Y, P; W, Z) = 2^n \Gamma(\Delta + n) \sum_{i=0}^{\Delta+n} \sum_{k=0}^{J} \binom{J}{i} \binom{n-k+1}{k} (W' \cdot P)^i (W \cdot Z)^{J-i} \times (W' \cdot Z)^k (W' \cdot P)^{n-k} (Z \cdot \partial_P)^{i-k} G^{\Delta+n 0}_{b0}(Y, P) .
\]
(2.57)
The bulk-to-bulk propagator of a spin-$J$ fields can be written as\(^4\)

\[
G^\Delta_{ij}(Y_i, Y_j; W_i, W_j) = \sum_{k=0}^{J} (W_i \cdot W_j)^{J-k} (W_i \cdot Y_j W_j \cdot Y_i)^{k} g_k(u),
\]

(2.58)

where \(u = -1 + Y_i / 2 \) and \(Y_{ij} \equiv -2Y_i \cdot Y_j\). The functions \(g_k\) can be written in terms of hypergeometric functions via

\[
g_k(u) = \sum_{i=k}^{J} (-1)^{i+k} \left( \frac{i!}{(i-k)!} \right)^2 h_i^{(k)}(u),
\]

(2.59)

where the recursion relation for \(h_i\) is

\[
h_k = c_k \left( (d-2k+2J-1) \left[(d+J-2)h_{k-1} + (1+u)h_k \right] + (2-k+J)h_{k-2}\right),
\]

(2.60)

where

\[
c_k = -\frac{1 + J - k}{k(d + 2J - k - 2)(\Delta + J - k - 1)(d - \Delta + J - k - 1)},
\]

(2.61)

and

\[
h_0(u) = \frac{\Gamma(\Delta)}{2\pi^h \Gamma(\Delta + 1 - h)} (2u)^{-\Delta} _2F_1 \left( \Delta, \Delta - h + \frac{1}{2}, 2\Delta - 2h + 1, -\frac{2}{u} \right).
\]

(2.62)

### 3 Geodesic Witten diagrams

The idea placed forward in [10] was to consider the following object in AdS\(_{d+1}\):

\[
\mathcal{W}_{\Delta;0}(x_1, x_2, x_3, x_4) = \int_{\gamma_{12}} d\lambda \int_{\gamma_{34}} d\lambda' G^\Delta_{bb}(y(\lambda), x_1) G^\Delta_{bb}(y(\lambda), x_2) G^\Delta_{bb}(y(\lambda'), y'(\lambda')) \times G^\Delta_{bb}(y'(\lambda'), x_3) G^\Delta_{bb}(y'(\lambda'), x_4).
\]

(3.1)

Here \(\gamma_{ij}\) is a geodesic that connects the boundary points \((x_i, x_j)\); \(\lambda\) is an affine parameter for \(\gamma_{12}\) and \(\lambda'\) for \(\gamma_{34}\). This is the simplest version of a geodesic Witten diagram: the expression involves bulk-to-boundary and bulk-to-bulk propagators in AdS projected along geodesics connecting the endpoints, as depicted in figure 1. It was shown explicitly in [10] that \(\mathcal{W}_{\Delta;0}(x_1, x_2, x_3, x_4)\) gives the scalar conformal partial wave \(W_{\Delta;0}(x_1, x_2, x_3, x_4)\) as defined in (2.34), and there is evidence that it works correctly as we consider more general partial waves [10, 11].

Our interest here is to explore cases where the external and internal lines have non-trivial spin. In this section we will give a prescription on how to obtain \(W_{\Delta;0}^{I_{1}I_{2}I_{3}I_{4}}(x_1, x_2, x_3, x_4)\) by using a basis of AdS\(_{d+1}\) differential operators which will act on (3.1). This should be viewed as the gravitational version of the relations in (2.34), where suitable tensor structures are built a by a set derivatives acting on \(x_i\). We stress that we will not use local cubic interactions to capture the conformal partial wave in this section. We postpone to section 4 the interpretation of this construction in terms of cubic interactions in the bulk.

\(^4\)Note that (2.58) is not a homogeneous function of \(Y\). In solving for the bulk-to-bulk operator the constrain \(Y^2 = -1\) is used, which breaks the homogeneity property of the polynomials in embedding space.
Figure 1. Examples of geodesic Witten diagrams in AdS_{d+1}. The dotted line indicates that we are projecting the propagators over a geodesic that connects the endpoints. Straight lines correspond to scalar fields, while wavy lines are symmetric traceless tensors of spin $J$. The first diagram corresponds to the scalar block in (3.1). The middle diagram (with a scalar propagator in the exchange) will be the focus of section 3.1 and the last diagram (with a spin-$J$ field exchanged) is the focus of section 3.2.

\subsection{Construction of bulk differential operators: scalar exchanges}

To start we want to give an AdS analog of the CFT operators that generate tensor structures in spinning conformal partial waves. We recall that there are two classes of operators

$$D_{ijk}, \quad \text{and} \quad H_{ij}. \quad (3.2)$$

The operators $D_{ijk}$, defined in (2.27), are differential operators that basically raise spin at position $j$; these operators we will map to differential operators acting on bulk coordinates. $H_{ij}$, defined in (2.19), raises the spin at position $i$ and $j$; it is not a differential operator, so its action will remain unchanged. $H_{ij}$ does induce a cubic interaction and we will discuss its effect in section 4.

The action of a single operator in (3.2) on a conformal partial wave $W_{\Delta j}^A(P_i)$ will affect either the pair $(P_1, P_2)$ or $(P_3, P_4)$, but not all points simultaneously. So let’s consider the components in the integral (3.1) that only depends on $\gamma_{12}$ which connects $(P_1, P_2)$:

$$\int_{\gamma_{12}} d\lambda G_{\Delta j}^0(Y_\lambda, P_1)G_{\Delta j}^0(Y_\lambda, P_2)G_{\Delta }^0(Y_\lambda, Y'), \quad (3.3)$$

where we casted the propagators in embedding space.\footnote{We recall our notation: $Y^A$ denotes AdS points and $W^A$ are the auxiliary vectors that soak up bulk spin. The analogous CFT quantities are $P^A$ and $Z^A$, respectively.} Figure 2 depicts diagrammatically the content in (3.3), and we note that $Y'$ is not necessarily projected over $\gamma_{34}$. Here $G_{\Delta j}^0(Y, P_1) \equiv G_{\Delta j}^0(Y, P_1; 0, 0)$ given in (2.53); in general we will omit dependence on variables that are not crucial for the equation in hand.

Using Poincare coordinates, a geodesic that connects $x_i$ with $x_j$ is

$$\gamma_{ij} : \quad y^\nu(\lambda) = (r(\lambda), x^a(\lambda)) = \left( \frac{(x_j^a)^2}{2 \cosh(\lambda)}, \frac{x_i^a + x_j^a}{2} + \frac{(x_{ij})^a}{2} \tanh(\lambda) \right), \quad x_{ij} \equiv x_i - x_j, \quad (3.4)$$

$$\gamma_{ij} : \quad y^\nu(\lambda) = (r(\lambda), x^a(\lambda)) = \left( \frac{(x_j^a)^2}{2 \cosh(\lambda)}, \frac{x_i^a + x_j^a}{2} + \frac{(x_{ij})^a}{2} \tanh(\lambda) \right), \quad x_{ij} \equiv x_i - x_j, \quad (3.4)$$
and passing this information to the embedding formalism, we have

$$\gamma_{ij} : \quad Y^A = e^{-\lambda P^A_i + \lambda P^A_j} \sqrt{P_{ij}}, \quad P_{ij} = -2P_i \cdot P_j,$$

(3.5)

where we used (2.3) and (2.41). Evaluating (3.3) along $\gamma_{12}$ gives

$$\frac{1}{(P_{12})^{(\Delta_1 + \Delta_2)/2}} \int_{-\infty}^{\infty} d\lambda e^{-\Delta_{12}\lambda} G^{\Delta_{12}}_{bb}(Y_\lambda, Y'), \quad \Delta_{12} = \Delta_1 - \Delta_2.$$

(3.6)

To increase the spin at $P_1$ and/or $P_2$ we would act on (3.6) with a combination of the differential operators in (2.27). By inspection of the integral in (3.6), $D_{ijk}$ has only a non-trivial action over the bulk-to-bulk propagators: $G_{bb}$ plays no role in building the OPE structures. Another way of stating this is to note that

$$D_{kij} G^{\Delta_{12}}_{bb}(Y_\lambda, P_n) = 0, \quad n = 1, 2.$$

(3.7)

Hence, the task ahead is to build a bulk differential operator that acts on the third leg of the diagram: $G^{\Delta_{12}}_{bb}(Y_\lambda, Y')$.

Let’s consider then a general function $G(Y_\lambda, Y')$ that doesn’t depend explicitly on $P_i$ (only through the geodesics in $Y_\lambda$), and further more with no $W$ dependence. We want to find differential operators $D$ such that

$$D_{kij} G(Y_\lambda, Y') = D_{kij} G(Y_\lambda, Y'),$$

(3.8)

where $D_{kij}$ has derivatives with respect to $Y'$ only. This equality implies that $D$ has to satisfy the same basic properties those in $D$, listed in section 2.1.1. The set of differential operators that satisfy our requirements is

$$D_{1ij} = Z_i \cdot Y' P_i \cdot \partial_{Y'}, + \frac{1}{2} \Psi_{iY'} Z_i \cdot \partial_{Y'},$$

$$D_{2ij} = H_{ij}(Z_i, Y') P_j \cdot \partial_{Y'} + \frac{1}{2} \Psi_{jY'} H_{ij}(Z_i, \partial_{Y'}).$$

(3.9)
where $\Psi_{ij}$ is given in (2.54) and $H_{ij}(Z_i, Z_j)$ is defined in (2.19). The key property to constrain (3.9) is to demand transversality of the operators (i.e. that it commutes with $P_i \cdot \partial Z_i$), and the rest follows from demanding (3.8). Note that these operators do not scale under $Y' \to \alpha Y'$, which leaves the homogeneity properties of the third field intact. $D_{1ij}$ is increasing the spin by one and decreasing the dimension by one at position $i$, while $D_{2ij}$ increases the spin at position $i$ by one and decreases the dimension by one at position $j$. The extra subscript $(1,2)$ in (3.9) is to keep the notation in the same line as in (2.27).

To verify that $D$ has exactly the same effect as $D$, it is instructive to go through some identities. One can show the following relation by direct calculation

$$[D_{kij}, D_{k'j'}] f(Y') = [D_{kij}, D_{k'j'}] f(Y') .$$

(3.10)

Let’s call $D_1, D_2$ two generic operators of the form $D_{kij}$, then

$$D_1 D_2(Y \cdot Y') = (D_1 Y_\lambda) \cdot (D_2 Y') + Y_\lambda \cdot (D_1 D_2 Y')$$

$$= Y_\lambda \cdot (D_2 D_1 Y') + Y_\lambda \cdot [(D_1, D_2)] Y'$$

$$= Y_\lambda \cdot (D_1 D_2 Y') = D_1 D_2(Y \cdot Y')$$

(3.11)

where in the third line we used (3.10). Then for the product of an arbitrary number of operators,

$$D_1 D_2 \cdots D_n Y_\lambda \cdot Y' = Y_\lambda \cdot (D_2 \cdots D_n D_1 Y') + Y_\lambda \cdot (D_1 D_2 \cdots D_n Y')$$

$$= Y_\lambda \cdot (D_1 D_2 \cdots D_n Y') = D_1 D_2 \cdots D_n Y_\lambda \cdot Y'$$

(3.12)

where in the first line we used the induction hypothesis for $n-1$ operators and in the second line we pushed $D_1$ through and used (3.10) to put everything in terms of $D$. The conclusion is that boundary derivatives on geodesic integrals can be replaced by bulk derivatives:

$$H_{12}^{n_12} (D_{2,12}^{n_2} D_{3,12}^{m_2} D_{4,12}^{m_2} - D_{2,12}^{n_1} D_{3,12}^{m_1} D_{4,12}^{m_1} D_{1,12}^{m_1})$$

$$\times \int_{\gamma_{12}} d\lambda G_{b\bar{b}}^{Y_\lambda} (P_1) G_{b\bar{b}}^{\Delta_{12} Y'_\lambda} (P_2) G_{b\bar{b}}^{\Delta_{12} Y'_\lambda} (Y, Y') = 0 .$$

(3.13)

We just found that the dual of $D$ are derivatives with respect to $Y'$. However, the generic form of this differential operators is $D(Y') = Y'^A Z_i S_{ABC} \partial_Y^C$, where $S$ is antisymmetric under $A \leftrightarrow C$ due to (3.9). Hence

$$Y'^A Z_i S_{ABC} \partial_Y^C Y_\lambda \cdot Y' = -Y'^A Z_i S_{ABC} \partial_Y^C Y' \cdot Y_\lambda \Rightarrow D_{kij}(Y') Y_\lambda \cdot Y' = -D_{kij}(Y_\lambda) Y_\lambda \cdot Y' .$$

(3.14)

Using (3.14) it is easy to show that for more derivatives,

$$D_{k_1 i_1 j_1} (Y') \cdots D_{k_n i_n j_n} (Y') Y_\lambda \cdot Y' = (-1)^n D_{k_1 i_1 j_1} (Y_\lambda) Y_\lambda \cdot Y' .$$

(3.15)

This of course also holds when the derivatives act on $G(Y_\lambda \cdot Y')$. It is interesting to note that the action of $D(Y_\lambda)$ on bulk-to-boundary operators is trivial, i.e.

$$D_{kij}(Y_\lambda) G_{b\bar{b}}^{\Delta_{12} Y_\lambda} (Y_\lambda, P_{1,2}) = 0 .$$

(3.16)
However, 
\[ \mathcal{D}_{k'_i'j'} \cdots \mathcal{D}_{k'_ij}(Y_{\lambda})G_{bb}^{\Delta|0}(Y_{\lambda}, P_{1,2}) \neq 0, \]
because (3.16) relies on properties of the geodesic \( \gamma_{12} \), and in (3.17) the operation of taking derivatives with respect to \( Y \) does not commute with projecting on \( \gamma_{12} \). Hence, as we generate tensorial structures using \( \mathcal{D}(Y_{\lambda}) \), it only acts on \( G_{bb} \), i.e.
\[ (-1)^N \int_{\gamma_{12}} d\lambda G_{bb}^{\Delta|0}(Y_{\lambda}, P_1)G_{bb}^{\Delta|0}(Y_{\lambda}, P_2)D_{1,21}^{m_2}D_{1,12}^{m_1}D_{2,21}^{m_2}D_{2,12}^{m_1}G_{bb}^{\Delta|0}(Y_{\lambda}, Y'), \]
where \( N \equiv m_1 + m_2 + n_1 + n_2 \).

From here we see how to cast conformal partial waves where the exchanged field is a scalar field (dual to a scalar primary \( \mathcal{O} \) of conformal dimension \( \Delta \)): the version of (2.34) in gravitational language is
\[ W_{\Delta|0}^{l, l_1, l_2, l_3}(P_i; Z_i) = W_{\Delta|0}[\mathcal{D}_{\text{left}}(Y_{\lambda}), \mathcal{D}_{\text{right}}(Y'_{\lambda})], \]
where
\[ W_{\Delta|0}[\mathcal{D}_{\text{left}}(Y_{\lambda}), \mathcal{D}_{\text{right}}(Y'_{\lambda})] \equiv \int_{\gamma_{12}} \int_{\gamma_{34}} G_{bb}^{\Delta|0}(Y_{\lambda}, P_1)G_{bb}^{\Delta|0}(Y_{\lambda}, P_2) \]
\[ \times \left[ \mathcal{D}_{\text{left}}(Y_{\lambda})\mathcal{D}_{\text{right}}(Y'_{\lambda})G_{bb}^{\Delta|0}(Y_{\lambda}, Y'_{\lambda}) \right] G_{bb}^{\Delta|0}(P_3, Y'_{\lambda})G_{bb}^{\Delta|0}(P_4, Y'_{\lambda}). \]

To close this discussion, we record another convenient way to re-write (3.9):
\[ \mathcal{D}_{1,ij}(Y_{\lambda}) = \frac{\Psi_{ij\lambda}}{2} \mathcal{H}_{ij\lambda}(Z_i, \partial Y_{\lambda}), \]
\[ \mathcal{D}_{2,ij}(Y_{\lambda}) = \frac{\Psi_{ij\lambda}}{2} [\mathcal{H}_{ij\lambda}(Z_i, \partial Y_{\lambda}) + 2\mathcal{V}_{\partial i,j\lambda}(Z_i)\mathcal{V}_{b,ij\lambda}(\partial Y_{\lambda})], \]
where \( \mathcal{H}_{ij} \) is given in (2.54), and we defined
\[ \mathcal{V}_{\partial i,jm}(Z_i) = \frac{\Psi_{im}Z_i \cdot P_j - P_{ij}Z_i \cdot Y_m}{\sqrt{\Psi_{im}\Psi_{jm}P_{ij}}}, \]
\[ \mathcal{V}_{b,ijm}(W_m) = \frac{\Psi_{jm}W_m \cdot P_j - \Psi_{im}W_m \cdot P_j}{\sqrt{\Psi_{im}\Psi_{jm}P_{ij}}}, \]
which can be viewed as the analogous CFT in (2.19).

### 3.2 Construction of bulk differential operators: spin exchanges

We now generalize the discussion to include spin fields in the exchange diagram. The prescription given in [10] for spinning exchanged operators is that the bulk-to-bulk propagator for the spin \( J \) field is contracted with the velocities of \( Y_{\lambda} \) and \( Y'_{\lambda} \), i.e.
\[ G_{bb}^{\Delta|J}(Y_{\lambda}, Y'_{\lambda}) \equiv G_{bb}^{\Delta|J} \left( Y_{\lambda}, Y'_{\lambda}; \frac{dY_{\lambda}}{d\lambda}, \frac{dY'_{\lambda}}{d\lambda} \right). \]
This corresponds to the pullback of the propagator (2.58) along both geodesics in the diagram. Hence, a geodesic diagram that evaluates the conformal partial wave with a spin exchange is

\[ W_{\Delta|J}(P_1, P_2, P_3, P_4) = \int_{\gamma_{12}} \int_{\gamma_{34}} G^{\Delta|0}_{b0}(Y_\lambda, P_1) G^{\Delta|0}_{b0}(Y_\lambda', P_2) G^{\Delta|J}_{bb}(Y_\lambda, Y_\lambda') G^{\Delta|0}_{b0}(Y_\lambda', P_3) G^{\Delta|0}_{b0}(Y_\lambda', P_4). \] (3.25)

In manipulating (3.24) to increase the spin of the external legs, we need to treat the contractions with \( \frac{d\lambda}{d\alpha} \) with some care. First, it is important to note that \( D_{kij} \) commutes with \( \frac{d\lambda}{d\alpha} \), and hence its action on \( G^{\Delta|J}_{bb}(Y_\lambda, Y_\lambda') \) in (3.25) is straightforward. However, we need to establish how \( D_{kij} \) acts (3.24), and this requires understanding how to cast \( \frac{d\lambda}{d\alpha} \) as a covariant operation. It is easy to check by direct computation that this can be done in two ways:

\[ \frac{d\lambda}{d\alpha} = 2P_{12}^{-1}\Psi_{2\lambda}P_1 \cdot \nabla Y_\lambda = 2P_{12}^{-1}\Psi_{1\lambda}P_2 \cdot \nabla Y_\lambda. \] (3.26)

But the commutator of \( D_{kij} \) with \( \frac{d\lambda}{d\alpha} \) will depend on which equality we use. For example

\[ D_{112}\frac{dY_\lambda}{d\alpha} = -D_{112}(Y_\lambda)(-2P_{12}^{-1}\Psi_{2\lambda}P_1 \cdot \nabla Y_\lambda)Y_\lambda, \] (3.27)

\[ D_{221}\frac{dY_\lambda}{d\alpha} = -D_{221}(Y_\lambda)(-2P_{12}^{-1}\Psi_{2\lambda}P_1 \cdot \nabla Y_\lambda)Y_\lambda, \] (3.28)

which is the expected result by (3.12) and (3.15). Unfortunately, the two other \( D \)'s have the wrong sign relative to (3.12) and (3.15):

\[ D_{121}\frac{dY_\lambda}{d\alpha} = D_{121}(Y_\lambda)(-2P_{12}^{-1}\Psi_{2\lambda}P_1 \cdot \nabla Y_\lambda)Y_\lambda, \] (3.29)

\[ D_{212}\frac{dY_\lambda}{d\alpha} = D_{212}(Y_\lambda)(-2P_{12}^{-1}\Psi_{2\lambda}P_1 \cdot \nabla Y_\lambda)Y_\lambda. \] (3.30)

Using the other implementation of \( \frac{d\lambda}{d\alpha} \) alternates the signs. In order to avoid this implementation problem, we formally define

\[ \left[ D_{kij}(Y_\lambda), \frac{d\lambda}{d\alpha} \right] \equiv 0. \] (3.31)

This implies that as we encounter quantities that contain explicit derivatives of \( \lambda \) we will manipulate them by first acting with \( D_{kij}(Y_\lambda) \) and then taking the derivative with respect to \( \lambda \). For instance,

\[ D_{kij}\frac{dY_\lambda}{d\alpha} \cdot \frac{dY_\lambda'}{d\alpha'} = \frac{d}{d\alpha} \frac{d}{d\alpha'} D_{kij}Y_\lambda \cdot Y_\lambda'. \] (3.32)

Given this implementation of the differential operators, the partial wave in gravitational language (3.19) generalizes to spinning exchanges by using (3.24) and (3.31). This shows that for each partial wave \( W_{\Delta|J}^{l_1,l_2,l_3,l_4}(P_i; Z_i) \) in the boundary CFT there is a counterpart geodesic integral in AdS \( W_{\Delta|J}^{l_1,l_2,l_3,l_4}(P_i; Z_i) \) that reproduces the same quantity.
Figure 3. Examples of geodesic Witten diagrams in AdS$_{d+1}$ that capture three point functions. Straight lines correspond to scalar propagators, while wavy lines denote symmetric traceless spin-$J$ fields; $P_i$ is the boundary position in embedding formalism. The dotted line denotes the geodesic over which we integrate. Note that the second and third diagram only differ by the choice of geodesic.

4 Identification of gravitational interactions via geodesic diagrams

We have given in the previous section a systematic procedure to build the appropriate tensor structures $V_{i,j,k}$ and $H_{i,j}$ appearing in conformal partial waves by using directly bulk differential operators $D_{i,j,k}(Y)$. Using this method, we would like to identify the gravitational interactions that the operators $D_{i,j,k}(Y)$ are capturing.

The identification of tensor structures with gravitational interactions has been successfully carried out in [33]: all possible cubic vertices in AdS$_{d+1}$ where mapped to the tensor structures of a CFT$_d$ via Witten diagrams for three point functions. Here we would like to revisit this identification using instead as a building block diagrams in AdS that are projected over geodesic integrals rather than volume integrals; and as we will show below, the geodesic diagrams do suffer from some non-trivial cancellations for certain derivative interactions.

For the discussion in this section it is sufficient to consider the following object

$$
\int d\lambda \ G_{\Delta i}^{j1 |1} (y(\lambda), x_1) G_{\Delta j}^{k2 |1} (y(\lambda), x_2) G_{\Delta k}^{i3 |1} (y(\lambda), x_3).
$$

Here $\gamma_{ij}$ is a geodesic that connects a pair of endpoints $(x_i, x_j)$. Rather interestingly, it was noted in [11] that this integral actually reproduces the CFT three point function for scalar primaries; this equivalence is regardless the choice of endpoints, with different choices just giving different numerical factors.\footnote{The results in [54, 55] as well suggested that (4.1) reproduces correlation functions of three scalar primaries.} The type of diagrams we will be considering are depicted in figure 3, where the dotted line represents which geodesic we will integrate over. We will first attempt to rebuild interactions using these geodesic integrals, and at the end of this section we will contrast with the results in [33].
4.1 Sampling three point functions via geodesics diagrams

In this subsection we will go through some explicit computations of three point functions using the method developed in section 3.1. Our goal is not to check that our bulk results match with the CFT values (which they do); our goal is to illustrate how these operators $D_{i,j,k}(Y_\lambda)$, and hence $(V_{i,j,k}, H_{ij})$, map up to local AdS interactions.

Our seed to all further computation is the three point function of three scalar primaries. In terms of geodesic integrals, we can write the scalar three-point function in the boundary as

$$T(\Delta_1, \Delta_2, \Delta_3) = c_{\Delta_1, \Delta_2, \Delta_3} \int_{\gamma_{12}} d\lambda G_{b_0}^{\Delta_1,0}(Y_\lambda, P_1) G_{b_0}^{\Delta_2,0}(Y_\lambda, P_2) G_{b_0}^{\Delta_3,0}(Y_\lambda, P_3)$$

$$= \frac{1}{(P_{12})(\Delta_1+\Delta_2-\Delta_3)/2(P_{23})(\Delta_2+\Delta_3-\Delta_1)/2(P_{13})(\Delta_1+\Delta_3-\Delta_2)/2}, \quad (4.2)$$

where

$$c_{\Delta_1, \Delta_2, \Delta_3} = \frac{2\Gamma(\Delta_3)}{\Gamma\left(\frac{-\Delta_1+\Delta_2+\Delta_3}{2}\right) \Gamma\left(\frac{\Delta_1-\Delta_2+\Delta_3}{2}\right)}. \quad (4.3)$$

Here we are ignoring the normalization of $G_{b_0}$ in (2.53) and the gamma functions in $c_{\Delta_1, \Delta_2, \Delta_3}$ result from the integration over the geodesic $\gamma_{12}$. $G_{\Delta_1, \Delta_2, \Delta_3}|_{0,0,0} = T(\Delta_1, \Delta_2, \Delta_3)$ is the CFT $d$ three point function in (2.30) casted as a geodesic integral in $\text{AdS}_{d+1}$.

4.1.1 Example: vector-scalar-scalar

To start, we consider the three point function of one vector and two scalar operators as built from scalar operators. Following the CFT discussion in section 2.1.1, in this case there is only one tensor structure which can be written in two ways:

$$G_{\Delta_1, \Delta_2, \Delta_3}|_{1,0,0} = V_{1,23}T(\Delta_1, \Delta_2, \Delta_3)$$

$$= \frac{2D_{12}}{-1-\Delta_1+\Delta_2+\Delta_3} T(\Delta_1+1, \Delta_2, \Delta_3)$$

$$= \frac{2D_{21}}{-1+\Delta_1-\Delta_2+\Delta_3} T(\Delta_1, \Delta_2+1, \Delta_3). \quad (4.4)$$

We would like to extract which local bulk interaction can capture the left hand side of (4.4). Let’s choose the first equality for concreteness. Using (3.18), the bulk calculation is

$$\frac{2c_{\Delta_1+1, \Delta_2, \Delta_3}}{1+\Delta_1-\Delta_2-\Delta_3} \int_{\gamma_{12}} d\lambda G_{b_0}^{\Delta_1+1,0}(Y_\lambda, P_1) G_{b_0}^{\Delta_2,0}(Y_\lambda, P_2) D_{1,12}(Y_\lambda) G_{b_0}^{\Delta_3,0}(Y_\lambda, P_3) \quad (4.5)$$

$$= \frac{c_{\Delta_1+1, \Delta_2, \Delta_3}}{1+\Delta_1-\Delta_2-\Delta_3} \int_{\gamma_{12}} d\lambda G_{b_0}^{\Delta_1+1,0}(Y_\lambda, P_1) G_{b_0}^{\Delta_2,0}(Y_\lambda, P_2) \Psi_{1,3} H_{11}(Z_1, \partial_\lambda) G_{b_0}^{\Delta_3,0}(Y_\lambda, P_3)$$

$$= \frac{c_{\Delta_1+1, \Delta_2, \Delta_3}}{1+\Delta_1-\Delta_2-\Delta_3} \int_{\gamma_{12}} d\lambda G_{b_0}^{\Delta_1+1,0}(Y_\lambda, P_1; \partial W, Z_1) G_{b_0}^{\Delta_2,0}(Y_\lambda, P_2) (W \cdot \partial_\lambda) G_{b_0}^{\Delta_3,0}(Y_\lambda, P_3).$$

The contraction appearing inside the integral can be attributed to the following local AdS interaction

$$A_1^\mu \phi_2 \partial_\mu \phi_3,$$
where $\phi_i$ is a bulk scalar of mass $M_i^2 = \Delta_i (\Delta_i - d)$ and the massive vector $A_{1\mu}$ has $M_1^2 = \Delta_1 (\Delta_1 - d) - 1$. It is interesting to note that from this computation alone we could not infer that there is another potential interaction: $A_1^\mu \partial_\mu \phi_2$. This particular interaction is absent because $A_1^\mu \partial_\mu \phi_2$ vanishes when evaluated over the geodesic $\gamma_{12}$ due to (3.16). However, it would have been the natural interaction if we instead perform the integral over $\gamma_{13}$ in (4.5). Hence a natural identification of the tensor structure in (4.4) with gravitational interactions is

$$V_{1,23}: \quad A_1^\mu \phi_2 \partial_\mu \phi_3 \quad \text{and} \quad A_1^\mu \phi_3 \partial_\mu \phi_2 \, .$$

If we used gauge invariance we could constraint this combination to insist that $A_1$ couples to a conserved current (for us, however, the vector $A_1$ is massive). From the perspective of the usual Witten diagrams, which involve bulk integrals, these two interactions are indistinguishable up to normalizations, since they can be related after integrating by parts. In a geodesic diagram one has to take both into account; in our opinion, it is natural to expect that all pairings of endpoints $P_i$ have to reproduce the same tensor structure.

### 4.1.2 Example: vector-vector-scalar

Moving on to the next level of complexity, we now consider the geodesic integral that would reproduce the three point function of two spin-1 fields and one scalar field. There are two tensor structures involved in this correlator, and similar to the previous case, there are several combinations of derivatives that capture these structures. Choosing the combination in (2.33), we have in CFT notation that one tensor structure is

$$V_{1,23} V_{2,13} T(\Delta_1, \Delta_2, \Delta_3) = -\frac{4D_{12} D_{21} T(\Delta_1 + 1, \Delta_2 + 1, \Delta_3)}{(\Delta_1 - \Delta_2)^2 - \Delta_3^2} + \frac{H_{12} T(\Delta_1, \Delta_2, \Delta_3)}{-\Delta_1 + \Delta_2 + \Delta_3} \, ,$$

(4.8)

whereas the other tensor structure is simply

$$H_{12} T(\Delta_1, \Delta_2, \Delta_3) \, .$$

(4.9)

$G_{\Delta_1, \Delta_2, \Delta_3}|1,1,0$ is the linear superposition of (4.8) and (4.9).

As it was already hinted by our previous example, the identification of the interaction will depend on the geodesic we choose to integrate over. To start, let us consider casting $T(\Delta_1, \Delta_2, \Delta_3)$ exactly as in (4.2): the geodesic is $\gamma_{12}$ which connects at the positions with non-trivial spin (first diagram in figure 4). For this choice of geodesic, the second tensor structure is straightforward to cast as a bulk interaction integrated over the geodesic. From the definitions (2.19) and (2.54), one can show that

$$H_{12} = H_{1\lambda}(Z_1, \partial_W) H_{2\lambda}(Z_2, W) \, ,$$

(4.10)

where the right hand side is evaluated over the geodesic $\gamma_{12}$. Replacing this identity in (4.9), we find

$$H_{12} T(\Delta_1, \Delta_2, \Delta_3) = c_{\Delta_1, \Delta_2, \Delta_3} \int_{\gamma_{12}} G_{b0}^{\Delta_1|1}(Y_0, P_1; \partial W, Z_1) G_{b0}^{\Delta_2|1}(Y_0, P_2; W, Z_2) G_{b0}^{\Delta_3|0}(Y_0, P_3) \, .$$

(4.11)
Figure 4. The diagrams here differ by the choice of geodesic. Depending on this choice, a given interaction will give rise to a different tensor structure.

This contact term is simply in physical space the interaction

$$H_{12} : A_1^{\mu} A_2^\nu \phi_3 .$$

This contraction will be generic every time our tensorial structure involves $H_{12}$. In general we will have the following relation

$$(H_{12})^n = (H_{1\lambda}(Z_1, \partial_W)H_{2\lambda}(Z_2, W)) \cdot h_{1\mu_1...\mu_n} h_{2}^{\mu_1...\mu_n} \phi_3 ,$$

where $(H_{12})^n$ generates one of the tensor structure for a tensor-tensor-scalar three point function, and the natural bulk interaction is the contraction of symmetric traceless tensors coupled minimally with a scalar.

For the other tensor structure, a bit more work is required. Let’s first manipulate the first term in (4.8); using (3.15) we can write

$$D_{12} D_{121} G_{b\delta}^{\Delta_1} (Y_\lambda, P_3) = D_1 (Y_\lambda) D_{121} (Y_\lambda) G_{b\delta}^{\Delta_1} (Y_\lambda, P_3)$$

$$= \frac{1}{8} \Psi_{1\lambda} \Psi_{2\lambda} H_{1\lambda}(Z_1, \partial_W) H_{2\lambda}(Z_2, \partial_W) (W \cdot \partial_\lambda)^2 G_{b\delta}^{\Delta_1} (Y_\lambda, P_3)$$

$$+ \frac{1}{2} H_{12} \Psi_{2\lambda} P_1 \cdot \partial_\lambda G_{b\delta}^{\Delta_1} (Y_\lambda, P_3) .$$

(4.14)

Applying this expression to (4.8) gives

$$- \frac{4D_{12} D_{121}}{(\Delta_1 - \Delta_2)^2 - \Delta_3^2} T(\Delta_1 + 1, \Delta_2 + 1, \Delta_3)$$

$$= - \frac{4c_{\Delta_1+1, \Delta_2+1, \Delta_3}}{(\Delta_1 - \Delta_2)^2 - \Delta_3^2} \int_{\gamma_{12}} G_{b\delta}^{\Delta_1+1} G_{b\delta}^{\Delta_2+1} D_{121} D_{1,12} G_{b\delta}^{\Delta_3}$$

$$= - \frac{1}{2} \int_{\gamma_{12}} G_{b\delta}^{\Delta_1+1} (\partial_W) G_{b\delta}^{\Delta_2+1} (\partial_W) (W \cdot \partial_\lambda)^2 G_{b\delta}^{\Delta_3}$$

$$- \frac{1}{-\Delta_1 + \Delta_2 + \Delta_3} H_{12} T(\Delta_1, \Delta_2, \Delta_3) .$$

(4.15)

---

The fastest way to reproduce (4.15) from (4.14) is by using the explicit form of $G_{b\delta}^{\Delta_3} (Y_\lambda, P_3)$. An alternative route, which is more general, is to use (3.26): from here we can integrate by parts and rearrange the terms appropriately. This second route allows us to use (4.16) when at the third leg of the vertex we have bulk-to-bulk propagators rather than bulk-to-boundary.
Replacing (4.15) in (4.8) results in

\[ V_{1,23}V_{2,13} T(\Delta_1, \Delta_2, \Delta_3) = - \frac{c_{\Delta_1+1\Delta_2+1\Delta_3}}{2((\Delta_1-\Delta_2)^2 - \Delta_3^2)} \int_{\gamma_{12}} G_{\delta^0}^{\Delta_1|1}(\partial_W) G_{\delta_0}^{\Delta_2|1}(\partial_W) (W \cdot \partial_Y)^2 G_{\delta_0}^{\Delta_3|0}. \]  

(4.16)

From here we see that another natural relation arises between the OPE structures and interactions:

\[ V_{1,23}V_{2,13} : \quad A_i^\mu A_j^\nu \partial_{(\mu} \partial_{\nu)} \phi_3 \sim A_i^\mu A_j^\nu (\nabla_{(\mu} \nabla_{\nu)} + \Delta_3 g_{\mu\nu}) \phi_3. \]  

(4.17)

where the sign \( \sim \) here means that the relation is schematic: to rewrite interactions with partial derivatives as covariant derivatives, we are using homogeneity properties of fields in the embedding formalism in (4.16). In what follows we will keep most of our expressions in terms of partial derivatives.

Now let’s consider building \( G_{\Delta_1,\Delta_2,\Delta_3|1,1,0} \) starting from a geodesic diagram where we integrate over \( \gamma_{13} \) instead of \( \gamma_{12} \) (second diagram in figure 4). The diagram with \( \gamma_{12} \) already suggested as candidate interactions (4.12) and (4.17). If we integrate those interactions over \( \gamma_{13} \) we find

\[ \int_{\gamma_{13}} A_i^\mu A_j^\nu \partial_{(\mu} \partial_{\nu)} \phi_3 = 0, \]  

(4.18)

and \( A_i^\mu A_2^\mu \phi_3 \) gives a linear combination of \( V_{1,23}V_{2,13} \) and \( H_{12} \). The identifications we made in (4.12) and (4.17) are obviously sensitive to the geodesic we select (there is a non-trivial kernel), and this is somewhat unsatisfactory. We can partially overcome this pathology by considering a wider set of interactions. By inspection we find that the tensor structure \( V_{1,23}V_{2,13} \) is simultaneously captured by \( \gamma_{13} \) and \( \gamma_{12} \) by the interactions

\[ V_{1,23}V_{2,13} : \quad \alpha_1 A_i^\mu A_j^\nu \partial_e \partial_\mu \phi_3 - \beta_1 ((\Delta_1 + \Delta_2) \phi_3 \partial_e A_i^\mu \partial_\mu A_j^\nu - (1 + \Delta_1 \Delta_2) \phi_3 \partial_e A_i^\mu \partial_\mu A_j^\nu). \]  

(4.19)

The choice of geodesic affects the overall normalization, controlled by the choice of constants \( \alpha_1 \) and \( \beta_1 \). The terms multiplying \( \beta_1 \) when projected over \( \gamma_{12} \), are proportional to the tensor structure \( H_{12} \) and their coefficients are chosen such that they cancel each other. The interaction multiplying \( \alpha_1 \) is identically zero when integrated over \( \gamma_{13} \). To capture \( H_{12} \) along both \( \gamma_{13} \) and \( \gamma_{12} \) we just need

\[ H_{12} : \quad \phi_3 F_{1\mu\nu} F_{2\mu\nu}. \]  

(4.20)

Here it is important to note we are not using \( A_i^\mu A_2^\mu \phi_3 \) as we did in (4.12), and we still find the correct result when using \( \gamma_{12} \). This is because there are many ways we can cast \( H_{12} \) as bulk quantities along \( \gamma_{12} \): the relation (4.10) is not unique. For instance, one can check that

\[ G_{b^0}^{\Delta_1|1}(Y, \lambda, P_1; \partial_W, Z_1) G_{b^0}^{\Delta_2|1}(Y, \lambda, P_2; W, Z_2) \]

\[ = - \frac{1}{2(\Delta_1 + \Delta_2)^2} (\partial_W \cdot \partial_Y) (\partial_W \cdot \partial_Y) G_{b^0}^{\Delta_1|1}(Y, \lambda, P_1; \partial_W, Z_1) G_{b^0}^{\Delta_2|1}(Y, \lambda, P_2; W, Z_2). \]

(4.21)

\[ = - \frac{1}{2(1 + \Delta_1 \Delta_2)} (\partial_Y \cdot \partial_Y) G_{b^0}^{\Delta_1|1}(Y, \lambda, P_1; \partial_W, Z_1) G_{b^0}^{\Delta_2|1}(Y, \lambda, P_2; W, Z_2). \]

\[ \text{We are being schematic and brief in (4.18): it is implicit that we are using bulk-to-boundary propagators.} \]
This type of relations are due to the projections over the geodesic, and they generate quite a bit of ambiguity as one tries to re-cast a given geodesic diagram as arising from a cubic interaction. Establishing relations such as (4.19) and (4.20) are not fundamental, and their ambiguity is not merely due to integrating by parts or using equations of motion. In appendix C we provide some further examples on how to rewrite certain tensor structures as interactions, but we have not taken into account ambiguities such as those in (4.21). Generalizing (4.19) and (4.20) for higher spin fields is somewhat cumbersome (but not impossible). We comment in the discussion what are the computational obstructions we encounter to carry this out explicit.

4.2 Basis of cubic interactions via Witten diagrams

In the above we made use of our bulk differential operators to identify which interactions capture the suitable tensor structures that label the various correlation functions in the bulk. It is time now to compare with the results in [33].

The most general cubic vertex among the symmetric-traceless fields of spin $J_i$ and mass $M_i$ ($i = 1, 2, 3$) is a linear combination of interactions [36–39]

$$V_3 = \sum_{n_i=0}^{J_i} g(n_i) I_{J_1,J_2,J_3}^{n_1,n_2,n_3}(Y_1)\,\,Y_1=Y_3,$$

where $g(n_i)$ are arbitrary coupling constants, and

$$I_{J_1,J_2,J_3}^{n_1,n_2,n_3}(Y_1) = \mathcal{Y}_1^{J_1-n_2-n_3} \mathcal{Y}_2^{J_2-n_3-n_1} \mathcal{Y}_3^{J_3-n_1-n_2} \times \mathcal{H}_1^{n_1} \mathcal{H}_2^{n_2} \mathcal{H}_3^{n_3} T_{J_1}(Y_1,W_1)T_{J_2}(Y_2,W_2)T_{J_3}(Y_3,W_3).$$

Here $T_{J_i}(Y_i,W_i)$ are polynomials in the embedding formalism that contain the components of the symmetric traceless tensor field in AdS. This cubic interaction is built out of six basic contractions which are defined as\(^{10}\)

$$\mathcal{Y}_1 = \partial W_1 \cdot \partial Y_2, \quad \mathcal{Y}_2 = \partial W_2 \cdot \partial Y_3, \quad \mathcal{Y}_3 = \partial W_3 \cdot \partial Y_1,$$

$$\mathcal{H}_1 = \partial W_2 \cdot \partial W_3, \quad \mathcal{H}_2 = \partial W_1 \cdot \partial W_3, \quad \mathcal{H}_3 = \partial W_1 \cdot \partial W_2.$$  

(4.24)

For more details on the construction of this vertex we refer to [37]. What is important to highlight here are the following two features. First, $V_3$ is the most general interaction modulo field re-parametrization and total derivatives. Second, the number of terms in (4.22) is exactly the same as the number of independent structures in a CFT three point function (2.21).

The precise map between these interactions and tensor structures is in appendix A of [33] (which is too lengthy to reproduce here). The first few terms give the following

\(^{10}\)As mentioned before all derivatives here are partial, but by using the homogeneity of $T_{J_i}(Y_i,W_i)$ one can relate them to covariant derivatives.
map:

\[ I^0_{1,0,0} = A_1^\mu (\partial_\mu \phi_2) \phi_3 \rightarrow_{bulk} V_{1,23} \]
\[ I^1_{1,1,0} = A_1^\mu A_2^\nu \phi_3 \rightarrow_{bulk} (\Delta_1 - \Delta_2)^2 - \Delta_3^2) V_{1,23} V_{2,13} \]
\[ - (-2 \Delta_1 \Delta_2 + \Delta_1 + \Delta_2 - \Delta_3) H_{12} \]
\[ I^0_{1,1,0} = A_1^\mu (\partial_\mu A_2^\nu) \partial_\nu \phi_3 \rightarrow_{bulk} (\Delta_1 + \Delta_2 - \Delta_3 - 2) V_{1,23} V_{2,13} + H_{12} \]

(4.25)

In a nutshell this map is done by evaluating suitable Witten diagrams that capture three point functions and identify the resulting tensor structures. In appendix B we derive specific examples to illustrate the mapping. Using this same basis of interactions and integrating them along \( \gamma_{12} \) gives the following map

\[ I^0_{1,0,0} = A_1^\mu (\partial_\mu \phi_2) \phi_3 \rightarrow_{\gamma_{12}} 0 \]
\[ I^1_{1,1,0} = A_1^\mu A_2^\nu \phi_3 \rightarrow_{\gamma_{12}} H_{12} \]
\[ I^0_{1,1,0} = A_1^\mu (\partial_\mu A_2^\nu) \partial_\nu \phi_3 \rightarrow_{\gamma_{12}} H_{12} \]

(4.26)

Clearly there is a tension between the tensor structures we assign to an interaction if we use a regular Witten diagram versus a geodesic diagram. The mismatch is due to the fact that certain derivatives contracted along \( \gamma_{ij} \) are null. This reflects upon that a geodesic diagram is sensitive to the arrangement of derivatives which, for good reasons, are discarded in (4.22).

Some agreements do occur. Let us reconsider the basis of interactions found by using geodesic interactions; from (4.20) we have (up to overall normalizations)

\[ \phi_3 F_{1 \mu \nu} F_2^{\mu \nu} \rightarrow_{\gamma_{ij}} H_{12} \]

(4.27)

If we use these interactions on Witten diagrams, we obtain exactly the same map

\[ \phi_3 F_{1 \mu \nu} F_2^{\mu \nu} \rightarrow_{bulk} H_{12} \]

(4.28)

The details of the computations leading to (4.28) are shown in appendix B. Moreover, we find that the interaction (4.19), which is \( V_{1,23} V_{2,13} \) for the geodesic Witten diagram, gives the same tensor structure if we integrate over the bulk, as shown in (B.16). These relations indicate that it is possible to have a compatible map among interactions in geodesic diagrams and Witten diagrams, even though there is disagreement at intermediate steps. However, from a bulk perspective the interaction selected in (4.28) is not in any special footing relative to those in (4.22).

\(^{11}\)Here the notation \( \rightarrow_{\gamma_{ij}} \) means that the identification between the interaction and tensor structure is done via a bulk integral, i.e. a three-point Witten diagram. Similarly, \( \rightarrow_{bulk} \) denotes an analogous integral over a geodesic.
5 Conformal block decomposition of Witten diagrams

For a fixed cubic interaction, there is generically a mismatch among tensor structures captured by Witten diagrams versus geodesic Witten diagrams. In this section we will analyse how this affects the decomposition of four-point Witten diagrams in terms of geodesic diagrams.

Our discussion is based in the four-point exchange diagram for four scalars fields done in [10], which we quickly review here. In figure 5 we represent the exchange: all fields involved are scalars, where the external legs have dimension $\Delta_i$ and the exchange field has dimension $\Delta$. The corresponding Witten diagram is

$$A^{\text{Exch}}_{0,0,0,0}(P_i) = \int dY \int dY' G_{b_\beta}^{\Delta_1|0}(Y, P_1) G_{b_\beta}^{\Delta_2|0}(Y', P_2) G_{b_\beta}^{\Delta_3|0}(Y', P_3) G_{b_\beta}^{\Delta_4|0}(Y', P_4).$$

(5.1)

Here “$dY$” represents volume integrals in $\text{AdS}_{d+1}$. To write this expression as geodesic integrals, the crucial observation is that

$$G_{b_\beta}^{\Delta_1|0}(Y, P_1) G_{b_\beta}^{\Delta_2|0}(Y', P_2) = \sum_{m=0}^{\infty} a_m^{\Delta_1, \Delta_2} \varphi_m(\Delta_1, \Delta_2; Y),$$

(5.2)

where

$$\varphi_m(\Delta_1, \Delta_2; Y) = \int_{\gamma_1} G_{b_\beta}^{\Delta_1|0}(Y_\lambda, P_1) G_{b_\beta}^{\Delta_2|0}(Y_\lambda, P_2) G_{b_\beta}^{\Delta_m|0}(Y, Y).$$

(5.3)

The field $\varphi_m(Y)$ is a normalizable solution of the Klein-Gordon equation with a source concentrated at $\gamma_1$ and mass $M^2 = \Delta_m(\Delta_m - d)$. The equality in (5.2) holds provided one sets

$$a_m^{\Delta_1, \Delta_2} = \frac{(-1)^m}{m!} \frac{(\Delta_1)_m(\Delta_2)_m}{\beta_m(\Delta_1 + \Delta_2 + m - d/2)_m}, \quad \Delta_m = \Delta_1 + \Delta_2 + 2m.$$  

(5.4)

The constant $\beta_m$ soaks the choice of normalizations used in (5.3). Replacing (5.3) twice in (5.1) gives

$$A^{\text{Exch}}_{0,0,0,0}(P_i) = \sum_{m,n} a_m^{\Delta_1, \Delta_2} a_n^{\Delta_3, \Delta_4} \times \int_{\gamma_1} \int_{\gamma_2} G_{b_\beta}^{\Delta_1|0}(Y_\lambda, P_1) G_{b_\beta}^{\Delta_2|0}(Y_\lambda, P_2) G_{b_\beta}^{\Delta_3|0}(Y_{\lambda'}, P_3) G_{b_\beta}^{\Delta_4|0}(Y'_{\lambda'}, P_4) \times \int dY \int dY' G_{b_\beta}^{\Delta_m|0}(Y, Y) G_{b_\beta}^{\Delta_n|0}(Y', Y'),$$

(5.5)

The integrals in the last line can be simplified by using

$$G_{b_\beta}^{\Delta_m|0}(Y, Y') = \langle Y| \frac{1}{\sqrt{-2 - M^2}} | Y'\rangle, \quad \int dY |Y\rangle \langle Y| = 1,$$

(5.6)

which leads to

$$\int dY \int dY' G_{b_\beta}^{\Delta_m|0}(Y, Y) G_{b_\beta}^{\Delta_n|0}(Y', Y'),$$

(5.7)

$$= \frac{G_{b_\beta}^{\Delta_m|0}(Y, Y_{\lambda'})}{(M_{\Delta}^2 - M_m^2)(M_{\Delta}^2 - M_n^2)} + \frac{G_{b_\beta}^{\Delta_m|0}(Y, Y'_{\lambda'})}{(M_{\Delta}^2 - M_m^2)(M_{\Delta}^2 - M_n^2)} + \frac{G_{b_\beta}^{\Delta_n|0}(Y, Y_{\lambda'})}{(M_{\Delta}^2 - M_n^2)(M_{\Delta}^2 - M_m^2)}.$$
with suitable constants \( \sim \)
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rewrite this diagram in terms of the four-point scalar exchange (5.1) as

where we used one of the vertex interactions in (4.22). Using (2.55) and (2.57) we can

involved are scalar. The diagram is depicted in figure 5, and the integral expression is
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And hence the four-point exchange diagram for scalars is
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in (3.1); the coefficients \( C_{\Delta} \) basically follow from the contributions in (5.5) and (5.7).
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where we used (4.5). It is interesting to note how the interaction gets slightly modified due to the cancellations that occur in the geodesic integrals: in (5.9) the derivative is acting on \( G_{b\phi}^{\Delta_2|0} \), but the geodesic decomposition moves it to position of the exchanged field.

In this example it is also worth discussing the generalization of (5.2). Our decomposition of the bulk-to-boundary operators on position 1 and 2 reads

\[
G_{b\phi}^{\Delta_1|1}(Y, P_1, Z_1, \partial_W) W \cdot \partial_Y G_{b\phi}^{\Delta_2|0}(Y, P_2) 
= \frac{2\Delta_2}{\Delta_1} D_{212} \left( G_{b\phi}^{\Delta_1|0}(Y, P_1) G_{b\phi}^{\Delta_2|1}(Y, P_2) \right) 
= \frac{2\Delta_2}{\Delta_1} \sum_{m=0}^{\infty} a_{m,\Delta_1,\Delta_2} D_{212}(Y) \varphi_m(\Delta_1, \Delta_2 + 1; Y) 
= - \frac{\Delta_2}{\Delta_1} \sum_{m=0}^{\infty} a_{m,\Delta_1,\Delta_2} \int_{\gamma_{12}} G_{b\phi}^{\Delta_1|1}(Y_{\lambda}, P_1, Z_1, W) G_{bb}^{\Delta_2|0}(Y_{\lambda}, P_2) W \cdot \partial_{Y_{\lambda}} G_{bb}^{\Delta_m|0}(Y_{\lambda}, Y) .
\]

It is interesting to note the different interpretations one could give to the product (first line) in terms of resulting bulk fields. Very crudely, from the third line one would like to say that we just have a suitable differential operator acting on the field, while from the fourth line we would say that the product induces an interaction integrated along the geodesic. This type of decompositions of bulk fields would be interesting in the context of developing further a relation between an OPE expansion in the CFT to local bulk fields as done in [54–56].

### 5.2 Four-point scalar exchange with two spin-1 fields

It is instructive as well to discuss an example with two spin-1 fields as shown in the third diagram of figure 5. For sake of simplicity we will use the cubic interaction \( A_{1\mu} A_{b\phi}^2 \), which is part of the basis in (4.22). The four-point exchange is

\[
A_{1,1,0,0}^{\text{Exch}} = \int dY \int dY' G_{b\phi}^{\Delta_1|1}(Y, P_1, Z_1, \partial_W) G_{b\phi}^{\Delta_2|1}(Y, P_2, Z_2, W) G_{bb}^{\Delta_0|0}(Y, Y') 
\times G_{b\phi}^{\Delta_1|0}(Y', P_3) G_{bb}^{\Delta_0|0}(Y', P_4) .
\] (5.14)

The new pieces are due to the presence of the spin-1 fields so we will focus on how to manipulate the propagators at position 1 and 2; the rest follows as in previous examples. Using (2.55) allows us to remove the tensorial pieces in (5.14) and recast it in terms of tensor structures. For this case in particular we have

\[
G_{b\phi}^{\Delta_1|1}(Y, P_1, Z_1, \partial_W) G_{b\phi}^{\Delta_2|1}(Y, P_2, Z_2, W) 
= \frac{1}{\Delta_1 \Delta_2} \mathcal{D}_{P_1}(\partial_W, Z_1) \mathcal{D}_{P_2}(W, Z_2) G_{b\phi}^{\Delta_1|0}(Y, P_1) G_{b\phi}^{\Delta_2|0}(Y, P_2) 
= \frac{1}{\Delta_1 \Delta_2} \mathcal{D}_{P_1}(\partial_W, Z_1) \mathcal{D}_{P_2}(W, Z_2) \sum_{m=0}^{\infty} a_{m,\Delta_1,\Delta_2} \varphi_m(\Delta_1, \Delta_2; Y) .
\] (5.15)
From here we can relate the combination of $\mathcal{D}^p$'s acting on $\varphi_m$ to tensorial structures:

$$
\mathcal{D}^p_b(\partial_W, Z_1)\mathcal{D}^p_b(W, Z_2)\varphi_m(\Delta_1, \Delta_2; Y)
= -2D_{12}D_{121} \int_{\gamma_{12}} G^\Delta_{b_0}^{+1\mid 0}(Y_\lambda, P_1)G^\Delta_{b_0}^{2+1\mid 0}(Y_\lambda, P_2)G^m_{b_0}(Y_\lambda, Y) \\
- \Delta_1(1 - \Delta_2)H_{12} \int_{\gamma_{12}} G^\Delta_{b_0}^{+1\mid 0}(Y_\lambda, P_1)G^\Delta_{b_0}^{2\mid 0}(Y_\lambda, P_2)G^m_{b_0}(Y_\lambda, Y). 
(5.16)
$$

This equality can be checked explicitly from the definitions of each term involved. A faster route is to infer it from the map given in [34]: from (4.25) we know the suitable structures of the interaction (which we just rewrote in terms of differential operators in (5.16)), and $\varphi_m$ behaves close enough to a three point function that the map is unchanged. From here we can trade $D_{ijk}$ for $\mathcal{D}_{ijk}$, and then further use (4.15) and (4.11) to write them as smeared interactions. Without taking into account any normalizations, what we find for the contraction of two gauge fields decomposed in terms of geodesic integrals is

$$
G^\Delta_{b_0}^{1\mid 1}(Y, P_1, Z_1, \partial_W)G^\Delta_{b_0}^{2\mid 1}(Y, P_2, Z_2, W)
\sim \sum \int_{\gamma_{12}} G^\Delta_{b_0}^{1\mid 1}(Y_\lambda; \partial_W)G^\Delta_{b_0}^{2\mid 1}(Y_\lambda; \partial_W)(W \cdot \partial Y_\lambda)^2G^m_{b_0}(Y_\lambda, Y)
+ \sum \int_{\gamma_{12}} G^\Delta_{b_0}^{1\mid 1}(Y_\lambda; \partial_W)G^\Delta_{b_0}^{2\mid 1}(Y_\lambda; W)G^m_{b_0}(Y_\lambda, Y),
(5.17)
$$

where we are suppressing as well most of the variables in the propagators. This example illustrates how more interactions are needed when we decompose a Witten diagram in terms of geodesic diagrams; or in other words, how the product expansion of the bulk fields requires different interactions than those used in the direct evaluation of a three point function. But more importantly, we should highlight that casting $G^\Delta_{b_0}^{1\mid 1}(Y, P_1, Z_1, \partial_W)G^\Delta_{b_0}^{2\mid 1}(Y, P_2, Z_2, W)$ as local interactions integrated along a geodesic is ambiguous. Consider as an example the last term in (5.17). We could have written it in multiply ways due to the degeneracies shown in (4.21): the product of two gauge fields could be casted as integrals of the interaction of $\phi A_\mu A^\mu$ or $\phi F_{\mu\nu} F^{\mu\nu}$ or similar contractions. And these interactions are not related by equations of motion nor field redefinitions. As we discussed in section 4.2, the identifications of gravitational interactions in a geodesic diagram is not unique and seems rather ad hoc. It would be interesting to understand if there is a more fundamental principle underlying products such as those in (5.17).

### 5.3 Generalizations for scalar exchanges

In a nutshell, this is how we are decomposing a four-point scalar exchange Witten diagram in terms of geodesics diagrams:

1. Consider a cubic interaction $F^{n_1, n_2, n_3}_{J_1, J_2, 0}$ of the form (4.23), where at position 1 and 2 we place bulk-to-boundary propagators and at position 3 we have a bulk-to-bulk propagator. From (2.55) and (2.57) we will be able to strip off the tensorial part of the interaction, i.e. schematically we will have

$$
F^{n_1, n_2, n_3}_{J_1, J_2, 0} = \mathcal{D} \cdots \mathcal{D} F^{0, 0, 0}_{0, 0, 0}. 
(5.18)
$$
Here "\( \mathcal{D} \cdots \mathcal{D} \)" symbolizes a chain of contractions of operators appearing in (2.55) and (2.57), and the precise contraction depends on the interaction. The important feature is that \( \mathcal{D} \cdots \mathcal{D} \) involves only derivatives with respect to \( Z_i \) or \( P_i \) (and not \( Y \)) which allows us to take this portion outside of the volume integral in a Witten diagram. Here \( I_{0,0,0}^{0,0,0} \) is a cubic interaction for three scalars with the appropriate propagators used, i.e.

\[
I_{0,0,0}^{0,0,0} = G_{b\theta}^{\Delta_1^1\Delta_2^1\Delta_3^1}(Y, P_1) G_{b\theta}^{\Delta_4^1\Delta_3^1}(Y, P_2) G_{bb}^{\Delta_4^1\Delta_5^1}(Y, Y').
\] (5.19)

2. The map among tensor structures and cubic interactions in [34] implies that we will always be able to write the combination of \( \mathcal{D} \)'s in terms of CFT operators:

\[
\mathcal{D} \cdots \mathcal{D} I_{0,0,0}^{0,0,0} = D \cdots D I_{0,0,0}^{0,0,0}.
\] (5.20)

This tells us which are the tensor structures appearing in the Witten diagram.

3. Next we can rewrite \( I_{0,0,0}^{0,0,0} \) as a sum over geodesic integrals via (5.2). This allows us to trade \( D \) for our geodesic operators \( \mathcal{D}(Y) \) as given in (3.13):

\[
\mathcal{D} \cdots \mathcal{D} I_{0,0,0}^{0,0,0} = D \cdots D I_{0,0,0}^{0,0,0} = \mathcal{D} \cdots \mathcal{D} I_{0,0,0}^{0,0,0}.
\] (5.21)

4. And if desired, we can as well write the action of \( \mathcal{D} \) on \( I_{0,0,0}^{0,0,0} \) as an interaction via the map in (C.7). This gives a more local description of the OPE of the bulk fields in \( I_{J_1,J_2,0}^{n_1,n_2,n_3} \) in terms of smeared interactions along the geodesic.

A four-point exchange Witten diagram, where the exchange particle is a scalar field, is built out of two vertices of the form \( I_{J_1,J_2,0}^{n_1,n_2,n_3} \). So, keeping the loose schematic equalities, we can establish the following chain of equalities

\[
A_{J_1,J_2,J_3,J_4}^{\text{exch}} \sim \mathcal{D}_{\text{left}} \mathcal{D}_{\text{right}} A_{0,0,0,0}^{\text{exch}}
\sim D_{\text{left}} D_{\text{right}} A_{0,0,0,0}^{\text{exch}}
\sim \sum_m W_{\Delta_m^1}(D_{\text{left}}(Y_\lambda), D_{\text{right}}(Y_\nu)).
\] (5.22)

where \( \mathcal{D}_{\text{left}} \) corresponds to product of differential operators that recast the vertex to the left in terms boundary operators acting on position \( (P_1, P_2) \), and the analogously for \( \mathcal{D}_{\text{right}} \) acting on \( (P_3, P_4) \).

### 5.4 Four-point spin exchanges

In this last portion we will address examples where the exchanged field has spin, and illustrate how the four-point exchange diagram can be decomposed in terms of the geodesic integrals. First consider the following Witten diagram

\[
A_{0,0,0,0}^{\text{Exch,spin}} = \int dY \int dY' G_{b\theta}^{\Delta_1^1\Delta_2^1}(Y, P_1) \partial_W \left( \partial_Y G_{b\theta}^{\Delta_2^1\Delta_3^1}(Y, P_2) \right) G_{bb}^{\Delta_4^1\Delta_5^1}(Y, Y', W, \partial_W) \\
\times W' \left( \partial_Y G_{b\theta}^{\Delta_3^1\Delta_4^1}(Y', P_3) \right) G_{bb}^{\Delta_4^1\Delta_5^1}(Y', P_4).
\] (5.23)
In this diagram we are using the interaction $\phi_1 \partial_\mu \phi_2 A^\mu$ on both ends, and it is depicted in figure 6. The decomposition of (5.23) in terms of geodesic integrals was done in [10] and we will not repeat it here. Next, let’s consider a diagram where the field at position $P_2$ is a massive vector, i.e.

$$\mathcal{A}_{0,1,0,0}^{\text{Exch|spin}} = \int dY \int dY' G_{b\theta}^{\Delta_1|0}(Y, P_1) G_{b\theta}^{\Delta_2|1}(Y, P_2; \partial W, Z_2) G_{b\theta}^{\Delta_1|1}(Y, Y', W, \partial W')$$

$$\times W' \cdot \partial W' \left[ G_{b\theta}^{\Delta_3|0}(Y', P_3) \right] G_{b\theta}^{\Delta_4|0}(Y', P_4). \quad (5.24)$$

This would be the second diagram in figure 6, and we decided to use the interaction $\phi_1 A^\mu_2 A_\mu$ for the cubic interaction on the left of the diagram. We can relate (5.24) to (5.23) by noticing the that the bulk-to-boundary operators satisfy the following series of identities

$$G_{b\theta}^{\Delta_1|0}(Y, P_1) G_{b\theta}^{\Delta_2|1}(Y, P_2; \partial W, Z_2)$$

$$= \frac{1}{\Delta_2} \partial_{P_2} (\partial W, Z_2) G_{b\theta}^{\Delta_1|0}(Y, P_1) G_{b\theta}^{\Delta_2|0}(Y, P_2)$$

$$= \frac{\Delta_2 - 1}{\Delta_2 (\Delta_1 - 1)} D_{12} \left[ \frac{1}{P_{12}} G_{b\theta}^{\Delta_1-1|0}(Y, P_1) (\partial W \cdot \partial Y) G_{b\theta}^{\Delta_2|0}(Y, P_2) \right]$$

$$- \frac{1}{\Delta_2 - 1} D_{21} \left[ \frac{1}{P_{12}} G_{b\theta}^{\Delta_1|0}(Y, P_1) (\partial W \cdot \partial Y) G_{b\theta}^{\Delta_2-1|0}(Y, P_2) \right]. \quad (5.25)$$

Here we used (2.55), and then using the explicit polynomial dependence of $G_{b\theta}^{\Delta|0}(Y, P)$ to obtain the equality in the last line. It is interesting to note that we can now write

$$\mathcal{A}_{0,1,0,0}^{\text{Exch|spin}} = \frac{\Delta_2 - 1}{\Delta_2 (\Delta_1 - 1)} D_{12} \left[ \frac{1}{P_{12}} \mathcal{A}_{0,0,0,0}^{\text{Exch|spin}}(\Delta_1 - 1, \Delta_2, \Delta_3, \Delta_4) \right]$$

$$- \frac{1}{\Delta_2 - 1} D_{21} \left[ \frac{1}{P_{12}} \mathcal{A}_{0,0,0,0}^{\text{Exch|spin}}(\Delta_1, \Delta_2 - 1, \Delta_3, \Delta_4) \right]. \quad (5.26)$$

And from here we can proceed by using the explicit decomposition of $\mathcal{A}_{0,0,0,0}^{\text{Exch|spin}}$ in terms of geodesic diagrams in [10] and then trading $D_{1jk}$ by $D_{1jk}$ (just as we did in the previous examples in this section).\footnote{Note that the factor of $P_{12}$ can be reabsorbed into bulk-to-boundary propagators projected along geodesics, i.e.}

$$\frac{1}{P_{12}} G_{b\theta}^{\Delta_1|0}(Y, P_1) G_{b\theta}^{\Delta_2|0}(Y, P_2) = G_{b\theta}^{\Delta_1|0}(Y, P_1) G_{b\theta}^{\Delta_2+1|0}(Y, P_2).$$

Hence, as we cast (5.26) as a sum over geodesic integrals, all terms will have a bulk interpretation.
6 Discussion

Our main result was to give a systematic method to evaluate conformal partial waves as geodesic integrals in AdS. From the CFT perspective, a spinning conformal partial wave is built from differential operators acting on the scalar conformal partial wave \[12\]; here we presented the analog of these differential operators in AdS and showed that they reproduce the same effect as in the CFT. More succinctly, we established

\[W_{l_1; l_2; l_3; l_4}^{\Delta_i} (P_1; Z_i) = D_{\text{left}} D_{\text{right}} W_{\Delta_i} (P_1, P_2, P_3, P_4) = \mathcal{W}_{\Delta_i} [D_{\text{left}} (Y_i), D_{\text{right}} (Y'_i)], \]

where the last equality is a purely AdS object built out of geodesic integrals, while the left-hand side are CFT quantities. Our construction of \(D\) and its equivalence to the CFT analog is given in section 3. We emphasise that this equivalence holds for any symmetric traceless field of spin \(J_i\) and conformal dimension \(\Delta_i\). We did not assume conservation of the fields, and the method works when all fields are of different species.

The immediate use of an object like \(W_{\Delta_i}\) is to evaluate correlation functions in holography. But relating the geodesic diagrams to regular Witten diagrams is a non-trivial task: interactions projected on geodesic integrals behave starkly different to interactions in volume integrals as we have seen explicitly throughout section 4. This mismatch between the two objects makes more delicate the decomposition of a Witten diagram in terms of geodesics. We carry out explicit examples in section 5, and discuss the general relation when the exchanged field is a scalar. The strategy we adopt for this decomposition is inspired by the identities used in \[33\]: one rewrites all tensorial properties of the interactions among bulk-to-boundary fields in terms of boundary operators acting on a scalar seed. This allows us to identify the CFT operators \(D_{i,j,k}\), and use them our bulk operators \(D_{i,j,k}\) to write a final answer in terms of a sum of geodesic integrals. As a result, the set of cubic interactions needed to decompose a Witten diagram in terms of geodesic diagrams is larger than the basis in (4.22). Each individual geodesic integral is, however, much easier to evaluate.
We have not discussed contact Witten diagrams here, but actually they can be treated very similarly as we did in section 5. The scalar case was done in [10], so the task is to manipulate the vertex along the lines of the discussion in section 5.3: the analog of (5.18) for a quartic interaction would allow us to identify the suitable tensor structures. Note that in a quartic interaction all propagators involved are bulk-to-boundary and hence we can strip off its tensorial features. We have not done this computation explicitly for quartic interactions, but a priori we do not expect major obstructions.

In section 3.2 we gave a prescription on how to evaluate conformal partial waves via geodesic diagrams when the exchanged field has non-trivial spin. And the general strategy we have adopted in this work allowed us to relate the geodesic diagrams to Witten diagrams, as we discussed in section 5.4. From this method it is not straightforward to infer the gravitational interaction, as we did in section 4, with the main obstacle being the contractions of $dY^\mu/d\lambda$ appearing in the integrand. It might be interesting to improve our prescription, to make this connection more evident. One reason it might be interesting to have this connection is to discuss conformal partial waves for anti-symmetric fields, and the differential operators that generate them. This is a case where the gravitational techniques can elucidate an organizational principle for those class of partial waves in the CFT. Until now the literature on conformal partial waves for non-symmetric structures is limited to [44, 57–63], and finding a basis of differential operators that generates them would be very interesting.

Another future direction that would be interesting to pursue is the addition of loops on the gravitational side. Very little is known about how to evaluate Witten diagrams beyond tree level, with the exception of the recent work in [64]. It would interesting to see how the geodesic diagram decomposition of a Witten diagram is affected by the presence of loops: since the geodesic diagrams are conformal partial waves, we would expect that loops only modify the OPE coefficients in the decomposition and the relation between masses in AdS and conformal dimensions in the CFT. Answering this question requires understanding also how loops alter the geodesic diagram itself and its CFT interpretation. Since conformal partial waves are dictated purely by symmetries, we expect that its holographic dual is robust against loop corrections, and its relation to loop diagrams in AdS can be made clear and straightforward. We leave this line of questions for future work.
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More on CFT three point functions

Following the summary in section 2.1, in this appendix we give some more explicit information about the tensor structures appearing in the correlation functions.

In the main part of the text we have considered primaries operators with arbitrary conformal dimensions. Unitarity CFTs have restrictions on the possible dimensions, and is it well known the unitarity bound is

$$\Delta \geq l + d - 2, \quad l \geq 1.$$  \hfill (A.1)

The bound is saturated by conserved currents. The presence of a current implies as well further restrictions on the correlation functions, which can be implemented in the index-free framework of [42]. Conservation of a symmetric traceless tensor requires that its divergence is zero; this implies that the entries of

$$R(P, Z) = \frac{1}{l(d/2 + l - 2)}(\partial \cdot D)T(Z, P) + O(Z^2, Z \cdot P), \quad \partial \cdot D = \frac{\partial}{\partial P}D_A,$$  \hfill (A.2)

are zero modulo pure gauge terms. Here the operator $D_A$ is the projector introduced in (2.13).

To see how conservation affects a three point function, consider the following two spin-2 fields and one scalar. This correlation function is the combination of three tensor structures:

$$G_{\Delta_1, \Delta_2, \Delta_3; 2, 2, 0} = \left(\alpha H_{12}^2 + \beta H_{12} V_{1, 23} V_{2, 31} + \gamma V_{1, 23}^2 V_{2, 31}^2\right) T(\Delta_1, \Delta_2, \Delta_3),$$  \hfill (A.3)

where

$$H_{12} V_{1, 23} V_{2, 31} T(\Delta_1, \Delta_2, \Delta_3) = -4H_{12} D_{12} D_{12} D_{12} T(\Delta_1 + 1, \Delta_2 + 1, \Delta_2) - H_{12}^2 T(\Delta_1, \Delta_2, \Delta_2),$$  \hfill (A.4)

$$V_{1, 23}^2 V_{2, 31}^2 T(\Delta_1, \Delta_2, \Delta_3) = \frac{16H_{12} D_{12} D_{12} D_{12} T(\Delta_1 + 2, \Delta_2 + 2, \Delta_2)}{(\Delta_1 - \Delta_3)(\Delta_1 + \Delta_2)(-2 + \Delta_1 + \Delta_2)} \frac{2H_{12}^2 T(\Delta_1, \Delta_2, \Delta_2)}{(\Delta_1 + \Delta_2)(-2 + \Delta_1 + \Delta_2)}.$$  \hfill (A.5)

Conservation implies $\Delta_1 = \Delta_2 = d$ and

$$\alpha = \frac{4h(h - 1)(2h + 1) - 4\Delta_3 h(2h - 1) + \Delta_3^2 (2h - 1)}{2\Delta_3 (\Delta_3 + 2)(h - 1)} \gamma,$$  \hfill (A.6)

$$\beta = -\frac{2 + 4h^2 + \Delta_3 - 2h(\Delta_3 + 1)}{(h - 1)(\Delta_3 + 2)} \gamma,$$  \hfill (A.7)

where $h = d/2$. Further recent developments on properties of correlation functions for conserved currents can be found in [34, 65] and references within.
B Tensor structures in Witten diagrams

In this appendix we will evaluate three point Witten diagrams explicitly to illustrate how the tensor structures appear in the final answer. We will focus on the following interactions:

\[ A^\mu \partial_\mu \partial_\nu \phi_2 A^\nu_3, \quad \partial_\mu A^\nu_1 \partial_\mu \phi_2 \partial_\mu A^\nu_3, \quad \partial_\mu A^\nu_1 \phi_2 \partial_\nu A^\mu_3. \]  

(B.1)

We will do this by using the techniques in [33, 51], where they write the \( J \) spinning bulk to boundary propagator and its derivatives in terms of the scalar propagators. This allows us to express the three point function of our interest in terms of scalar three point functions. In our case, we will just need the following identities for the spin-1 case, which follow from (2.55) and (2.57):

\[ \Delta G^\Delta_{b_0}^{\Delta_1}(Y, P; W, Z) = \mathcal{D}_P(W, Z) G^\Delta_{b_0}^{\Delta_0}(Y, P), \]  

(B.2)

\[ (W' \cdot \partial_Y) G^\Delta_{b_0}^{\Delta_1}(Y, P; W, Z) = \mathcal{D}_P(W', W, Z) G^\Delta_{b_0}^{\Delta + 1\Delta_0}(Y, P), \]  

(B.3)

where \( \mathcal{D}_P \) are differential operators defined as

\[ \mathcal{D}_P(W, Z) = (Z \cdot W) \left( Z \cdot \frac{\partial}{\partial Z} - P \cdot \frac{\partial}{\partial P} \right) + (P \cdot W) \left( Z \cdot \frac{\partial}{\partial P} \right), \]  

(B.4)

\[ \mathcal{D}_P(W', W, Z) = 2 \left( (Z \cdot W')(P \cdot W) + \Delta(P \cdot W')(Z \cdot W) ight) + (P \cdot W')(P \cdot W) \left( Z \cdot \frac{\partial}{\partial P} \right). \]  

(B.5)

These operators should not be confused with the \( D_{1,2} \) CFT operators in (2.27) or with the bulk differential operators \( \mathcal{D}_{1,2} \) in (3.9).

We start by evaluating a Witten diagram using the interaction \( A^\mu_1 \partial_\mu \partial_\nu \phi_2 A^\nu_3 \). We have

\[ \int dY G^\Delta_{b_0}^{\Delta_1}(Y, P_1; \partial W_1, Z_1) G^\Delta_{b_0}^{\Delta_1}(Y, P_3; \partial W_3, Z_3)(W_1 \cdot \partial_Y)(W_3 \cdot \partial_Y) G^\Delta_{b_0}^{\Delta_0}(Y, P_2). \]  

(B.6)

Here \( dY \) denotes an integral over the volume of AdS. Using (2.53) and (B.5) gives

\[
\frac{4\Delta_2(\Delta_2 + 1)}{\Delta_1 \Delta_3} \int dY \mathcal{D}_{P_1}(\partial W_1, Z_1) G^\Delta_{b_0}^{\Delta_1}(Y, P_1) \mathcal{D}_{P_2}(\partial W_3, Z_3) \\
\times G^\Delta_{b_0}^{\Delta_0}(Y, P_3)(W_1 \cdot P_2)(W_3 \cdot P_2) G^\Delta_{b_0}^{\Delta_2 + 2\Delta_0}(Y, P_2) \\
= \frac{4\Delta_2(\Delta_2 + 1)}{\Delta_1 \Delta_3} \mathcal{D}_{P_1}(P_2, Z_1) \mathcal{D}_{P_3}(P_2, Z_3) \int dY G^\Delta_{b_0}^{\Delta_1}(Y, P_1) G^\Delta_{b_0}^{\Delta_1}(Y, P_3) G^\Delta_{b_0}^{\Delta_2 + 2\Delta_0}(Y, P_2) \\
= \frac{4\Delta_2(\Delta_2 + 1) c_{\Delta_1, \Delta_2 + 2\Delta_3}}{\Delta_1 \Delta_3} \mathcal{D}_{P_1}(P_2, Z_1) \mathcal{D}_{P_3}(P_2, Z_3) T(\Delta_1, \Delta_2, 2, \Delta_3),
\]  

(B.7)

where

\[
c_{\Delta_1, \Delta_2, \Delta_3} = g^h \frac{\Gamma}{2} \left( \frac{\Delta_1 + \Delta_2 + \Delta_3 - 2h}{2} \right) \frac{\Gamma(\frac{\Delta_1 + \Delta_2 - \Delta_3}{2}) \Gamma(\frac{\Delta_1 + \Delta_3 - \Delta_2}{2}) \Gamma(\frac{\Delta_2 + \Delta_3 - \Delta_1}{2})}{\Gamma(\Delta_1)\Gamma(\Delta_2)\Gamma(\Delta_3)}. \]  

(B.8)
Notice that $\mathcal{D}_{P_1}(P_2, Z_1) = D_{2,12}$, and $\mathcal{D}_{P_3}(P_2, Z_3) = D_{2,32}$. Now, applying the differential operators to the scalar 3-point function we find that tensor structure corresponding to the previous diagram is the following linear combination:

$$A_1^\mu \partial_\mu \phi_2 A_3^\nu :$$ \[ \frac{\Delta_2(\Delta_2 + 1)(\Delta_1 - \Delta_2 + \Delta_3 - 2)C_{\Delta_1, \Delta_2, \Delta_3} (H_{13} + (\Delta_1 - \Delta_2 + \Delta_3 - 2) V_{1,23} V_{3,21})}{\Delta_1 \Delta_3} \] \hspace{1cm} (B.9)

For the interaction $\partial_\mu A_1^\mu \phi_2 \partial_\mu A_3^\mu$ we have

$$\int dY (\partial_{W'} \cdot \partial_Y) G_{b_0}^{\Delta_1 |1|} (Y, P_1; \partial_{W}, Z_1)(W' \cdot \partial_Y) G_{b_0}^{\Delta_3 |1|} (Y, P_3; W, Z_3) G_{b_0}^{\Delta_2 |0|} (Y, P_2), \hspace{1cm} (B.10)$$

which using (B.3) is equivalent to

$$\mathcal{D}_{P_1}(\partial_{W'}, \partial_{W}, Z_1) \mathcal{D}_{P_3}(W', W, Z_3) \int dY G_{b_0}^{\Delta_1 + |1|} (Y, P_1) G_{b_0}^{\Delta_3 + |1|} (Y, P_3) G_{b_0}^{\Delta_2 |0|} (Y, P_2)$$

$$= C_{\Delta_1, \Delta_2, \Delta_3} \mathcal{D}_{P_1}(\partial_{W'}, \partial_{W}, Z_1) \mathcal{D}_{P_3}(W', W, Z_3) T(\Delta_1 + 1, \Delta_2, \Delta_3 + 1). \hspace{1cm} (B.11)$$

Contracting the $W$'s in the differential operators gives

$$\mathcal{D}_{P_1}(\partial_{W'}, \partial_{W}, Z_1) \mathcal{D}_{P_3}(W', W, Z_3) = (\Delta_1 + \Delta_3)(Z_1 \cdot P_3)(Z_3 \cdot P_1) + \Delta_1 \Delta_3(Z_1 \cdot Z_3)(P_1 \cdot P_3)$$

$$+ (P_1 \cdot P_3)((Z_1 \cdot \partial_{P_1})(Z_3 \cdot \partial_{P_3}) + (1 + \Delta_3)(P_1 \cdot Z_3)(Z_1 \cdot \partial_{P_1}) + (1 + \Delta_1)(P_3 \cdot Z_1)(Z_3 \cdot \partial_{P_3})), \hspace{1cm}$$

which leads to the following identification

$$\partial_\mu A_1^\mu \phi_2 \partial_\mu A_3^\mu :$$ \[ C_{\Delta_1, \Delta_2, \Delta_3} ((\Delta_1 - \Delta_2 + \Delta_3 - 2\Delta_1 \Delta_3) H_{13} - (\Delta_1 - \Delta_2 - \Delta_3)(\Delta_1 + \Delta_2 - \Delta_3) V_{1,23} V_{3,21}). \hspace{1cm} (B.12)$$

The interaction $\partial_\mu A_1^\mu \phi_2 \partial_{W} A_3^\mu$ is computed analogously as the previous, but with different $W$ contractions

$$\int dY (\partial_{W'} \cdot \partial_Y) G_{b_0}^{\Delta_1 |1|} (Y, P_1; \partial_{W}, Z_1)(W' \cdot \partial_Y) G_{b_0}^{\Delta_3 |1|} (Y, P_3; W', Z_3) G_{b_0}^{\Delta_2 |0|} (Y, P_2)$$

$$= C_{\Delta_1, \Delta_2, \Delta_3} \mathcal{D}_{P_1}'(\partial_{W'}, \partial_{W}, Z_1) \mathcal{D}_{P_3}'(W', W, Z_3) T(\Delta_1 + 1, \Delta_2, \Delta_3 + 1). \hspace{1cm} (B.13)$$

This contraction of the differential operators gives

$$\mathcal{D}_{P_1}'(\partial_{W'}, \partial_{W}, Z_1) \mathcal{D}_{P_3}'(W', W, Z_3) = \Delta_1 \Delta_3(Z_1 \cdot P_3)(Z_3 \cdot P_1) + (\Delta_1 + \Delta_3)(Z_1 \cdot Z_3)(P_1 \cdot P_3)$$

$$+ (P_1 \cdot P_3)((Z_1 \cdot \partial_{P_1})(Z_3 \cdot \partial_{P_3}) + (1 + \Delta_3)(P_1 \cdot Z_3)(Z_1 \cdot \partial_{P_1})$$

$$+ (1 + \Delta_1)(P_3 \cdot Z_1)(Z_3 \cdot \partial_{P_3})), \hspace{1cm} (B.14)$$

which applying it to the scalar three point function gives

$$\partial_\mu A_1^\mu \phi_2 \partial_{W} A_3^\mu :$$ \[ C_{\Delta_1, \Delta_2, \Delta_3} ((\Delta_1 + \Delta_2 + \Delta_3 - 2) H_{13} - (\Delta_1 - \Delta_2 - \Delta_3)(\Delta_1 + \Delta_2 - \Delta_3) V_{1,23} V_{3,21}). \hspace{1cm} (B.15)$$
Based on these three interactions, we can make the following map
\[ H_{13} : \partial_{\mu} A^\nu_1 \phi_2 \partial_{\mu} A^\nu_3 - \partial_{\mu} A^\nu_3 \phi_2 \partial_{\mu} A^\nu_1 , \quad (B.16) \]
\[ V_{1,23} V_{3,21} : \alpha A^\nu_1 \partial_{\mu} \partial_{\nu} A^\nu_3 - (\Delta_1 + \Delta_3) \partial_{\mu} A^\nu_1 \phi_2 \partial_{\mu} A^\nu_3 + (1 + \Delta_1 \Delta_3) \partial_{\mu} A^\nu_1 \phi_2 \partial_{\mu} A^\nu_3 , \]
where
\[ \alpha = \frac{(\Delta_1 - 1)(\Delta_3 - 1)(\Delta_1 - \Delta_2 + \Delta_3)(2 + \Delta_1 - \Delta_2 + \Delta_3)}{(\Delta_1 + \Delta_2 - \Delta_3)(\Delta_1 - \Delta_2 - \Delta_3)} . \quad (B.17) \]
Modulo normalizations, this identification is compatible with the identification using geodesic diagrams (4.19) and (4.20).

\section{C Tensor-tensor-scalar structures via geodesic diagrams}

Based on the two examples in sections 4.1.1 and 4.1.2, we can make a general identification between tensorial structures and a minimal set of gravitational interactions that will capture them for a fixed choice of the geodesic given by the first diagram in figure 4. We saw that the simplest way to identify $H_{12}$ in the bulk is by an interaction that contracts indices among symmetric tensors at position 1 and 2, and the $V$'s added derivatives on position 3 with suitable contractions on legs 1 and 2. Hence, it seems like each tensor structure $H_{12}^p V_{1,23}^q V_{2,13}^r T(\Delta_1, \Delta_2, \Delta_3)$ is reproduced by a geodesic integral of the form
\[ \int d\lambda \frac{\mathcal{H}_{1\lambda}(Z_1, \partial W)^q \mathcal{H}_{1\lambda}(Z_1, \partial W)^p \mathcal{H}_{2\lambda}(Z_2, \partial W)^r \mathcal{H}_{2\lambda}(Z_2, W')^p}{\Psi^1_{1\lambda} \Psi^2_{2\lambda} \Psi^{33\lambda}} (W \cdot \partial_{\lambda})^{q+r} \Psi^{-3\lambda} . \quad (C.1) \]
This is a claim we can prove. The proof requires the following identities which are easily obtained by induction:
\[ (W \cdot \partial_{\lambda})^n \Psi^{-3\lambda} = (-2)^n (-\Delta_3 - n + 1)_{n}(W \cdot P_3)^n \Psi^{-3\lambda} , \]
\[ (\mathcal{H}_{i\lambda}(Z_i, \partial W))^n(W \cdot P_3)^l = (l - n + 1)_{n}(W \cdot P_3)^l - n \left( \frac{P_3 \Psi^{3\lambda}}{\Psi^1_{1\lambda}} \mathcal{V}_{\partial i, 3\lambda}(Z_i) \right) , \]
\[ \mathcal{H}_{1\lambda}(Z_1, \partial W)^p \mathcal{H}_{2\lambda}(Z_2, W')^p |_{\gamma_{12}} = p! H_{12}^p . \quad (C.2) \]
Applying these to the integral gives
\[ 2^{q+r} p! q!(\Delta_3 - q + r + 1)_{q+r}(q + 1)_{r} \left( \frac{P_{13} P_{23}}{P_{12}} \right)^{\frac{q+r}{2}} H_{12}^p V_{1,23}^q V_{2,13}^r \]
\[ \times \int_{\gamma_{12}} \Psi^{-1\lambda} \Psi^{-2\lambda} \Psi^{-3\lambda} = \frac{P_{3} \Psi^{3\lambda}}{\Psi^1_{1\lambda}} \mathcal{V}_{\partial i, 3\lambda}(Z_i) , \quad (C.3) \]
where we used
\[ \sqrt{\frac{P_{3} \Psi^{3\lambda}}{\Psi^1_{1\lambda}}} \mathcal{V}_{\partial i, 3\lambda}(Z_i) = - \sqrt{\frac{P_{3} \Psi^{3\lambda}}{P_{12}}} \begin{cases} V_{1,23} & \text{if } i = 1 \\ V_{2,13} & \text{if } i = 2 \end{cases} \quad (C.4) \]
The remaining integral evaluates to
\[ \int_{\gamma_{12}} \Psi^{-1\lambda} \Psi^{-2\lambda} \Psi^{-3\lambda} = \frac{T(\Delta_1, \Delta_2, \Delta_3 + q + r)}{c_{\Delta_1 \Delta_2 \Delta_3 + q + r}} , \quad (C.5) \]
by (4.2). Therefore (C.1) results in
\begin{equation}
\frac{2^{q+r} \Gamma(l)(-\Delta_3 - q - r + 1)_{q+r}(q + 1)_r}{c_{\Delta_1 \Delta_2 \Delta_3 + q+r}} H^p_{12}V^q_{1,23}V^r_{2,13} T(\Delta_1, \Delta_2, \Delta_3),
\end{equation}
which completes the proof. Hence, from the analysis of the integrals over the geodesic \( \gamma_{12} \) (which connects the fields with spin), we find the following identification
\begin{equation}
H^p_{12} V^q_{1,23} V^r_{2,13} = h_{1\mu_1...\mu_p}^{\alpha_1...\alpha_q} h_{2}^{\mu_1...\mu_p\beta_1...\beta_r} \partial_{\alpha_1} \cdots \partial_{\alpha_q} \partial_{\beta_1} \cdots \partial_{\beta_r} \phi_3.
\end{equation}
As we have noticed in section 4.1 this identification is not unique. It is sensitive to the choice of geodesic, and moreover to redundancies that appear as derivatives are contracted along \( \gamma_{12} \) (i.e. generalizations of (4.21)).
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