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Abstract

We generalize the concept of (reversing) symmetries of a dynamical system, i.e. we study dynamical systems that possess symmetry properties only if considered on a proper time scale. In particular (considering dynamical systems with discrete time), the $k$th iterate of a map may possess more (reversing) symmetries than the map itself. In this way the concepts of (reversing) symmetries and (reversing) symmetry groups are generalized to (reversing) $k$-symmetries and (reversing) $k$-symmetry groups.

Furthermore, a method is studied for finding orbits that are ($k$-) symmetric with respect to reversing ($k$-)symmetries. Firstly an existing method for finding orbits that are symmetric with respect to one reversing symmetry is extended to the case of more than one reversing symmetry and secondly a generalization of this method to the case of reversing $k$-symmetries is introduced.

Some physically relevant examples of dynamical systems possessing reversing $k$-symmetries are discussed briefly.

1. Introduction

Interest in the effect of symmetries in dynamical systems is steadily growing. A lot of attention has been paid to Lie-symmetries of Hamilton systems that give rise to conserved quantities [1]. Also, more general methods of using Lie-symmetries have been developed in a wider context of differential and difference equations [2,3].

During the past two decades, the attention has been directed to discrete symmetries as well. In dynamical systems, discrete symmetries were considered in studies of bifurcation problems by e.g. Sattinger [4], Vanderbauwhede [5] and Golubitsky et al. [6].

In dynamical systems, symmetries are transformations in state space that leave the equations of motion invariant. On the other hand, reversing symmetries leave the equations of motion invariant if the direction of time is reversed [7].

Historically, dynamical systems possessing a reversing symmetry are called weakly reversible in general and reversible if the reversing symmetry is its own inverse, i.e. an involution [8]. For an overview of the work on reversible dynamical systems we recommend the review by Roberts and Quispel [9].
Recently it has been recognized that there are dynamical systems that possess symmetry properties only if considered on a proper time scale: the time-\( \tau \) map possesses symmetry properties only for certain values of \( \tau \), or in purely discrete systems iterates of a map possess symmetry properties that the map does not possess itself [10–13]. This phenomenon can be observed in various well known dynamical systems that occur in the context of problems in physics, e.g. the standard map [14], web maps [10,12,15], a class of trace maps [13,16], and the kicked rotator [11,17]. These examples will be discussed in section 4.

The outline of the rest of this paper is as follows. In the next section we briefly review the concepts of symmetries and reversing symmetries of dynamical systems, and also present some new results that are related to the case that a map possesses more than one reversing symmetry. Furthermore, we discuss a method to find periodic orbits that are symmetric, i.e. invariant, with respect to reversing symmetries.

Section 3 contains our main results. There we consider dynamical systems that possess symmetry properties only if considered on certain time scales. We discuss generalizations of the method for obtaining periodic orbits that are symmetric with respect to reversing symmetries, as established in section 2, to the case of reversing \( k \)-symmetries. A preliminary and abridged version of some of these results was given in [18].

Throughout this paper we confine ourselves to systems with discrete time, i.e. mappings. They occur as Poincaré sections or stroboscopic pictures of dynamical systems with continuous time, as well as in problems of a truly discrete nature.

### 2. Symmetries and reversing symmetries

In this section we first review the well known concepts of symmetries and reversing symmetries in dynamical systems. Thereafter we will discuss a method for finding periodic orbits that are symmetric with respect to reversing symmetries. This method is illustrated by an example.

We consider a discrete dynamical system, i.e. a map on a state space \( \Omega \),

\[
L : \Omega \mapsto \Omega .
\]

The map \( M \) is a symmetry of \( L \) if

\[
M \circ L = L \circ M .
\]

The map \( S \) is a reversing symmetry of \( L \) if

\[
S \circ L = L^{-1} \circ S .
\]

For the above definition to make sense we require \( L \) to be invertible. Throughout this paper we will assume that \( L \) is invertible, unless stated otherwise. Moreover, we will confine ourselves to invertible (reversing) symmetries. In that case, the set of symmetries of \( L \) is called the symmetry group of \( L \), denoted by \( \mathcal{G} \), and the set of symmetries and reversing symmetries of \( L \) is called the reversing symmetry group of \( L \), denoted by \( \mathcal{G}^2 \). In a previous publication [7] the group structure was already discussed. The following remarks were easily proved.

- The set of symmetries and the set of symmetries and reversing symmetries of a map form a group under composition. The composition of two (reversing) symmetries is a symmetry and the composition of a symmetry and a reversing symmetry is a reversing symmetry.
- A conjugacy class of a reversing symmetry group consists entirely of symmetries or entirely of reversing symmetries.
- \( L \) and \( L^{-1} \) are symmetries of \( L \).

The symmetry group \( \mathcal{G} \) is a normal subgroup of the reversing symmetry group \( \mathcal{E} \). In case \( L \) possesses a reversing symmetry \( S \), then

\[
\mathcal{E} = \mathcal{G} \cup SS \mathcal{G} ,
\]
and \( \mathcal{G}/\mathcal{H} = \mathbb{Z}_2 \), i.e. \( \mathcal{G} \) is a subgroup of index 2.

If the equations of motion possess a group of symmetries and reversing symmetries it is of interest to analyze how these symmetries manifest themselves in the dynamics, for instance by mapping an invariant set \( \Delta \subset \Omega \) of the dynamical system into itself\(^3\). An important example of an invariant set is the orbit of a point \( x_0 \) in state space, which we denote by

\[
\Gamma(x_0) := \{ x \in \Omega \mid x = L^nx_0, n \in \mathbb{Z} \}.
\]

Definition 2.1. Let \( L \) be a map, and \( \mathcal{G} \) its reversing symmetry group. Then the isotropy subgroup \( \Sigma_{\Gamma(x_0)} \) of the orbit \( \Gamma(x_0) \) is the subgroup of \( \mathcal{G} \) that leaves \( \Gamma(x_0) \) invariant, i.e.

\[
\Sigma_{\Gamma(x_0)} \leq \mathcal{G} \quad \text{and} \quad \Sigma_{\Gamma(x_0)} \cdot \Gamma(x_0) = \Gamma(x_0).
\]

If an orbit \( \Gamma(x_0) \) has an isotropy subgroup \( \Sigma_{\Gamma(x_0)} \), then \( \Gamma(x_0) \) is called symmetric with respect to \( \Sigma_{\Gamma(x_0)} \).

Similarly to Definition 2.1 we may define the isotropy subgroup of a single point \( x_0 \):

Definition 2.2. Let \( L \) be a map, and \( \mathcal{G} \) its reversing symmetry group. Then the isotropy subgroup \( \Sigma_{x_0} \) of the point \( x_0 \) is the subgroup of \( \mathcal{G} \) that leaves \( x_0 \) invariant, i.e.

\[
\Sigma_{x_0} \leq \mathcal{G} \quad \text{and} \quad \Sigma_{x_0} \cdot x_0 = x_0.
\]

Symmetry properties of an orbit are completely specified by giving a point on the orbit and (the generators of) the isotropy subgroup of that point. It is easy to show that

\[
\Sigma_{L^mx_0} = L^m \Sigma_{x_0} L^{-m}, \quad \text{for all} \ m \in \mathbb{Z}.
\]

In fact, each finitely generated isotropy subgroup \( \Sigma_{x_0} \) can be generated either by symmetries alone, or (in case the isotropy subgroup contains reversing symmetries as well) by \( l \) symmetries \( M_1, \ldots, M_l \) plus a single reversing symmetry \( S \), see also (4). In the former case the isotropy subgroups are identical for all points on the orbit \( \Gamma(x_0) \) (cf. [6]):

\[
\Sigma_{x_0} = \Sigma_{L^mx_0}.
\]

In the latter case\(^4\)

\[
\Sigma_{x_0} = \langle M_1, \ldots, M_l, S \rangle \cong \Sigma_{L^mx_0} = \langle M_1, \ldots, M_l, L^{2m} S \rangle.
\]

(This argument of course also holds for isotropy subgroups that are not finitely generated.)

Proposition 2.1. Let \( \Sigma_{x_0} \leq \mathcal{G} \) be the isotropy subgroup of a point \( x_0 \), and \( \Sigma_{\Gamma(x_0)} \leq \mathcal{G} \) be the isotropy subgroup of its orbit \( \Gamma(x_0) \). Then

\[
\Sigma_{\Gamma(x_0)} = \langle L \rangle \cdot \Sigma_{x_0},
\]

where \( \langle L \rangle \) is a normal subgroup of \( \Sigma_{\Gamma(x_0)} \). The product "\( \cdot \)" is semi-direct if and only if the orbit \( \Gamma(x_0) \) is nonperiodic.

Proof. Let \( U \in \Sigma_{\Gamma(x_0)} \), then there exists an \( m \in \mathbb{Z} \) such that

\[
U x_0 = L^{-m} x_0,
\]

implying that

\[
L^m \circ U \in \Sigma_{x_0}.
\]

This verifies (11). Moreover \( \langle L \rangle \) is a normal subgroup of \( \Sigma_{\Gamma(x_0)} \), for every \( U \in \Sigma_{\Gamma(x_0)} \) is a symmetry or reversing symmetry of \( L \) and hence

\[
U \langle L \rangle U^{-1} = \langle L \rangle.
\]

From this it follows that the product "\( \cdot \)" is a semi-direct product if and only if \( \Sigma_{x_0} \cap \langle L \rangle = \{e\} \). This last condition holds if and only if the orbit of \( x_0 \) is nonperiodic.

If a periodic orbit has an isotropy subgroup that contains a reversing symmetry then it can be tracked down easily by means of a simple method. Originally this method was introduced by DeVogelaere [19] for reversible maps and it has

\(^3\) \( \Delta \subset \Omega \) is called an invariant set of \( L \) if \( L \Delta = \Delta \).

\(^4\) \( \langle a_1, \ldots, a_n \rangle \) denotes the group generated by \( a_1, \ldots, a_n \).
been highly useful in several applications [9,17,20–23]. In [7] it was shown that the method works equally well in case a reversing symmetry is not an involution. Here we will discuss an extension of this method to the case that there is more than one independent reversing symmetry in the reversing symmetry group.

Let us first define the set of fixed points of a map \( A : \Omega \rightarrow \Omega \), also called the fixed set of \( A \),

\[
\text{Fix}(A) := \{ x \in \Omega \mid Ax = x \}.
\]

Proposition 2.2. \( \Gamma(x_0) \) has an isotropy subgroup containing the (reversing) symmetry \( U \), i.e. \( U \in \Sigma_{\Gamma(x_0)} \), if and only if

\[
x_0 \in \text{Fix}(L^{-m} U),
\]

i.e.

\[
L^{-m} U \in \Sigma_{x_0}, \text{ for some value of } m \in \mathbb{Z}.
\]

Proof. If \( U \in \Sigma_{\Gamma(x_0)} \) then, by definition, there is an \( m \in \mathbb{Z} \) such that \( Ux_0 = L^{-m} x_0 \), cf. Definition 2.1. Conversely, if \( L^{-m} Ux_0 = x_0 \) for some \( m \in \mathbb{Z} \) then since \( U \) is an element of the reversing symmetry group of \( L \), it is easily verified that \( U\Gamma(x_0) = \Gamma(x_0) \). □

Proposition 2.3. Let \( S \) be a reversing symmetry of \( L \) and \( m \in \mathbb{Z} \), then

\[
x_0 \in \text{Fix}(L^{-m} S) \Rightarrow x_0 \in \text{Fix}(S^2),
\]

i.e.

\[
L^{-m} S \in \Sigma_{x_0} \Rightarrow S^2 \in \Sigma_{x_0}.
\]

Proof. \( L^{-m} Sx_0 = x_0 \Rightarrow L^{-m} S \circ L^{-m} Sx_0 = x_0 \Rightarrow S^2x_0 = x_0 \). □

This implies that if \( S \) is a reversing symmetry only orbits of points that are fixed under \( S^2 \) can be symmetric with respect to \( S \). As such, Proposition 2.3 imposes restrictions on the occurrence of orbits that are symmetric with respect to noninvoluntary reversing symmetries.

Proposition 2.4. \( \Gamma(x_0) \) is a periodic orbit with period \( p \) and isotropy subgroup \( \Sigma_{\Gamma(x_0)} \), containing a reversing symmetry \( S \), if and only if there exist \( n, m \in \mathbb{Z} \) (\( n \neq m \)) such that

\[
x_0 \in \text{Fix}(L^{-n} S) \cap \text{Fix}(L^{-m} S)
\]

and \( n - m = 0 \mod p \).

Proof. It is easily shown that (18) implies that \( L^{-n} x_0 = x_0 \). Hence \( n - m \) is a multiple of \( p \). Conversely, Proposition 2.2 shows that there is an \( n \in \mathbb{Z} \) such that \( L^{-n} x_0 = Sx_0 \). Hence \( L^{-m} x_0 = Sx_0 \), since \( \Gamma(x_0) \) is a periodic orbit with period \( p \). Setting \( m = n - p \) completes the proof.

Note that from Proposition 2.3 it follows that \( x_0 \in \text{Fix}(L^{-n} S) \cap \text{Fix}(L^{-m} S) \) implies \( x_0 \in \text{Fix}(L^{-n} S^{o_1}) \cap \text{Fix}(L^{-m} S^{o_2}) \) for all odd \( o_1 \) and \( o_2 \).

Proposition 2.4 is quite powerful because of the fact that if \( S \) is a reversing symmetry of \( L \), then [7]

\[
\text{Fix}(L^{-2n} S) = L^{-n} (\text{Fix}(S)), \quad (19)
\]

\[
\text{Fix}(L^{-2n+1} S) = L^{-n} (\text{Fix}(L \circ S)). \quad (20)
\]

Proposition 2.4 in combination with (19) and (20) thus provides us with a method for finding periodic orbits that are symmetric with respect to a reversing symmetry \( S \) [19,7]:

Theorem 2.5 (fixed set iteration (FSI) method). Periodic orbits of a map \( L \) are symmetric with respect to a reversing symmetry \( S \) if and only if all points of this orbit lie on intersections of iterates of \( \text{Fix}(S) \) and/or \( \text{Fix}(L \circ S) \). Moreover, a (periodic or non-periodic) orbit is symmetric with respect to a reversing symmetry \( S \) if and only if it has at least one point on either \( \text{Fix}(S) \) or \( \text{Fix}(L \circ S) \).

It is easily shown that a period \( p \) orbit has two points on either \( \text{Fix}(S) \) or \( \text{Fix}(L \circ S) \) if \( p \) is even, and one point on \( \text{Fix}(S) \) as well as one point on \( \text{Fix}(L \circ S) \) if \( p \) is odd. The occurrence of \( S \) and
$L \circ S$ in Theorem 2.5 can be understood in the context of the group structure of $(L, S)$: $S$ and $L \circ S$ are representatives of the two conjugacy classes containing reversing symmetries of the form $L^n \circ S$, for some $n \in \mathbb{Z}$.

The fixed set iteration method originally was developed within the context of systems possessing involutory reversing symmetries [19]. For elementary applications we refer the reader to [9, 17, 20-23]. The validity of this method for noninvolutary reversing symmetries was given in [7].

Let us now extend our discussion to the case of more than one (reversing) symmetry. In this case the structure of the reversing symmetry group starts to play a role of some importance.

**Proposition 2.6.** Consider all orbits of a map $L$ that are symmetric with respect to the (reversing) symmetry $U$. Then for all $\tilde{U}$ in the conjugacy class of $U$, all orbits of $L$ that are symmetric with respect to $\tilde{U}$ are images of the orbits that are symmetric with respect to $U$ under an element of the (reversing) symmetry group of $L$, i.e. a (reversing) symmetry $V$ satisfying $\tilde{U} = V \circ U \circ V^{-1}$.

**Proof.** $\Gamma(x_0)$ is symmetric with respect to $U$, if and only if $\Gamma(Vx_0) = V\Gamma(x_0)$ is symmetric with respect to $V \circ U \circ V^{-1}$.

The latter proposition provides us with guidelines on how to make economic use of the FSI method for finding symmetric periodic orbits. For example, if we have used the FSI method to find all orbits of some period that are symmetric with respect to the reversing symmetry $S$, it is easy to obtain all orbits of that period that are symmetric with respect to any other reversing symmetry group to the orbits that are symmetric with respect to $S$. However, if we want to know the orbits of this period that are symmetric with respect to a reversing symmetry that is not in the conjugacy class of $S$, we have to use the FSI method again, and there is no short-cut.

It is also interesting to find orbits that are symmetric with respect to more than one reversing symmetry. Essentially, we may use the FSI method again for finding these orbits. However, the determination of the period of an orbit of a point on the basis of an intersection of $L^n \circ S$ and $L^m \circ \tilde{S}$ is a little more complicated:

**Theorem 2.7.** Let $S$ and $\tilde{S}$ be two independent reversing symmetries. Then $S, \tilde{S} \in \Sigma(\tau(x_0))$ if and only if $\exists n, m \in \mathbb{Z}$ such that $x_0 \in \text{Fix}(L^n \circ S) \cap \text{Fix}(L^m \circ \tilde{S})$. Let furthermore $\tau(S, S)$ be the greatest common divisor (gcd) of all integers $\tau$, for which

$$
\prod_{j=1}^{\tau} [M_j \circ S \circ M_j \circ S] = \text{Id},
$$

for any

$$
M_j, \tilde{M}_j \in \mathcal{H} := \langle S^2, \tilde{S}^2 \rangle.
$$

Then, if $\tau(S, \tilde{S}) < \infty$ and $m \neq n$, the period of $\Gamma(x_0)$ divides $(n - m)\tau(S, \tilde{S})$.

**Proof.** If $x_0$ is an element of an orbit with an isotropy subgroup $\Sigma(\tau(x_0))$, such that $S, \tilde{S} \in \Sigma(\tau(x_0))$, then for some $n, m \in \mathbb{Z}$ we have

$$
Sx_0 = L^{-n}x_0 \quad \text{and} \quad \tilde{S}x_0 = L^{-m}x_0.
$$

For all $M \in \mathcal{H}$ we obtain

$$
M \circ Sx_0 = M \circ L^{-n}x_0 = L^{-n} \circ Mx_0 = L^{-n}x_0.
$$

In (24) the second equality follows from the commutativity of $M$ with $L$, and the last equality follows from Proposition 2.3. Similarly one obtains for all $\tilde{M} \in \mathcal{H}$

$$
\tilde{M} \circ \tilde{S}x_0 = L^{-m}x_0.
$$

From this it follows by substitution that

$$
\tilde{M} \circ \tilde{S} \circ M \circ Sx_0 = L^{-n} \circ \tilde{S} \circ M \circ Sx_0,
$$

and

$$
\prod_{j=1}^{\tau} [\tilde{M}_j \circ \tilde{S} \circ M_j \circ S]x_0 = L^{\tau(n - m)}x_0,
$$

concluding the proof.
Note that in case the order of \( (S, \tilde{S}) \) is finite, \( \tau \) is finite too. This implies that, in case \( n \neq m \), the intersection points of the fixed sets are points of symmetric periodic orbits.

\( \tau(S, \tilde{S}) \) has the following fundamental properties:

\[
\tau(S, \tilde{S}) = \tau(S, S),
\]

\( \tau(S, S) = 1. \) (29)

The second property (29) is related to the result of Proposition 2.4.

### 2.1. Example

To illustrate some of the results obtained above, let us consider the map on the plane \( L_{\mu} \):

\[
x' = \frac{x - \mu y}{1 + \epsilon \cos(2\pi y)}
\]

\[
y' = y[1 + \epsilon \cos(2\pi x')] + \mu x'.
\]

For all \( \mu \) this map possesses a reversing symmetry group generated by the reversing symmetry \( M_o \), denoting the mirror in the line \( x = y \), and the symmetry \(-Id\). This group is called \( 2m' \), where '2' refers to the generator \(-Id\) and \( m' \) to the reversing generator \( M_o \). In case \( \mu = 0 \) there is an additional reversing symmetry \( R_{\pi/2} \), the rotation around the origin over an angle \( \pi/2 \). The resulting reversing symmetry group is generated by the reversing symmetry \( R_{\pi/2} \) and the symmetry \( M_o \), the mirror in the \( x \)-axis, and is called \( 4'm' \).

In this way we constructed a one-parameter family of maps with \( 2m' \) symmetry, intersecting a point \((\mu = 0)\) with \( 4'm \) symmetry. Note that \( 2m' < 4'm \).

Let us first consider the case \( \mu \neq 0 \). In that case we have two reversing mirrors: \( M_o \) and \( M_w \), denoting the mirror in the line \( x = -y \). These two mirrors are in different conjugacy classes of \( 2m' \). From Proposition 2.6 it then follows that the orbits that are symmetric with respect to \( M_o \) are not related via an element of the reversing symmetry group to the orbits that are symmetric with respect to \( M_w \).

In case \( \mu = 0 \) this situation is drastically changed. Because of the new reversing symmetry \( R_{\pi/2} \), the reversing mirrors \( M_o \) and \( M_w \) are related through conjugation with \( R_{\pi/2} \) and therefore members of the same conjugacy class.

Periodic orbits that are symmetric with respect to a reversing symmetry can be tracked down with use of the FSI method of iterated fixed sets, as has been discussed before. In using this method, in the spirit of Theorem 2.7, the values of \( \tau(S, \tilde{S}) \) should be analyzed first. For this particular example, they are presented in Table 1 (observe the properties (28) and (29) in this table). However, we will not demonstrate the FSI method here in detail.

To illustrate the change of symmetry properties, in Fig. 1 we show two phase portraits of (30). Fig. 1a has \( 4'm \) symmetry and Fig. 1b has \( 2m' \) symmetry. These figures clearly illustrate how the equivalence of orbits that are symmetric with respect to \( M_o \) and \( M_w \) in the case of \( 4'm \) is broken in the case of \( 2m' \). Note in Fig. 1b the occurrence of attractor-repellor pairs that are typical in reversible dynamical systems that are not measure preserving (see also [9]).

---

6 In Appendix A it is explained in detail how this example has been constructed.

7 In classifying the structure of the reversing symmetry groups we make a distinction between reversing and non-reversing generators, borrowing the Shubnikov–Belov notation from magnetic point groups [10]. In this notation the reversing generators are labeled with a prime: \( 2m' \) in case \( \mu \neq 0 \) and \( 4'm \) if \( \mu = 0 \). Ignoring the primes we obtain \( 2m = D_2 \) and \( 4m = D_4 \).

---

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( R_{\pi/2} )</th>
<th>( M_o )</th>
<th>( M_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_{\pi/2} )</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( M_o )</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( M_w )</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
3. k-symmetries and reversing k-symmetries

In this section we study the case that a map possesses some symmetry properties only if it is considered on the right time scale, e.g. \( L \) possesses fewer (reversing) symmetries than \( L^k \). As we said in the introduction, this has been observed to occur in various dynamical systems, see e.g. section 4.

Consider the symmetry group \( \mathcal{G}_k \) of \( L^k \). All \( M_0 \in \mathcal{G}_k \) commute with \( L^k \):

\[
M_0 \circ L^k = L^k \circ M_0 .
\]  

(31)

It follows that

\[
M_0 = L^k \circ M_0 \circ L^{-k} .
\]  

(32)

We now define \( M_i \) by

\[
M_i := L^i \circ M_0 \circ L^{-i} .
\]  

(33)

Because of (31) we have \( M_0 = M_k \). Relation (33) induces a group automorphism \( \phi_L \) of \( \mathcal{G}_k \):

\[
\phi_L : \mathcal{G}_k \mapsto \mathcal{G}_k .
\]  

(34)

The action of \( \phi_L \) on \( M \in \mathcal{G}_k \) is defined as

\[
\phi_L(M) := L \circ M \circ L^{-1} .
\]  

(35)

A similar approach can be followed with the reversing symmetry group \( \mathcal{G}_k \) of \( L^k \). Let \( S_0 \) be a reversing element of \( \mathcal{G}_k \), i.e.

\[
S_0 \circ L^k = L^{-k} \circ S_0 ,
\]  

(36)
from which it follows that
\[ S_0 = L^k \circ S_0 \circ L^k. \]  
(37)

We now define \( S_i \) by
\[ S_i := L^i \circ S_0 \circ L^i. \]  
(38)

By definition \( S_0 = S_k \). Note that \( S_i \) is a reversing element of \( \mathcal{G}_k \) for all \( i \).

Relation (38) induces a permutation on the set of reversing elements of \( \mathcal{G}_k \). If \( S \) is a reversing element of \( \mathcal{G}_k \) then we define
\[ \phi_L(S) := L \circ S \circ L. \]  
(39)

For this permutation we used the same symbol as in (34). In this way we have defined \( \phi_L \) on all of \( \mathcal{G}_k \), via (35) and (39):
\[ \phi_L : \mathcal{G}_k \mapsto \mathcal{G}_k. \]  
(40)

Note that \( \phi_L \) is a group automorphism of \( \mathcal{G}_k \), but in general not of \( \mathcal{G}_k \). In particular we find that \( \phi_L \) has the following properties: let \( S \) and \( \tilde{S} \) be reversing and \( M \) and \( \tilde{M} \) non-reversing elements of \( \mathcal{G}_k \), then for all \( n \in \mathbb{Z} \)

(i) \[ \phi_L^n(M \circ \tilde{M}) = \phi_L^n(M) \circ \phi_L^n(\tilde{M}) , \]

(ii) \[ \phi_L^n(S \circ \tilde{S}) = \phi_L^n(S) \circ \phi_L^n(\tilde{S}) , \]

(iii) \[ \phi_L^n(M \circ S) = \phi_L^n(M) \circ \phi_L^n(S) , \]

(iv) \[ \phi_L^n(S \circ M) = \phi_L^n(S) \circ \phi_L^n(M) . \]  
(41)

Having given some intuitive ideas, we will now present some more formal structures.
Definition 3.1. $U \in \mathcal{E}_k$ is called a (reversing) $k$-symmetry of $L$ if $k$ is the smallest positive integer such that

$$\phi_L^k(U) = U.$$  
(42)

We denote this as

$$\#_L(U) = k.$$  
(43)

Note that it follows that $k$ divides $\tilde{k}$.

Proposition 3.1. Let $U$ and $\tilde{U}$ be elements of the reversing symmetry group $\mathcal{E}_i$ of $L^i$, and let $\#_L(U) = k$ and $\#_L(\tilde{U}) = \tilde{k}$. Then the following implications hold:

$$\#_L(U \circ \tilde{U}) \text{ divides } \text{lcm}(k, \tilde{k}),$$

and it follows that $k$ divides $\tilde{k}$.

Proof. This is a direct consequence of (41). □

Considering a (reversing) $k$-symmetry $U$ of $L$, we find that the dynamics of the map $L$ relates elements of $\mathcal{E}_k$ via the map $\phi_L$. In this context we define the orbit of $U$ under $\phi_L$:

Definition 3.2. The orbit of a (reversing) $k$-symmetry $U$ under $\phi_L$ is defined to be the set

$$\Phi_L(U) := \{\phi_L^i(U)\}_{i=0}^{k-1}. $$  
(44)

The natural environment of an orbit of a (reversing) $k$-symmetry under $\phi_L$ is the orbit group in which it is embedded.

Definition 3.3. The orbit group of a (reversing) $k$-symmetry $U$ of a map $L$, denoted $\mathcal{O}_L(U)$, is the smallest group that contains all (reversing) symmetries of the orbit of $U$ under $\phi_L$, i.e.

$$\mathcal{O}_L(U) := \langle U, \phi_L(U), \ldots, \phi_L^{k-1}(U) \rangle.$$  
(45)

Similarly the orbit group of more (reversing) $k_i$-symmetries $U_i$ ($i = 1, \ldots, n$) is defined as

$$\mathcal{O}_L(U_1, \ldots, U_n) := \langle \mathcal{O}_L(U_1), \ldots, \mathcal{O}_L(U_n) \rangle.$$  
(46)

Note that $\mathcal{O}_L(U_1, \ldots, U_n) \leq \mathcal{E}_k$ with $k = \text{lcm}(k_1, \ldots, k_n)$.

The importance of the notion of orbit groups is illustrated by the following proposition that extends the findings of Proposition 3.1.

Proposition 3.2. Let $U$ and $\tilde{U}$ be elements of the reversing symmetry group $\mathcal{E}_i$ of $L^i$, and let $\#_L(U) = k$ and $\#_L(\tilde{U}) = \tilde{k}$. Then the following implications hold:

$$\mathcal{O}_L(U) \cap \mathcal{O}_L(\tilde{U}) = \{\text{Id}\}$$

$$\Rightarrow \#_L(U \circ \tilde{U}) = \text{lcm}(k, \tilde{k}),$$

$$k = 1 \Rightarrow \#_L(\tilde{U}) = \tilde{k},$$

$$\tilde{k} = 1 \Rightarrow \#_L(U \circ \tilde{U}) = k.$$  
(49)

Proof. Let $\#_L(U \circ \tilde{U}) = q$, where $q$ divides $\text{lcm}(k, \tilde{k})$ (cf. Proposition 3.1), then we find using (41)

$$\phi_L^q(U \circ \tilde{U}) = \phi_L^q(U) \circ \phi_L^{-q}(\tilde{U}) = U \circ \tilde{U}. $$  
(50)

This implies that there exists an $A \in \mathcal{E}_k$ such that

$$\phi_L^q(U) = U \circ A,$$

$$\phi_L^{-q}(\tilde{U}) = A^{-1} \circ \tilde{U},$$  
(51)

and it follows that

$$A \in \mathcal{O}_L(U) \cap \mathcal{O}_L(\tilde{U}).$$  
(52)

Hence, in case $A = \text{Id}$, we immediately find that $\#_L(U \circ \tilde{U}) = \text{lcm}(k, \tilde{k})$. In case $\tilde{k} = 1$, or $k = 1$, we automatically have $A = \text{Id}$. □

The most important property of an orbit group is the fact that it is mapped onto itself by $\phi_L$. Moreover, each subgroup of $\mathcal{E}_k$ (for some $k$) that is closed under $\phi_L$ is in fact an orbit group of some (reversing) $k$-symmetries. To each such a group we can assign a number.

Definition 3.4. Let $\mathcal{D}$ be a subgroup of $\mathcal{E}_k$, i.e. the reversing symmetry group of $L^k$. Then $\#_L(\mathcal{D})$ is defined to be the smallest positive integer such that

$$\phi_L^{\#_L(\mathcal{D})}(U) = U $$

(53)

for all $U \in \mathcal{D}$. Note that $\#_L(\mathcal{D})$ is a divisor of $k$. 
With this definition it follows that if \( U \) is a \( k \)-symmetry of a map \( L \),
\[
\#_L(\mathcal{G}_k(U)) = k.
\]

**Definition 3.5.** If the symmetry group \( \mathcal{G}_k \) of \( L^k \) satisfies \( \#_L(\mathcal{G}_k) = k \), then \( \mathcal{G}_k \) will also be called the \( k \)-symmetry group of \( L \). Analogously, the reversing symmetry group \( \mathcal{E}_k \) of \( L^k \) will also be called the reversing \( k \)-symmetry group of \( L \) if \( \#_L(\mathcal{E}_k) = k \).

We can regard \( \mathcal{E}_k \) as being composed of a reversing and a non-reversing part
\[
\mathcal{E}_k = \mathcal{E}_k \cup S \mathcal{E}_k,
\]
with \( S \) an arbitrary reversing element of \( \mathcal{E}_k \). This implies that if a map possesses a reversing symmetry, it automatically possesses as many symmetries as reversing symmetries.

In practice it is hard and sometimes inconvenient to consider the entire (reversing) \( k \)-symmetry group of a map. In most cases we only deal with subgroups of the full (reversing) \( k \)-symmetry groups. In considering subgroups of the full (reversing) \( k \)-symmetry groups it is important to distinguish between subgroups that are closed under \( \phi_L \) (like \( \mathcal{E}_k \)) and subgroups that are not.

**Definition 3.6.** In contrast to the \( k \)-symmetry group of a map \( L \), we define a \( k \)-symmetry group \( \mathcal{H} \) of \( L \) to be a subgroup of the symmetry group \( \mathcal{G}_k \) of \( L^k \), such that \( \mathcal{H} \) is closed under \( \phi_L \) and \( \#_L(\mathcal{H}) = k \). Along the same lines we call \( \mathcal{F} \) a reversing \( k \)-symmetry group if \( \mathcal{F} \) is a subgroup of the reversing symmetry group \( \mathcal{E}_k \) of \( L^k \) that is closed under \( \phi_L \) and satisfies \( \#_L(\mathcal{F}) = k \).

Note that every subgroup of the (reversing) \( k \)-symmetry group of \( L \) is a (reversing) symmetry group of \( L^k \) but not necessarily a (reversing) \( k \)-symmetry group of \( L \), for some \( \tilde{k} \) (dividing \( k \)); only the subgroups that are orbit groups (i.e. closed under \( \phi_L \)) are called (reversing) \( \tilde{k} \)-symmetry groups.

Considering the composition properties of (reversing) \( k \)-symmetries we find that
\[
\mathcal{G}_N := \bigcup_{k \in \mathbb{N}} \mathcal{G}_k,
\]
\[
\mathcal{E}_N := \bigcup_{k \in \mathbb{N}} \mathcal{E}_k,
\]
are groups under composition. It is easily shown that the composition of a reversing element of \( \mathcal{E}_{k_1} \) and a reversing element of \( \mathcal{E}_{k_2} \) is an element of \( \mathcal{G}_{\text{lcm}(k_1,k_2)} \). The same conclusion follows for two non-reversing elements of reversing symmetry groups with different values of \( k \). The composition of a reversing element of \( \mathcal{E}_k \), and a non-reversing element of \( \mathcal{E}_{k_2} \) is a reversing element of \( \mathcal{E}_{\text{lcm}(k_1,k_2)} \). If \( k_1 \) divides \( k_2 \) then \( \mathcal{E}_{k_1} \leq \mathcal{E}_{k_2} \) and vice-versa. This fact underlies the subgroup structure of \( \mathcal{E}_N \).

After introducing the generalizations of (reversing) symmetries to (reversing) \( k \)-symmetries, we would like to see to what extent the celebrated FSI method for finding (periodic) orbits that are symmetric with respect to reversing symmetries can be extended to the case of reversing \( k \)-symmetries.

Before we consider extensions of the FSI method, we first have a close look at the way in which (reversing) \( k \)-symmetries manifest themselves in the dynamics.

Suppose \( \Delta \) is an invariant set of \( L \). Then if \( U \) is a (reversing) symmetry it follows that \( U \Delta \) is an invariant set of \( L \) too, and we say that \( \Delta \) is symmetric with respect to \( U \) if and only if \( U \Delta = \Delta \). However, in case \( U \) is a (reversing) \( k \)-symmetry the ordinary notion of 'symmetric' is inappropriate, as illustrated by the following proposition.

**Proposition 3.3.** Let \( U \) be a (reversing) \( k \)-symmetry of a map \( L \), then
\[
U \Gamma(x_0) = \Gamma(x_0) \iff \forall n \in \mathbb{Z}, \phi_L^n(U) \Gamma(x_0) = \Gamma(x_0).
\]
\[
(58)
\]
Let \( S \) be a reversing \( k \)-symmetry of a map \( L \), then
\[
SI(x_0) = I(x_0)
\]
\[
\Rightarrow \forall n, \exists m \text{ such that } x_0 \in \text{Fix}(\phi_L^m(S) \circ \phi_L^n(S)) .
\]
(59)

**Proof.** In proving (58), consider first the case that \( U \) is a reversing \( k \)-symmetry \( S \). Then
\[
SI(x_0) = I(x_0)
\]
\[
\Leftrightarrow \forall n \in \mathbb{Z}, \exists m \in \mathbb{Z} \text{ such that } S \circ L^n x_0 = L^m \circ L^n x_0 ,
\]
(60)
\[
\Leftrightarrow \forall n \in \mathbb{Z}, \exists m \in \mathbb{Z} \text{ such that } \phi_L^n(S)x_0 = L^m x_0 .
\]
(61)

Furthermore, for all integers \( n \) and \( p \) there exists an integer \( m \) such that
\[
\phi_L^n(S) \circ L^p x_0 = L^m \circ L^p x_0 \]
\[
= L^{-p} \circ L^m x_0 = L^{m-2p} \circ L^p x_0 .
\]
(62)

Hence,
\[
\forall n, p \in \mathbb{Z}, \exists m \in \mathbb{Z} \text{ such that } 
\phi_L^n(S) \circ L^p x_0 = L^m \circ L^p x_0 .
\]
(63)

In case \( U \) is a \( k \)-symmetry, the proof of (58) is analogous.

From (61) we find that for all integers \( n \) there exists an integer \( m \) such that
\[
L^m \circ \phi_L^n(S)x_0 = x_0 ,
\]
(64)

implying (59)\(^8\).

This proposition indicates that the ordinary notion of 'symmetric' is very restrictive when dealing with (reversing) \( k \)-symmetries. This originates from the fact that the image under a (reversing) \( k \)-symmetry \( U \) of an invariant set \( \Delta \), i.e. \( U\Delta \), does not have to be an invariant set of \( L \).

A more useful property becomes clear if one considers orbits of points in state space that are in the fixed set \( \text{Fix}(L^m \circ S) \) (for some integer value of \( m \)). These orbits have special symmetry properties.

**Proposition 3.4.** Let \( S \) be a reversing \( k \)-symmetry of a map \( L \), then
\[
\exists m \in \mathbb{Z} \text{ such that } x_0 \in \text{Fix}(L^m \circ S)
\]
\[
\Leftrightarrow \forall x_i \in I(x_0), \exists p \in \mathbb{Z} \text{ such that } 
\phi_L^p(S)x_i \in I(x_0) .
\]
(65)

**Proof.**
\[
x_0 = L^m \circ Sx_0 \Leftrightarrow 
\forall p \in \mathbb{Z}, \phi_L^{-p}(S) \circ L^p x_0 = L^{-m-p}x_0
\]
(66)

The symmetry property of orbits that is observed in the previous proposition is a natural generalization of the ordinary notion of 'symmetric' to \( k \)-symmetric.

**Definition 3.7.** An orbit \( I(x_0) \) is \( k \)-symmetric with respect to a (reversing) \( k \)-symmetry \( U \) if there is a point \( x \in I(x_0) \) such that \( Ux \in I(x_0) \).

As in the case of ordinary (reversing) symmetries, we find again that all symmetry properties of an orbit are completely specified by giving a point on the orbit and (the generators of) the isotropy subgroup of that point. In the case of (reversing) \( k \)-symmetries however, in general, the isotropy subgroup of a point is not an orbit group, and therefore not a (reversing) \( k \)-symmetry group.

From Proposition 3.4 it follows that \( \text{Fix}(L^m \circ S) \) plays an important role in the analysis of \( k \)-symmetric orbits. As a generalization of (19) and (20) we find \( \forall n, p \in \mathbb{Z} \)
\[
\text{Fix}(L^{2n} \circ \phi_L^{p-n}(S)) = L^n(\text{Fix}(\phi_L^p(S))) ,
\]
(67)
\[
\text{Fix}(L^{2n+1} \circ \phi_L^{p-n}(S)) = L^n(\text{Fix}(L \circ \phi_L^p(S))) .
\]
(68)

These properties allow us to generalize the FSI method to reversing \( k \)-symmetries.
Theorem 3.5 (fixed set iteration (FSI) method). All points of periodic orbits of a map $L$ that are $k$-symmetric with respect to a reversing $k$-symmetry $S$ lie on intersections of iterates of $\text{Fix}(\phi_L^p(S))$ and/or $\text{Fix}(L \circ \phi_L^q(S))$ for some integer value of $p$ and $q$. Moreover, an orbit $\Gamma(x_0)$ is $k$-symmetric with respect to the reversing $k$-symmetry $S$ if and only if $\Gamma(x_0)$ has at least one point on either $\text{Fix}(L \circ \phi_L^p(S))$ or $\text{Fix}(\phi_L^q(S))$ for some integer value of $p$.

The above result generalizes the basis of the FSI method for finding orbits that are symmetric with respect to reversing symmetries, as discussed in the previous section, to a similar method for finding orbits that are $k$-symmetric with respect to reversing $k$-symmetries.

We will now focus on the dynamical implications of the intersections of the fixed sets. Firstly, we find as a direct generalization of Proposition 2.3 a condition on the domain in which the fixed sets can occur.

**Proposition 3.6.** Let $S$ be a reversing $k$-symmetry of map $L$, then

$$x_0 \in \text{Fix}(L^m \circ S) \Rightarrow x_0 \in \text{Fix}(\phi_L^m(S) \circ S).$$

**Proof.**

$$L^m \circ S x_0 = x_0 \Rightarrow L^m \circ S \circ L^m \circ S x_0 = x_0.$$ (69)

Hence, points of orbits that are $k$-symmetric with respect to a reversing $k$-symmetry $S$ are in $\text{Fix}(\phi_L^m(S) \circ \phi_L^n(S))$ for some integer value of $m$ and $n$.

Now let us consider what we can say about the dynamics of points that are in the intersections of the fixed sets. We consider right away the case of a reversing $k$-symmetry $S$ and a reversing $k$-symmetry $\tilde{S}$ from which the case of one reversing $k$-symmetry can easily be deduced, setting $\tilde{S}$ equal to $S$. The following theorem generalizes Theorem 2.7.

**Theorem 3.7.** Let $x_0$ be a point on an orbit that is $k$-symmetric with respect to the reversing $k$-symmetry $S$ and $\tilde{k}$-symmetric with respect to the reversing $\tilde{k}$-symmetry $\tilde{S}$, such that

$$Sx_0 = L^{-n}x_0 \quad \text{and} \quad \tilde{S}x_0 = L^{-m}x_0.$$ (71)

Let furthermore $\tau_{n,m}(S, \tilde{S})$ be the greatest common divisor (gcd) of all integers $\tau$, satisfying either

$$\prod_{j=1}^{\tau} [\phi_L^{(r-j)(m-n)+n}(\tilde{M}_j \circ \tilde{S}) \circ \phi_L^{(r-j)(m-n)}(M_j \circ S)]]$$

$$= 1 \text{d},$$ (72)

or

$$\prod_{j=1}^{\tau} [\phi_L^{(r-j)(m-n)+m}(M_j \circ S) \circ \phi_L^{(r-j)(m-n)}(\tilde{M}_j \circ \tilde{S})]$$

$$= 1 \text{d},$$ (73)

for any $M_j \in \mathcal{H}$ and $\tilde{M}_j \in \tilde{\mathcal{H}}$, where

$$\mathcal{H} := \langle S \circ \phi_L^m(S), \phi_L^{-m-n}(S) \circ \phi_L^n(S) \rangle,$$ (74)

$$\tilde{\mathcal{H}} := \langle \tilde{S} \circ \phi_L^m(S), \phi_L^{-m-n}(S) \circ \phi_L^n(S) \rangle.$$ (75)

Then, if $\tau_{n,m}(S, \tilde{S}) < \infty$ and $m \neq n$, $\Gamma(x_0)$ is a periodic orbit with a period that divides $(n-m)\tau_{n,m}(S, \tilde{S})$.

**Proof.** Given (71), we find

$$L^{-m-n}x_0 = L^n \circ \tilde{S}x_0 = \phi_L^n(\tilde{S}) \circ L^{-n}x_0$$

$$= \phi_L^n(\tilde{S}) \circ S x_0,$$ (76)

and in a similar way

$$L^{-m-n}x_0 = \phi_L^m(S) \circ \tilde{S} x_0.$$ (77)

Hence we obtain

$$L^{\tau(n-m)}x_0 = L^{(r-1)(n-m)} \circ \phi_L^n(\tilde{S}) \circ S x_0,$$ (78)

$$= \phi_L^{(r-1)(n-m)}(\phi_L^n(\tilde{S}) \circ S) L^{(r-1)(n-m)}x_0,$$ (79)

$$= \prod_{j=1}^{\tau} [\phi_L^{(r-j)(n-m)}(\phi_L^n(\tilde{S}) \circ S)] x_0.$$ (80)

With the help of the relations (41), this can be written as
\[ L^{r(n-m)}x_0 = \prod_{j=1}^{r} [\phi_L^{(r-j)(n-m)+n}(\tilde{S}) \circ \phi_L^{(r-j)(m-n)}(S)]x_0 . \]  
(81)

A more stringent condition is found, if one realizes that, from Proposition 3.6 and (71), it follows that
\[ M \circ Sx_0 = L^{-n}x_0 \quad \text{and} \quad \tilde{M} \circ \tilde{S}x_0 = L^{-m}x_0 , \]  
(82)
for all \( M \in \mathcal{H} \) and \( \tilde{M} \in \tilde{\mathcal{H}} \). Incorporating this fact, leads us to (72). In an analogous way we derived condition (73).

Note that it follows directly from the above proposition that
\[ \tau_{m,n}(S, \tilde{S}) = \tau_{m,n}(\tilde{S}, S) , \]  
(83)
\[ \tau_{m,m}(S, S) = 1 . \]  
(84)

If the orbit group \( C_L(S, \tilde{S}) \) is finite, then \( \tau_{m,m}(S, \tilde{S}) \) is finite too. This implies that, in case \( n \neq m \), the intersection points of the fixed sets are points of \( k \)- and \( \tilde{k} \)-symmetric period orbits.

In discussing the \( k \)-symmetry properties of a map \( L \) possessing a (reversing) \( k \)-symmetry, it is of interest to compare \( k \)-symmetric orbits of \( L \) with symmetric orbits of \( L^k \). In this respect it is easily checked that if an orbit \( \Gamma^{(k)}(x_0) \) of \( L^k \) is symmetric with respect to a (reversing) \( k \)-symmetry \( U \) of \( L \), then \( \Gamma(x_0) \) is \( k \)-symmetric with respect to \( U \). However, if \( \Gamma(x_0) \) is \( k \)-symmetric with respect to a (reversing) \( k \)-symmetry \( U \), it is not necessarily so that \( \Gamma^{(k)}(x_0) \) is symmetric with respect to \( U \).

Let us consider an orbit \( \Gamma(x_0) \) that is \( k \)-symmetric with respect to a (reversing) \( k \)-symmetry \( U \), such that (without loss of generality)
\[ Ux_0 = L^mx_0 , \]  
(85)
for some \( m \in \mathbb{Z} \). Furthermore, let \( \Gamma^{(k)}(x_0) \) be the orbit of \( x_0 \) under the map \( L^k \). Then it is obvious that \( \Gamma^{(k)}(x_0) \) is symmetric with respect to \( L^{-m} \circ U \), because of the fact that \( L \) is a symmetry of \( L^k \).

\textit{Proposition 3.8.} Let \( \Gamma(x_0), \Gamma^{(k)}(x_0) \) and \( U \) be defined as above, satisfying (85). Then \( \Gamma^{(k)}(x_0) \) is symmetric with respect to \( U \) if and only if
\[ \exists j \in \mathbb{Z} \text{, such that} \ (m + kj) = 0 \mod p \ , \]  
(86)
where \( p \) is the period of \( \Gamma(x_0) \) (read \( p = \infty \) in case \( \Gamma(x_0) \) is nonperiodic).

\textit{Proof.} If \( \Gamma^{(k)}(x_0) \) is symmetric with respect to \( U \) then
\[ \forall j \in \mathbb{Z} , \exists q \in \mathbb{Z} \text{ such that} \ U \circ L^{kj}x_0 = L^{kj}x_0 . \]  
(87)
From (85), however, it follows that
\[ U \circ L^{kj}x_0 = L^{m \pm kj}x_0 , \]  
(88)
where \( \pm \) depends on \( U \) being reversing or not. This implies that \( \Gamma^{(k)}(x_0) \) is symmetric with respect to \( U \) if and only if
\[ \forall j \in \mathbb{Z} , \exists q, t \in \mathbb{Z} \text{ such that} \ m \pm kj + pt = kj . \]  
(89)
This is equivalent to
\[ \exists j \in \mathbb{Z} \text{ such that} \ (m + kj) = 0 \mod p \ . \]  
(90)
\[ \square \]

An application of the above phenomenon is discussed in section 4.2.

The following proposition discusses some implications that follow in the case that \( \Gamma(x_0) \) is \( k \)-symmetric with respect to a (reversing) \( k \)-symmetry \( U \) and at the same time \( \Gamma^{(k)}(x_0) \) is symmetric with respect to \( U \).

\textit{Proposition 3.9.} Let \( \Gamma(x_0) \) be \( k \)-symmetric with respect to a (reversing) \( k \)-symmetry \( U \) and let \( \Gamma^{(k)}(x_0) \) be symmetric with respect to \( U \). Then – in case \( U \) is a \( k \)-symmetry:

---

\(^9\)Note that this remark generalizes the remark given below Theorem 2.7.
\( \forall i \in \mathbb{Z}, \Gamma^{(k)}(L^j x_0) \) is symmetric with respect to 
\[ \phi_L^i(U) . \]  
- in case \( U \) is a reversing \( k \)-symmetry: let \( i \in \mathbb{Z} \), then 
\[ \Gamma^{(k)}(L^i x_0) \) is symmetric with respect to \( \phi_L^{-i}(U) \)
if and only if \( 2i/k \in \mathbb{Z} . \)

**Proof.** Considering the proof of Proposition 3.8, it is easily shown that, in case \( U \) is a \( k \)-symmetry, (87) implies 
\[ \forall j \in \mathbb{Z}, \exists q \in \mathbb{Z} \) such that \( \phi_L^j(U) \circ L^{kj+i} x_0 \]
\[ = L^{kq+i} x_0 . \] (93)
In case \( U \) is a reversing \( k \)-symmetry, (87) leads to 
\[ \forall j \in \mathbb{Z}, \exists q \in \mathbb{Z} \) such that \( \phi_L^{-j}(U) \circ L^{kj+i} x_0 \]
\[ = L^{kq-i} x_0 . \] (94)
From the latter equation it follows that 
\[ \Gamma^{(k)}(L^i x_0) \) is symmetric with respect to \( \phi_L^{-i}(U) \) if and only if \( 2i/k \) is an integer. \( \square \)

One could raise the question whether in case \( \Gamma^{(k)}(x_0) \) is not symmetric with respect to \( U \), at least one point on the orbit of \( x_0 \) will be symmetric with respect to an element of the orbit of \( U \) under \( \phi_L \). A natural candidate for the point \( L^j x_0 \) is \( \phi_L^{-i}(U) \), where the plus sign refers to the case that \( U \) is a \( k \)-symmetry, and the minus sign to the case that \( U \) is a reversing \( k \)-symmetry. The following proposition deals with this question.

**Proposition 3.10.** Let \( \Gamma(x_0), \Gamma^{(k)}(x_0) \) and \( U \) be defined as above, satisfying (85). Let moreover \( \Gamma^{(k)}(x_0) \) not be symmetric with respect to \( U \). Then

- in case \( U \) is a \( k \)-symmetry: for all \( i \in \mathbb{Z} \), \( \Gamma^{(k)}(L^i x_0) \) is not symmetric with respect to \( \phi_L^i(U) \).
- in case \( U \) is a reversing \( k \)-symmetry: there is always an \( i \in \mathbb{Z} \) such that \( \Gamma^{(k)}(L^i x_0) \) is symmetric with respect to \( \phi_L^{-i}(U) \) unless \( m \) is odd, \( k \) is even, and (in case \( \Gamma(x_0) \) is periodic) the period of \( \Gamma(x_0) \) is even.

**Proof.** The part of this proposition in which \( U \) is a \( k \)-symmetry follows as a corollary from Proposition 3.9.

In case \( U \) is a reversing \( k \)-symmetry, we obtain from (94) and Proposition 3.8 that \( \Gamma^{(k)}(L^i x_0) \) is symmetric with respect to \( \phi_L^{-i}(U) \) if and only if 
\[ \exists j, i \in \mathbb{Z} \) such that \( (m + kj + 2i) = 0 \mod p \).

The latter condition is always satisfied unless \( m \) is odd and \( k \) and \( p \) are even. \( \square \)

Finally, we would like to emphasize that the importance of (reversing) \( k \)-symmetries for dynamical phenomena is not restricted to the FSI method for finding periodic orbits. For instance, they also determine the symmetries observed in the global phase portrait of a dynamical system. In fact, if \( \mathcal{P} \in \Omega \) is the set of all (points on) periodic orbits of \( L \), and \( \mathcal{C} \in \Omega \) is the set of all (points on) chaotic orbits of \( L \), then for all \( U \in \mathcal{C}_N \),
\[ U\mathcal{P} = \mathcal{P} , \] (96)
\[ U\mathcal{C} = \mathcal{C} . \] (97)
In fact, in [10], symmetry properties of stochastic webs were understood in the spirit of (97)\(^{10}\).

### 3.1. Example

After having discussed several properties of dynamical systems possessing (reversing) \( k \)-symmetries, we will now concentrate on a simple

\(^{10}\) For discussions on the way (reversing) symmetries manifest themselves in the global phase portrait, see e.g. also [24,25].
example. On this example we will demonstrate the use of the FSI method.

Let us consider the map \( L \) on the plane, given by

\[
\begin{align*}
x' &= \lambda \sin(\pi x) - y + \kappa \sin(\pi x - \pi \lambda \sin(\pi x)), \\
y' &= -x + \kappa \sin(\pi y - \pi \lambda \sin(\pi x)) - \lambda \sin(\pi x'),
\end{align*}
\]

(98)

where \( \kappa, \lambda \in \mathbb{R} \) are parameters. The map \( L \) possesses the mirrors in the \( x \)-axis, \( M_x \), and \( y \)-axis, \( M_y \), as reversing 2-symmetries. In fact, they form an orbit under \( \phi_L \):

\[
\phi_L^2(M_x) = \phi_L(M_y) = M_x.
\]

As a result of this, \(-\text{Id}\) is a symmetry of \( L \). Moreover, (98) possesses the property that the translations with translation vector \((1,1)\) and \((1,-1)\) are reversing 2-symmetries of \( L \).

In Fig. 2 and Fig. 3 we present the global phase portraits of (98) in case \( K = 0.34 \) and \( \lambda = -0.2 \). In this figure we also plotted some iterates of \( \text{Fix}(M_x) \) (lines) and \( \text{Fix}(M_y) \) (dashed lines). From the fact that \( (M_x, M_y) \) is a finite group it immediately follows that all intersection points of these curves are points on periodic orbits.

More information on the periods of these points can be achieved by calculating \( \tau_{n,m}(S, \tilde{S}) \) for all \( S, \tilde{S} \in \{M_x, M_y\} \) in the spirit of Theorem 3.7. In Table 2 the results of this calculation are presented.

4. Some examples from physics: the standard map, web maps, trace maps, and the kicked rotator

In this section we present some examples of dynamical systems arising in the context of problems in physics, possessing (reversing) \( k \)-symmetries. However, a detailed discussion of these examples is beyond the scope of the present paper. Here, we mainly want to emphasize the occurrence and consequences of the (reversing) \( k \)-symmetries in these dynamical systems.

4.1. The standard map

In the study of the dynamics of a charged particle in a kicking inhomogeneous electric field the nontrivial part of the dynamics in phase space is modelled by the so-called standard map [14].

\[
L: \begin{cases} 
x' = x + y, \\
y' = y + f(x'),
\end{cases}
\]

(100)

where \( f(x) = f(x + 1) \). Let \( U_{a,b} \) be defined as a translation in the plane with translation vector \((a, b)\), i.e.

\[
U_{a,b}(x, y) = (x + a, y + b).
\]
Then for all $n, m \in \mathbb{Z}$ we have
\[ U_{n,m} \circ L = L \circ U_{n,-m,m}. \tag{102} \]
This implies that $U_{1,0}$ (and hence $U_{m,0}$ for all $m \in \mathbb{Z}$) is a symmetry of $L$.

Now we can perform a little trick by making use of the symmetry to define the map on a cylinder taking the $x$-part of the phase plane modulo $k$. Doing this, we find that $U_{0,1}$ is a $k$-symmetry and $U_{0,k}$ is a $(1)$-symmetry of the standard map defined on this cylindrical phase space. Hence, making use of the symmetry we can reduce the phase space further to the 2-torus $\mathbb{R}/k\mathbb{Z} \times \mathbb{R}/k\mathbb{Z}$. Choosing $k$ equal to one, we obtain the usual reduction to the 2-torus $\mathbb{R}/\mathbb{Z} \times \mathbb{R}/\mathbb{Z}$, on which all translations $U_{n,m}$ ($n, m \in \mathbb{Z}$) are symmetries\(^{13}\).

Besides these $(k)$-symmetries, $L$ also possesses the reversing symmetry
\[ S: \begin{cases} x' = x + y, \\ y' = -y. \end{cases} \tag{103} \]
Moreover, if $f$ is odd, i.e. $f(x) = -f(-x)$, then $-\text{Id}$ is an additional symmetry of the standard map.

Summarizing, the following groups are found to be reversing $k$-symmetry groups of the standard map $L$ defined on $\mathbb{R}/k\mathbb{Z} \times \mathbb{R}/k\mathbb{Z}$:
\[ f \text{ 1-periodic } \langle S, U_{1,0}, U_{0,1} \rangle, \tag{104} \]

\(^{13}\) In [27], this reduction is supported by a different argument. For a discussion of this other argument, see section 5.
$f$ 1-periodic and odd $\langle S, -\text{Id}, U_{1,0}, U_{0,1} \rangle$.

(105)

On $\mathbb{R}/k \times \mathbb{R}/k$ we have the reversing $\tilde{k}$-symmetries ($\tilde{k}$ divides $k$) $S \circ U_{p,q}$ (if $f$ is odd also $-S \circ U_{p,q}$). For each of these reversing $\tilde{k}$-symmetries there may be $\tilde{k}$-symmetric orbits. Note in this respect that the use of the reversing $\tilde{k}$-symmetries is limited by the fact that $\text{Fix}(\phi^n_L(\pm S \circ U_{p,q}) \circ \pm S \circ U_{p,q})$ should be nonempty for some integer value of $n$ (cf. Proposition 3.6). Here we find that

$$\text{Fix}(\phi^n_L(\pm S \circ U_{p,q}) \circ S \circ U_{p,q}) = \text{Fix}(U_{2p+q(1-n),0})$$

(106)

$$\text{Fix}(\phi^n_L(-S \circ U_{p,q}) \circ S \circ U_{p,q}) = \text{Fix}(U_{q(n-1),2q})$$

(107)

yielding possibilities for the occurrence of $\tilde{k}$-symmetric orbits only if there exists an integer $n$ such that $2p + (1 - n)q = 0 \mod k$ or (in case $f$ is odd) $(q(n - 1), 2q) = (0, 0) \mod k$.

We will not analyze the occurrence of the $\tilde{k}$-symmetric orbits here in detail. They can be tracked down using the FSI method as discussed in section 3.4.

4.2. Web maps

The physical system leading to the standard map, may be extended with a homogeneous magnetic field. In that case, the nontrivial part of

---

14 For an FSI analysis with respect to the reversing symmetry (103), see [20,21].
the dynamics in phase space is modelled by the so-called web map [15]15. This map is given by [15,12]

Table 2
The values of $\tau_{m,n}(S, S)$ for all $S, S \in \{M_x, M_y\}$ that are reversing 2-symmetries of the map (98), cf. Theorem 3.2

<table>
<thead>
<tr>
<th>$n - m$</th>
<th>$n, m$ even</th>
<th>$n, m$ odd</th>
</tr>
</thead>
<tbody>
<tr>
<td>even</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>odd</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

L\textsubscript{\alpha} = R\textsubscript{\alpha} \circ T ,

where $R\textsubscript{\alpha}$ and $T$ are given by

\[
R\textsubscript{\alpha} : \begin{cases} 
  x' = x \cos(\alpha) + y \sin(\alpha), \\
  y' = -x \sin(\alpha) + y \cos(\alpha),
\end{cases}
\]

\[
T : \begin{cases} 
  x' = x + f(y), \\
  y' = y,
\end{cases}
\]

and $f(y) = f(y + 1)$. In [10] it was shown that in case $\alpha = \alpha_{p,q} := 2\pi p/q$ with $p$ and $q$ coprime integers and $q \in \{1, 2, 3, 5, 6\}$, $L_{\alpha_{p,q}}^q$ possesses a reversing symmetry group that is a two-dimensional crystallographic space group. Moreover it was shown that these reversing symmetry groups are not reversing symmetry groups of $L_{\alpha_{p,q}}^q$ itself. Remains the question whether these crystallo-
graphic groups are reversing q-symmetry groups of \( L_{\alpha,p,q} \).

Let us first recall the symmetries and reversing symmetries of \( L_{\alpha} \) for arbitrary \( \alpha \). \( L_{\alpha} \) is reversible, with reversing symmetry [10]

\[
S = R_{\alpha} \circ M_y ,
\]

where \( M_y \) is the mirror in the y-axis, and has an additional symmetry \(-Id\) if \( f \) is odd, i.e. \( f(-y) = -f(y) \).

We will analyze the case \( q = 4 \) and \( \alpha = \pi/2 \) in detail. In this case, the map is given by

\[
L_{\pi/2} : \begin{cases} x' = y, \\ y' = -x - f(y). \end{cases}
\]

For arbitrary (nonperiodic) \( f \) the only nontrivial (reversing) symmetry seems to be \( S \), given by (110).

If \( f \) is unit-periodic, i.e. \( f(y + 1) = f(y) \), we find that for all \( n, m, r \in \mathbb{Z} \)

\[
L'_{\alpha,p,q} \circ U_{n,m} \circ L'_{\alpha,p,q} = R'_{\alpha,p,q} \circ U_{n,m} \circ R'^{-r}_{\alpha,p,q} ,
\]

where the translation \( U_{n,m} \) is defined by (101). Hence it follows directly that the group of translations \( \{U_{n,m}\} \) is a 4-symmetry group of \( L_{\alpha,p,q} \). There is more, however. We know that \( S \), given by (110), is a reversing symmetry of \( L_{\alpha,p,q} \). Moreover, from Proposition 3.2, it follows that \( U_{n,m} \circ S \) are reversing 4-symmetries for all \( n, m \in \mathbb{Z} \). These reversing 4-symmetries are of infinite order (unless \( n = m = 0 \)). It follows that the group

\[
\langle U_{1,0}, U_{0,1}, S \rangle
\]

is a reversing 4-symmetry group of \( L_{\alpha,p,q} \).

If \( f \) is odd, \( R_{\pi} \) is a symmetry of \( L_{\alpha,p,q} \). Hence, if \( f \) is odd and unit-periodic the group

\[
\langle U_{1,0}, U_{0,1}, S, R_{\pi} \rangle
\]

is a reversing 4-symmetry group of \( L_{\alpha,p,q} \). Note that \( U_{n,m} \circ R_{\pi} \) is a rotation over \( \pi \) around the point \((n/2, m/2)\).

If \( f \) is odd and \( f(y + 1/2) = -f(y) \) (which implies that \( f \) is also unit-periodic) we find additional reversing 4-symmetries of order four. Let \( \tilde{R}_{n,m} \) be defined as a rotation over \( \pi/2 \) around the point \((n/2, m/2)\) then it is easy to check that in case \( n, m \in \mathbb{Z} \) and \((n + m)\) is odd

\[
L_{\alpha,p,q} \circ \tilde{R}_{n,m} \circ L_{\alpha,p,q} = \tilde{R}^{-1}_{n,m} ,
\]

\[
L_{\alpha,p,q} \circ \tilde{R}^{-1}_{n,m} \circ L_{\alpha,p,q} = \tilde{R}_{n,-m} ,
\]

\[
L_{\alpha,p,q} \circ \tilde{R}_{-n,-m} \circ L_{\alpha,p,q} = \tilde{R}_{n,-m} ,
\]

\[
L_{\alpha,p,q} \circ \tilde{R}_{-n,-m} \circ L_{\alpha,p,q} = \tilde{R}_{n,m} .
\]

Similar relations are found in case \( \alpha = -\pi/2 \).

Furthermore, from Proposition 3.2 it follows that \( \#L(U_{n,m}) = 4 \) for all \( n, m, n', m' \in \mathbb{Z} \) with \( n + m \) odd, because \( \partial_L(U_{n,m}) \cap \partial_L(U_{n',m'}) = \{Id\} \).

Hence, we find in case \( f \) is odd and \( f(y + 1/2) = -f(y) \) that

\[
\langle U_{1,0}, U_{0,1}, S, R_{\pi}, \tilde{R}_{1,0} \rangle
\]

is a reversing 4-symmetry group of \( L_{\alpha,p,q} \) (in case \( \alpha = \pm\pi/2 \)).

Let us consider the noninvolutory reversing 4-symmetries \( \bar{R}_{n,m} \). An orbit of \( L_{\alpha,p,q} \) is 4-symmetric with respect to such a reversing 4-symmetry if and only if it has a point either on \( \text{Fix}(\bar{R}_{n,m}) \) or on \( \text{Fix}(L_{\alpha,p,q} \circ \bar{R}_{n,m}) \), for some \( n, m \in \mathbb{Z} \) such that \( n + m \) is odd.

We have

\[
\text{Fix}(\bar{R}_{n,m}) = (n/2, m/2) .
\]

The 4-symmetric orbits with a point on \((n/2, m/2)\), with \( n + m \) odd, are points of period four. We even find for all \( r, n, m \in \mathbb{Z} \)

\[
L_{\pi/2}(n/2, m/2) = R'_{\pi/2}(n/2, m/2) .
\]

In fact, the point \((n/2, m/2)\) is precisely the only point in the phase space of \( L_{\alpha,p,q} \) that is symmetric with respect to its reversing symmetry \( \bar{R}_{n,m} \). No other points can have this property, because

\[16\text{The standard map is conjugate to a map of the form (111). A more complete study of the reversing k-symmetries of (111) will be given in a forthcoming paper [28].} \]
they have to be in $\text{Fix}(\tilde{R}_{n,m}^2)$ (cf. Proposition 2.3).

Considering the other relevant fixed sets, we find in case $\alpha_{p,q} = \pi/2$ that

$$\text{Fix}(L_{\alpha_{p,q}} \circ \tilde{R}_{n,m}) = ((m + n)/4, (m - n)/4 - f((m + n)/4)).$$

(122)

Hence, the orbit of the point $((m + n)/4, (m - n)/4 - f((m + n)/4))$ under $L_{\alpha_{p,q}}$ is 4-symmetric with respect to $\tilde{R}_{n,m}$, with $n + m$ odd. However, since these points are not in $\text{Fix}(\tilde{R}_{n,m})$, for any $n, m \in \mathbb{Z}$ with $n + m$ odd, we know that the orbits of these points under $L_{\alpha_{p,q}}^4$ are not symmetric with respect to $\tilde{R}_{n,m}$, for any $n, m \in \mathbb{Z}$ with $n + m$ odd.

At this point let us illustrate the use of Proposition 3.8. From this proposition it follows that if the orbit of $((m + n)/4, (m - n)/4 - f((m + n)/4))$ under $L_{\pi/2}$ is periodic, with period $p$, then there exists no $j \in \mathbb{Z}$, such that $(4j - 1) = 0 \mod p$.

(123)

It is easy to check that the only restriction on $p$ following from (123) is that $p$ must be even. In case $\alpha_{p,q} = -\pi/2$ we find similar results.

Hence for every 4-symmetry $\tilde{R}_{n,m}$ (with $n + m$ odd), there are only two 4-symmetric orbits. One (generically hyperbolic [10]) orbit of period four, corresponding to a symmetric orbit of $L_{\pi/2}^4$ and one orbit that does not correspond to a symmetric orbit of $L_{\pi/2}^4$ that cannot have an odd period.

After the elaborate analysis of the case $q = 4$ we will be rather short on the remaining cases. Via a similar analysis we find in case $q = 3$ or $q = 6$, if $f$ is unit-periodic that there is a translation group spanning a hexagonal lattice being a $q$-symmetry group of $L_{\alpha_{p,q}}$. If moreover $f$ is odd, additional twofold reversing rotocenters are found [10]. The translations mentioned above together with these twofold rotocenters form again a $q$-symmetry group of $L_{\alpha_{p,q}}$.

For a detailed illustration of the conventional FSI method with respect to the reversing symmetry (110), see [22].

The consequences of the (reversing) $k$-symmetries on the chaotic dynamics of the web maps is reflected in the fact that the stochastic webs possess the symmetries of the reversing $k$-symmetry groups of the web maps\(^\text{17}\). For a discussion of this, in terms of crystallographic space groups, see [10].

Moreover, if a map possesses a crystallographic (reversing) $k$-symmetry group this may cause a disappearance of the threshold for stochastic diffusion [10,29].

4.3. Trace maps

Consider a one-dimensional system that admits invertible two-letter substitution rule renormalization group transformations. In physics, such systems occur e.g. as models for one-dimensional quasicrystals with two composites [30,31].

Think of the substitution rule as giving an inflation rule for a chain, substituting $2 \times 2$ transfer matrices at each renormalization step according to a substitution rule. Then the trace of the product of the transfer matrices in subsequent renormalizable steps is given by one component of a three-dimensional trace map. Each substitution rule has a corresponding substitution matrix that is defined as follows. Let $\tau$ be a substitution on two letters $a$ and $b$ let $\#_a(\tau(b))$ denote the number of $a$'s in the image of $b$ under $\tau$ etcetera, then the substitution matrix $R_\tau$ is defined as\(^\text{18}\)

$$R_\tau := \left( \begin{array}{cc} \#_a(\tau(a)) & \#_b(\tau(a)) \\ \#_a(\tau(b)) & \#_b(\tau(b)) \end{array} \right).$$

(124)

The substitution matrices of invertible two-letter substitutions are $2 \times 2$ matrices with integer coefficients that have determinant $\pm 1$.

\(^{17}\) For examples see e.g. Fig. 2 and Fig. 3, or [15,10].

\(^{18}\) We follow the conventions in notation of Baake et al. [31].
Note that different invertible substitution rules may have the same substitution matrix. The substitution matrices and the trace maps are two on one (homomorphism with kernel \( \pm \text{Id} \)), and in case \( R_{\tau_1} \) and \( R_{\tau_2} \) are two substitution matrices of the substitution rules \( \tau_1 \) and \( \tau_2 \) and \( F_{\tau_1} \) and \( F_{\tau_2} \) their trace maps, then the trace map of \( \tau_1 \circ \tau_2 \) with substitution matrix \( R_{\tau_1 \circ \tau_2} = R_{\tau_2} \circ R_{\tau_1} \) is given by

\[
F_{\tau_1 \circ \tau_2} = F_{\tau_2} \circ F_{\tau_1}.
\] (125)

Hence, it is sufficient to consider the generators of the group of substitution matrices and their trace maps, because for any substitution matrix within the group, the trace map is simply given by a composition of trace maps of the generators of the group. In Table 3 the generators of the group of matrices with integer coefficients and determinant \( \pm 1 \) and their trace maps are presented [13,31,32].

Now consider the group \( \langle I_{xy}, I_{yx} \rangle \) generated by

\[
\begin{align*}
I_{xy}: & \begin{cases} x' = -x, \\ y' = y, \\ z' = z \end{cases}, \\
I_{yx}: & \begin{cases} x' = x, \\ y' = -y, \\ z' = -z. \end{cases}
\end{align*}
\] (126)

Firstly we observe that \( \langle I_{xy}, I_{yx} \rangle \) is isomorphic to the dihedral group \( D_2 \), i.e. the group has four elements and the generators satisfy

\[
I_{xy}^2 = I_{yx}^2 = (I_{xy} \circ I_{yx})^2 = \text{Id}.
\] (127)

Let us write \( I_{xz} = I_{xy} \circ I_{yx} \), then we find that [32, 13, 16]

\[
I_{xy} \circ F_U = F_U \circ I_{yx},
\] (128)
\[
I_{yx} \circ F_U = F_U \circ I_{xy},
\] (129)
\[
I_{xy} \circ F_\sigma = F_\sigma \circ I_{xy},
\] (130)
\[
I_{yx} \circ F_\sigma = F_\sigma \circ I_{yx},
\] (131)
\[
I_{xy} \circ F_p = F_p \circ I_{xy},
\] (132)
\[
I_{yx} \circ F_p = F_p \circ I_{xy},
\] (133)

The above relations together with the fact that the order of \( \langle I_{xy}, I_{yx} \rangle \) is four, ensures that \( \langle I_{xy}, I_{yx} \rangle \) is a \( k \)-symmetry group of any trace map associated with a \( 2 \times 2 \) substitution matrix with determinant \( \pm 1 \). The value of \( k \) will depend on the actual substitution matrix, but in any way \( k \in \{1, 2, 3\} \).

For example consider the substitution rule \( \tau_n = U^n \circ P \) (cf. [33], the case \( n = 1 \) corresponds to the Fibonacci chain [30]), with substitution matrix

\[
R_n = \begin{pmatrix} n & 1 \\ 1 & 0 \end{pmatrix},
\] (135)

then \( k = 2 \) in case \( n \) is even, and \( k = 3 \) in case \( n \) is odd.

For all \( n \), \( F_{\tau_n} \) is reversible, for we can write it as the product of two involutions [13]:

\[
F_{\tau_n} = F_{U^n \circ U^{-n}}.
\] (136)

As an illustration, let us consider the Fibonacci trace map, i.e.

\[
L = F_{\tau_1}: \begin{cases} x' = y, \\ y' = z, \\ z' = 2yz - x. \end{cases}
\] (137)

\( L \) is reversible with respect to the reversing symmetry \( F_{U \circ P} \), that is precisely the mirror in the plane \( x = z \),

\[
P_{xz}: \begin{cases} x' = z, \\ y' = y, \\ z' = x. \end{cases}
\] (138)

Hence, let us consider the linear reversing 3-symmetry group

\[
\langle P_{xz}, I_{xy}, I_{yx} \rangle.
\] (139)
Its orbits under $\phi_L$ are given by

$$\phi_L(P_{xz}) = P_{xz}, \quad (140)$$

$$\phi_L^3(I_{xy}) = \phi_L^3(I_{xz}) = \phi_L(I_{yz}) = I_{xy}, \quad (141)$$

$$\phi_L^3(I_{xy} \circ P_{xz}) = \phi_L^3(I_{xz} \circ P_{xz}) = \phi_L(I_{yz} \circ P_{xz}) = I_{xy} \circ P_{xz}. \quad (142)$$

The reversing conjugacy classes of (139) are

$$\{P_{xz}, I_{xz} \circ P_{xz}\} \quad \text{and} \quad \{I_{xy} \circ P_{xz}, I_{yz} \circ P_{xz}\}, \quad (143)$$

indicating that on the level of $L^3$ the conventional FSI method should be used with respect to two reversing symmetries, each one representing a conjugacy class, in the spirit of Proposition 2.6.

Of course, it would be more elegant to make full benefit of the FSI method of Theorem 3.7. This will involve the (nontrivial) calculation of $\tau_{n,m}(S, \bar{S})$ for all $S, \bar{S} \in \{P_{xz}, P_{xz} \circ I_{xz}, P_{xz} \circ I_{xy}, P_{xz} \circ I_{yz}\}$.

A discussion of scaling properties of energy spectra of one-dimensional quasiperiodic chains in relation to the occurrence of $k$-symmetries in trace maps is given in [16].

4.4. The kicked rotator

As a final example, the kicked rotator will be discussed in this section. The angular momentum of the rotator precesses freely around the $y$-axis while feeling a periodic strain of impulses inducing a rotation around the $z$-axis. In case the period of the kicks is one fourth of the period of the free precession the equations of motion (of the components of the angular momentum of the rotator) can be written as [11]

$$x' = z \cos(kx) + y \sin(kx),$$
$$y' = y \cos(kx) - z \sin(kx),$$
$$z' = -x. \quad (144)$$

$L$ possesses the reversing symmetry $P_{xz}$ (cf. (138)), that we already discovered as a reversing symmetry of the Fibonacci trace map. $L$ further possesses the symmetry $I_{xz}$. Moreover, $L^2$ possesses $I_{xy}$ as a symmetry [11], implying that $I_{xy}$ is a 2-symmetry of $L$. In fact,

$$\phi_L(I_{xy}) = I_{yz}. \quad (145)$$

Hence, we find that $L$ possesses a reversing 2-symmetry group. This group is identical to the group (139) that we discussed in relation to the Fibonacci trace map, but has a different orbit structure under $\phi_L$. In the case of the kicked rotator we find:

$$\phi_L(I_{xz}) = I_{xz}, \quad (146)$$

$$\phi_L^2(I_{xy}) = \phi_L(I_{yz}) = I_{xy}, \quad (147)$$

$$\phi_L(P_{xz}) = P_{xz}, \quad (148)$$

$$\phi_L(I_{xz} \circ P_{xz}) = I_{xz} \circ P_{xz}, \quad (149)$$

$$\phi_L^2(I_{xy} \circ P_{xz}) = \phi_L(I_{yz} \circ P_{xz}) = I_{xy} \circ P_{xz}. \quad (150)$$

Also here, it would be very interesting to study $k$-symmetric periodic orbits in the spirit of Theorem 3.7. Note at this point, that the use of the FSI method would imply iterating the similar sets as in the previous trace map example. However, the interpretation of the intersection points would be different because of the different $\phi_L$ orbit structures we find in both examples: it is to be expected that the values of $\tau_{n,m}(S, \bar{S})$ are different from the ones in the trace map example.

A discussion of the occurrence of (reversing) $k$-symmetries, in case we do not have precisely four kicks every precession period, is discussed elsewhere [34].

5. Concluding remarks and summary

In this paper we generalized the concepts of (reversing) symmetries to (reversing) $k$-symmetries.

In setting up the frame-work for (reversing) $k$-symmetry groups, we carefully insisted on $k \in \mathbb{Z}$, i.e. $k \neq \infty$. We have chosen not to adopt the
notion of “commutation of a group $\mathcal{G}$ with a map $L$”, as used by MacKay and others [27,35,13]. A group $\mathcal{G}$ commutes with a map $L$ if [27]

$$\forall U \in \mathcal{G}, \exists \tilde{U} \in \mathcal{G}, \text{such that } U \circ L = L \circ \tilde{U}.$$  \hspace{1cm} (151)

Although from a group theoretical point of view (151) is a nice equivalence relation, this equivalence does not automatically include important dynamical features. In particular, $U \in \mathcal{G}$ satisfying (151) does not have to preserve the set of periodic orbits and the set of chaotic orbits, in contrast to (96) and (97). For instance, the group $\text{Inv}(\Omega)$, consisting of all invertible maps of the phase space into itself, commutes with every $L \in \text{Inv}(\Omega)$. Of course, this observation does not reveal much about the dynamics of $L$. The closure of the orbits under $\phi_L$ is essential for the preservation of dynamical features such as periodic and chaotic orbits.

In [27], the argument of “commutation with the group $\{U_{n,m}\}_{n,m \in \mathbb{Z}}$” was used in the case of the standard map to justify the reduction of the phase space to the 2-torus $\mathbb{R}/\mathbb{Z} \times \mathbb{R}/\mathbb{Z}$. However, one should be careful with this argument. For instance, consider the map

$$L: \begin{cases} x' = x + y, \\ y' = x + 2y. \end{cases}$$  \hspace{1cm} (152)

This map is linear and not chaotic, has one fixed point $(0,0)$ and no further other periodic orbits. It is easily seen that this map commutes with the group $\{U_{n,m}\}_{n,m \in \mathbb{Z}}$. However, a reduction of the phase space to the 2-torus $\mathbb{R}/\mathbb{Z} \times \mathbb{R}/\mathbb{Z}$ is not as harmless as in the case of the standard map. In fact, the map (152) restricted to the 2-torus $\mathbb{R}/\mathbb{Z} \times \mathbb{R}/\mathbb{Z}$ is Arnold’s cat map [36], a classical example of a hard chaotic Anosov system possessing an infinite number of unstable periodic orbits.

In the case of the standard map in section 4.1, we used solely (1-)symmetries that preserve the important dynamical features to justify phase space reductions. However, this type of justification is not available in the case of the map (152) and the reduction to the 2-torus in this case leads to a severe change of dynamical features.

If one is interested in a property of a dynamical system that does not depend on the timescale (such as the extension of chaotic regions) we can safely study the system in a phase space that is reduced with the help of $k$-symmetries (see e.g. [10]). In case the properties to be studied are also independent of time-direction, also reversing $k$-symmetries may be used to reduce the phase space. One should be careful using elements of groups that “commute with the map” to reduce the phase space, for this may cause severe changes of the dynamics. In this respect it is useful to note that every finite group that commutes with the map is a $k$-symmetry group, for some value of $k$.

Let us now summarize the contents of this paper. After having generalized the FSI method for finding periodic orbits from the case of one reversing symmetry to the case of more than one reversing symmetry, we found a generalization of the FSI method also for the case of reversing $k$-symmetries. This provides us with powerful tools for calculating $k$-symmetric periodic orbits. Using these methods, reversing $k$-symmetries may also provide a nice tool for studying the relation between quantum mechanics and classical mechanics (cf. [11,17]).

The (reversing) $k$-symmetries also have a great impact on the global phase portrait, as indicated at the end of section 3 (see e.g. the example in section 3.1 and [10]).

By means of the examples in section 4, we have shown that (reversing) $k$-symmetries occur in well known dynamical systems (related to problems in physics). Recent work indicates that (reversing) $k$-symmetries occur in kicked systems (such as the standard map, web maps, and the kicked rotator) preferably at resonances [34]. However, more work needs, to be done to explore the full benefit of the (reversing) $k$-symmetries in these systems. This is far beyond the scope of the present paper, but we plan to
report on more specific case studies in the near future.

Of further interest are local dynamical phenomena, in connection to (reversing) $k$-symmetry properties. In Appendix C some consequences of (reversing) $k$-symmetries for the linearization around fixed points are presented. Starting from there, it would be of great interest to study (local) bifurcation phenomena in dynamical systems possessing (reversing) $k$-symmetries, in relation to the (local) bifurcation phenomena in dynamical systems with (reversing) symmetries [6,37].

Another point of interest, left nearly undisussed in the present paper, is the group structure of reversing $k$-symmetry groups. In [7], reversing symmetry groups were already discussed from a more group theoretical point of view (see also [38] for an explicit discussion in the context of trace maps). In a forthcoming publication we will report on the group structure in the case that a map $L$ possesses a cyclic reversing $k$-symmetry group [39].
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Appendix A. Construction of a map on the plane with a reversing symmetry group isomorphic to $4'm$

In this appendix we show in detail how we constructed a map on the plane that has a reversing symmetry group isomorphic to $4'm$ where the generating elements are a reversing fourfold rotation around the origin and a mirror in the $x$-axis. We will embed this map in a one-parameter family of maps that possesses a reversing symmetry group isomorphic to $2m'$, generated by a twofold rotation around the origin and a mirror in the line $x = y$ denoted as $v$.

To construct a map $L$ on the plane that possesses a reversing fourfold rotation around the origin, $R_{\pi/2}$, we can simply use the fact that any map $L$ that has a reversing symmetry $K_0$ has the form $L = K_0 \circ K_1$, where $K_0^2 \circ K_1^{-1} = \text{Id}$ [7]. It follows that if $K_0 = R_{\pi/2}$, $L$ can be written:

$$L = R_{\pi/2} \circ A$$

where $A^2 = -\text{Id}$ is also of order four. Adding a mirror in the $x$-axis, $M_x$, as a symmetry of $L$, implies that $R_{\pi/2} \circ M_x$ is an involutory reversing symmetry of $L$. Using again the decomposition property, we can write

$$L = R_{\pi/2} \circ M_x \circ B$$

where $B$ is an involution, i.e. $B^2 = \text{Id}$. Since $-\text{Id} = R_{\pi/2}^2$ (i.e. the composition of two reversing symmetries), $-\text{Id}$ is a symmetry and hence commutes with $L$. Since $-\text{Id}$ also commutes with $R_{\pi/2}$ and $M_x$, it must also commute with $B$

$$B \circ -\text{Id} = -B$$

Since $M_x$ commutes with $L$ and anticommutes with $R_{\pi/2}$, $M_x$ must anticommute with $B$,

$$B \circ M_x = -M_x \circ B$$
There is a linear solution for $B$ that is the mirror in the line $x = y$,
\[ M_o: \begin{cases} x' = y, \\ y' = x. \end{cases} \]  
(157)

However, in discussing dynamical systems, we are interested in a nonlinear solution of $B$. From the linear solution $M_o$, we can obtain a nonlinear solution
\[ B = C \circ M_o \circ C^{-1}, \]  
(158)

provided that $C$ is nonlinear, invertible, and commutes with $-\text{Id}$ and with $M_x$. Moreover, we do not want $C$ to commute with $M_o$, for that would imply that $L$ is a linear map. It is easily verified that
\[ C: \begin{cases} x' = xp(y) + q(y), \\ y' = -y, \end{cases} \]  
(159)

is invertible and commutes with $-\text{Id}$ and $M_x$, but not with $M_o$, if and only if $p$ is an even function and $q$ is zero. However, if $p$ is even and $q$ is odd but nonzero, we find that the symmetry $-\text{Id}$ and the reversing symmetry $M_o$ are preserved, but that the symmetry $M_x$ and reversing symmetry $R_{\pi/2}$ are broken.

Thus, we constructed a map with a reversing symmetry group isomorphic to $4'\text{m}$, embedded in a family of maps with a reversing symmetry group isomorphic to $2\text{m}'$.

Choosing
\[ q(y) = -\mu y, \]  
(160)
\[ p(y) = 1 + \epsilon \cos(2\pi y), \]  
(161)

one obtains the example of section 2.1.

Appendix B. Construction of a map on the plane with a reversing 2-symmetry group isomorphic to $2\text{m}'$.

In this appendix we will construct a family of maps on the plane that have a reversing 2-symmetry group isomorphic to $2\text{m}'$, i.e. a reversing 2-symmetry group generated by a reversing 2-symmetry that is a mirror, and a twofold rotocenter that is a (1-)symmetry. Let us denote the mirror in the $x$-axis $M_x$ and the mirror in the $y$-axis $M_y$. Then we are looking for a map $L$, satisfying
\[ L \circ M_x \circ L = M_y, \quad L \circ M_y \circ L = M_x. \]  
(162)

Writing
\[ L = M_x \circ B, \]  
(163)

it follows that $L$ satisfies (162) if and only if
\[ B^2 = -\text{Id}. \]  
(164)

The family of maps
\[ B: \begin{cases} x' = (r(x) - y)p(y' - r(x')) + q(y' - r(x')), \\ y' = \frac{(x - q(y - r(x)))}{p(y - r(x)) + r(x')}, \end{cases} \]  
(165)
satisfies this property, if \( p \) is an even function and \( q \) and \( r \) are odd functions [7]. Choosing
\[
p(x) = 1, \quad r(x) = \lambda \sin(\pi x), \quad q(x) = \kappa \sin(\pi x),
\]
we obtain the example map (98) of section 3.1.

Appendix C. Linearizations around fixed points

In this appendix we investigate the consequences, at linear order, of (reversing) symmetries and (reversing) \( k \)-symmetries for a (real) map \( L \). For simplicity we consider only the consequences on linearizations of \( L \) around a fixed point \( x_0 \).

C.1. (Reversing) symmetries

Let \( L \) be a map possessing a reversing symmetry group \( \mathcal{E} \), and let \( x_0 \) be a fixed point of \( L \). Then, for any \( U \in \mathcal{E} \), the point
\[
y_0 := Ux_0
\]
is also a fixed point of \( L \).

We use the notation \( [\kappa]_m \) to denote a Jordan \( m \)-block corresponding to an eigenvalue \( \kappa \), i.e.
\[
[\kappa]_m := \begin{pmatrix}
\kappa & 1 \\
& \ddots & 1 \\
& & \ddots & \ddots & 1 \\
& & & \ddots & \ddots & \ddots & 1 \\
& & & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 1
\end{pmatrix}.
\]
The Jordan blocks in the linearizations of \( L \) around \( y_0 \) come in block singlets and block duplets that are simply related to those in the linearization of \( L \) around \( x_0 \). With the above notation, this relationship can be expressed as follows:

\[
\begin{array}{c|cc}
\text{Block-singlets} & dL|_{x_0} & dL|_{y_0} \\
\hline
\{[\kappa]_m\} & \{[\kappa^*]_m\} & . \\
\{[\mu]_m, [\mu^*]_m\} & \{[\mu^*]_m, [\mu^*]_m\}
\end{array}
\]

Here \( \kappa \in \mathbb{R}, \mu \in \mathbb{C} \) and \( \varepsilon \) is 1 if \( U \) is a symmetry, and \(-1\) if \( U \) is a reversing symmetry.

If \( x_0 \) is symmetric with respect to some reversing symmetry \( S \), i.e. \( Sx_0 = x_0 \) then the Jordan blocks of \( dL|_{x_0} \) occur in
\[
\begin{array}{c}
\text{Block-singlets} \quad \{[1]_m\}, \quad \{-1\}_m \\
\text{Block-duplets} \quad \{[\lambda]_m, [\lambda^{-1}]_m\}, \\
\text{Block-quadruplets} \quad \{[\mu]_m, [\mu^*]_m, [\mu^{-1}]_m, [\mu^*]_m\}
\end{array}
\]

Here \( \lambda \in \mathbb{R} \cup S^1 \) (where \( S^1 \) denotes the unit circle in the complex plane), and \( \mu \in \mathbb{C} \).

In case \( x_0 \) is symmetric with respect to some symmetry, there are in general no extra restrictions on the linear part of \( L \).
C.2. (Reversing) k-symmetries

Let \( L \) be a map possessing a (reversing) k-symmetry \( U \), and let \( x_0 \) be a fixed point of \( L \). Then, the point
\[
y_0 := U x_0
\]
will in general not be a fixed point, but will be periodic with a period \( p \) that divides \( k \). The Jordan blocks in the linearization of \( L^p \) around \( y_0 \) come in block-singlets and block-duplets that are related to those in the linearization of \( L \) around \( x_0 \) via
\[
(dL|x_0)^k = (dL^p|y_0)^n,
\]
where \( n = k/p \). This relationship can be expressed as follows:

<table>
<thead>
<tr>
<th>Block-singlets</th>
<th>( {[\kappa]_m } )</th>
<th>( {([\pm])^{1+n}[\kappa^{p\varepsilon}]_m } )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block-duplets</td>
<td>( {[\mu]_m, [\mu^*]_m } )</td>
<td>( {[\mu^{p\varepsilon} e^{2\pi i n/k}]_m, [\mu^{* p\varepsilon} e^{-2\pi i n/k}]_m } )</td>
</tr>
</tbody>
</table>

Here \( \kappa \in \mathbb{R}, \mu \in \mathbb{C}, l \in \mathbb{Z}, \) and \( \varepsilon = 1 \) in case \( U \) is a k-symmetry and \(-1\) if \( U \) is a reversing k-symmetry. (Note that \( p \) and \( l \) may depend on which point \( x_0 \) and which (reversing) k-symmetry \( U \) we are considering.) If \( x_0 \) is symmetric with respect to a (reversing) k-symmetry \( S \), i.e. \( S x_0 = x_0 \), then the Jordan blocks of \( dL|x_0 \) occur in

<table>
<thead>
<tr>
<th>Block-singlets</th>
<th>( {[1]_m } )</th>
<th>( {-1}_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block-duplets</td>
<td>( {[\kappa]_m, ([\pm])^{1+k}[\kappa^{-1}]_m } )</td>
<td>( {[\nu]_m, [\nu^{-1}]_m } )</td>
</tr>
<tr>
<td>Block-quadruplets</td>
<td>( {[\mu]_m, [\mu^<em>]_m, [\mu^{-1} e^{2\pi i l/k}]_m, [\mu^{</em> -1} e^{-2\pi i l/k}]_m } )</td>
<td></td>
</tr>
</tbody>
</table>

Here \( \kappa \in \mathbb{R}, \mu \in \mathbb{C}, l \in \mathbb{Z}, \) and \( \nu \in S^1 \).

Note added in proof

On the basis of our results in sections 2 and 3, recently an alternative approach towards the FSI method for obtaining k-symmetric periodic orbits has been developed [40]. In this approach the evaluation of \( \tau_{n,m} \) (cf. Theorem 3.7) is circumvented and a systematic search for k-symmetric periodic orbits has been realized.
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