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We investigated the fluorescence emission from three fluorophores commonly used for labeling cells in flow cytometry. We have demonstrated that the fluorescence emission from cells labeled with fluorescein-isothiocyanate (FITC), phycoerythrin (PE), and allophycocyanin (APC) is considerably saturated and bleached in standard flow cytometric conditions. Therefore, for optimization of fluorescence detection in a flow cytometer, it is important to know the emission kinetics in detail. We made a mathematical model of the optical processes involved: absorption, fluorescence emission, nonradiative decay, photodestruction, and triplet state occupation. The validity of the model was experimentally tested with a set of averaged fluorescence pulses, measured in a large range of intensities and illumination times. The fluorescence of APC could be completely described by the model and produced the following rate constants: photodestruction rate $k_{b1} = 6 \times 10^3$ s$^{-1}$, triplet state population rate $k_{12} = 2 \times 10^5$ s$^{-1}$, and depopulation rate $k_{20} = 5 \times 10^4$ s$^{-1}$. The fluorescence kinetics of FITC- and PE-labeled cells could not be fitted with only three parameters over the entire range, indicating that other optical processes are involved.

We used the model to determine the sensitivity of our flow cytometer and to calculate the optimum conditions for the detection of APC. The results show that in principle a single APC molecule on a cell can be detected in the presence of background, i.e., autofluorescence and Raman scattering by water. Cytometry 29:204–214, 1997.
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Fluorescence is one of the most sensitive detection techniques. Thus, it is used widely in various fields, e.g., optical microscopy, chromatography, electrophoresis, flow cytometry, and DNA sequencing (9–11,14,16,22,43). The ultimate limit in fluorescence detection, the detection of single molecules, has been achieved by several groups (21,28,34,40).

To optimize fluorescence detection for a certain application, detailed knowledge is required of the optical processes involved. Mathies et al. (19) derived expressions for the steady-state fluorescence emission and the signal-to-noise ratio for a continuously flowing highly diluted B-phycoerythrin solution. They incorporated photobleaching and singlet state saturation, but triplet state influence was neglected.

In flow cytometry, no steady triplet state will generally occur because of the brief excitation of the fluorophores. Therefore, time dependence of the excitation and emission has to be accounted for in a precise calculation, which was shown by Van den Engh and Farmer (37) who reported on photon saturation and bleaching of Hoechst 33258 and propidium iodide fluorescence in flow cytometric measurements. Their experiments indicated a linear dependence of photobleaching on absorbed dose for microsecond excitation pulses. However, photobleaching in biological objects is not yet a well-understood phenomenon (35,38), as was shown recently by Parks et al. (26). They reported the existence of “fluorescence recovery” in fluorescein-, phycoerythrin-, and CY5-phycoerythrin-labeled cells, i.e., the reappearance of fluorescence from previously photobleached fluorochromes.

In this article, we focus on optimization of fluorescence detection in flow cytometry. Previous treatments (3–5,12) have mostly optimized illumination intensity and not exploited the emission kinetics of fluorochromes by optimizing intensity and illumination. An exception is the article by Zucker et al. (44), in which a higher fluorescence output was obtained, compared with standard
instrument performance, when a longer illumination time was introduced by adding tubing to the waste line.

To increase the sensitivity and detection capability of a flow cytometer, we need to find the optimum excitation intensity, flow speed, and fluorophore type for a given experimental problem. To obtain valid estimates, one should take into account the time-dependent excitation and nonlinear effects of fluorescence, such as bleaching and saturation, and the emission from background sources (e.g., Raman scattering of water). For very low signal levels, intrinsic fluorescence of biological cells (autofluorescence) also must be included in the calculations.

We briefly introduce fluorescence and its related processes, which lead to a mathematical description of the kinetics of the molecular system to calculate fluorescence emission for time-dependent excitation. The rate equations describing the fluorescence process can be solved numerically and are implemented in a computer program.

We investigate whether our model can describe experimental data from measurements of fluorescently labeled cells in a flow cytometer. Labeled cells are used to include the environment sensitivity of the fluorophores, so we allow cell-related influences on the fluorescence process. The data set contains series of averaged fluorescence pulse measurements from cells labeled with three commonly used fluorophores: fluorescein-isothiocyanate (FITC), phycoerythrin (PE), and allophycocyanin (APC). Because of the low fluorescence signals obtained when using fluorescently labeled monoclonal antibodies, we used other labeling procedures. We used the Biotin-Streptavidin labeling procedure with APC and PE, and the labeling with FITC was performed using a membrane bound FITC-derivative. We changed both illumination times and illumination intensities to investigate the effects on the fluorescence output. Successful fitting of the model to the experimental data results in values of the rate constants for bleaching and for triplet state population and depopulation.

Once the fluorescence emission can be calculated, it is relatively easy to determine the optimum measuring conditions. The results of the optimization have important implications for the operation and design of the flow cytometer. The possibility of detection of single fluorescent molecules on cells is discussed.

MATERIALS AND METHODS

Theory

Most fluorescent molecules used for labeling and staining in biological applications contain unsaturated carbon bonds. Their electronic structure contains π-orbitals, which are responsible for the fluorescence process (13,25,36). The Jablonski energy diagram of such a molecule is depicted in Figure 1. At room temperature, most molecules are in the electronic singlet ground state, designated by $S_0$. When a molecule absorbs a quantum of light with sufficient energy, its electronic state is changed very rapidly (in the order of $10^{-15}$ s) to a particular vibrational level of a singlet state with a higher energy. The vibrational level is left very quickly ($10^{-12}$ s), and energy is lost by radiationless processes such as collisions with the surrounding molecules and internal conversion (this holds also for the higher electronic levels, which can be neglected here). In general, the molecule will relax to the lowest vibrational level of $S_1$. From this relatively long living state ($10^{-8}$ s), the energy can be dissipated in several paths. Emission of a photon (fluorescence) changes the electronic state of the molecule from $S_1$ to a vibrational level in the ground state $S_0$. This process competes with other de-excitation paths, e.g., solvent relaxation, internal conversion, stimulated emission, chemical reactions, energy transfer processes, and intersystem crossing. In the latter process, the molecule enters the long living triplet state $T_1$ ($10^{-3}$ s). From this state, several processes can take place to dissipate energy. One of them, phosphorescence, involves the emission of a photon, but triplet states at room temperature generally decay nonradiatively by solvent collisions, chemical reactions, etc. (13). When during a chemical reaction the fluorescent molecule, either in $S_1$ or $T_1$, is changed into a nonfluorescent one, we speak of irreversible bleaching or photodestruction.

The lifetime of a state is given by $\tau$ over the sum of all depopulation rate constants: $\tau = 1/\Sigma k$. The probability of depopulation along a specific route can be expressed by yield constants. For fluorescence, this is defined as the fraction of the rate constant for emission to all rate constants for depopulation of the $S_1$ state: $Q_F = k_F/\Sigma k$. The radiative or intrinsic lifetime, $\tau_0$, is defined as $1/k$.

Model

The kinetics of an ensemble of fluorescent molecules can be described by using population rate equations (38). In these differential equations, the rate by which the system changes from one state to the other is proportional to the population of the initial state. Figure 2 shows our model in which the most important processes are incorporated. We neglect the influence of vibrational levels in each state due to the fast decay.
We can write down the following set of coupled first-order differential equations for an ensemble of fluorescent molecules:

\[
dS_0(t) \frac{dt}{dt} = -k_a \cdot S_0(t) + k_{10} \cdot S_1(t) + k_{20} \cdot T_1(t)
\]

\[
dS_1(t) \frac{dt}{dt} = k_a \cdot S_0(t) - k_{10} \cdot S_1(t) - k_{12} \cdot S_1(t) - k_{b1} \cdot S_1(t)
\]

\[
dT_1(t) \frac{dt}{dt} = k_{12} \cdot S_1(t) - k_{20} \cdot T_1(t) - k_{b2} \cdot T_1(t)
\]

where \( S_0, S_1, T_1 \) = number of molecules in ground state, excited singlet, and triplet states, respectively; \( k_a \) = absorption rate constant, proportional to excitation intensity; \( k_{10} \) = depopulation rate constant (fluorescence and internal conversion); \( k_{12} \) = rate constant for intersystem crossing from the \( S_1 \) state; \( k_{20} \) = sum of phosphorescence and intersystem crossing rate from the \( T_1 \) state; and \( k_{b1}, k_{b2} \) = rates of photodestruction from the \( S_1 \) and the \( T_1 \) state, respectively.

This set of equations can be integrated to produce the population of each state at time \( t \) for given start conditions. The number of molecules is constant and normalized to unity: \( S_0(t) + S_1(t) + T_1(t) + N_{bl}(t) = 1 \), where \( N_{bl}(t) \) is the number of photodestroyed molecules. Prior to absorption, all molecules are assumed to be in the ground state. Therefore, we take \( S_0(0) = 1 \); \( S_1(0) = 0 \); \( T_1(0) = 0 \). The fluorescence emission rate can be calculated by multiplying the solution \( S_1(t) \) by \( k_f \).

### Implementation

The described set of equations can be solved analytically, provided all rate constants are time independent. When one or more rate constants are time dependent, solutions can generally be found only numerically. In our case, \( k_a \) is a time-dependent rate constant; therefore, a Pascal program was implemented to solve the set of coupled first-order differential equations. Input to the program are the rate constants and the excitation profile; output is the fluorescence emission intensity profile. The most direct way of solving the equations is using the integration method with a constant step size (Euler method, CS). An improvement to this algorithm with respect to calculation speed is the variation of step size (SV). The method using step size variation (SV) is based on a maximum allowed change in the system per integration step: if one step induces changes larger than a specified value, the step size is decreased, and vice versa. For all our SV calculations, we used a maximum allowed change in \( S_1 \) of \( 10^{-5} \) per step.

### Measurements of Saturation and Bleaching of Fluorescently Labeled Cells

Measurements were performed with a home-built flow cytometer and a digital oscilloscope for the recording of pulses. Our flow cytometer consists of a vertically polarized ArKr laser in power-stabilized mode (Coherent Innova 70 Spectrum) using powers of 2–500 mW for 488, 514, and 647 nm. The beam is focused onto a spot by using two cylindrical lenses with focal lengths of 20 and 100 mm. The 1/e²-spot diameters are calculated to be approximately 11 µm × 55 µm in the center of the flow cell (Abbott Diagnostics). We used phosphate buffered saline (PBS) with pH 7.2 for sheath flow. The speed of the flow is controlled by an air-pressure regulator in the supply line and flow resistors in the waste line. The use of resistors enables the reduction of the flow speed to values below 0.5 m·s⁻¹ (necessary for long illumination times) while pressures remain in the working range of the regulator. Sample delivery is performed by an injection syringe (Hamilton, 100 µl) driven by a stepper motor; this proved necessary for delivery of cells in very slow flows (speeds < 0.5 m·s⁻¹).

A gel-immersion objective (NA = 1.2) collects the scattered and fluorescent light in the orthogonal direction and images the light on a diaphragm. The passing light is divided in two parts with a beam splitter; this method ensures identical optical paths for fluorescence and scattered light. Fluorescence (FL) is selected by using bandpass filters in combination with long pass filters (to prevent leakage of scattered excitation light). Perpendicularly scattered light (PLS) is reduced in intensity by neutral density filters to prevent saturation of the detector. Both channels are equipped with head-on photomultipliers (Hamamatsu, R1104), which were checked for linearity in the used range because linearity is crucial in these experiments. Forward scattered light between 1° and 3° is detected with a photodiode (PIN 10D, United detector Technology).

Pulses of PLS and FL were recorded on a digital oscilloscope (Le Croy 9360, 8-bit amplitude resolution;
time resolution = 100 Ms·s⁻¹ for 1–20 µs/div, down to 10 Ms·s⁻¹ for 200 µs/div); each saved pulse shape was an average of 1,000 cell measurements. This was done to remove shot noise and was necessary especially for low-intensity measurements. All pulses were saved in 256-element files on a PC (486DX2, 66 MHz). The oscilloscope was triggered by forward light scattering events.

Cell preparations followed standard protocols: isolated human lymphocytes (PBL) were incubated with octadecylamine-fluorescein isothiocyanate (F18) (15,31) using 150 µl 4·10⁷ cells in 20 ml for 1 h at 37°C. The fluorophores PE and APC were attached in two-step procedures: biotinilation of isolated PBL cells [100 µl NHS-LC-biotin solution (1 µg·ml⁻¹) for 10⁷ cells in 1 ml for 1 h at room temperature], followed by incubation with APC or PE conjugated Streptavidin (Becton Dickinson), using 200 µl for 30 min at room temperature. Both incubations were followed by fixation in 1% paraformaldehyde PBS (pH = 7.2). Autofluorescence could be neglected because the cells were strongly labeled.

No special chemical was applied and no special procedure was used to modify bleaching characteristics, such as deoxygenating the media, use of antifading reagents, etc.

Fluorescence lifetime measurements were performed with a time-correlated single photon counting system using picosecond-excitation pulses from a Ti-Saffire laser and a detection system based on a time-to-amplitude converter (23). The solutions of F18 and Streptavidin PE conjugates (pH 7.2) were measured at room temperature.

**Fluorescence Pulse Analysis**

To obtain a representative set of pulse shapes showing fluorescence saturation and bleaching effects, we measured fluorescence from all fluorophores in a range of intensities and illumination times. For up to four different flow speeds (yielding 1/e² illumination times between 3 µs and 1.2 ms), pulses were measured with various intensities (peak intensities = 5·10⁷ to 2·5·10⁹ W·m⁻²). The fluorophores were excited near the absorption maximum: FITC was excited at 488 nm, PE at 514 nm, and APC at 647 nm.

Analysis of the measured pulse shapes can be performed by comparing the FL with the PLS pulse. The first typical effect, saturation, is detected by the flattened appearance of the FL versus the PLS pulse shape and a smaller FL amplitude. The second effect, bleaching, is visible by a smaller FL pulse amplitude and an asymmetric form, and the pulse (peak) appears to be shifted to earlier time, all very dependent on the degree of bleaching.

To quantify these effects, we defined a fluorescence efficiency parameter E by dividing the FL value by the PLS value at each time t (normalized to one at low intensities): 

\[ E(t) = \frac{FL(t)}{PLS(t)} \]

This quantity represents the ratio between the emitted fluorescence photon rate and the applied excitation rate, which can be interpreted as fluorescence efficiency. We assume that PLS is proportional to the excitation intensity, which will be verified below. Saturation and bleaching can clearly be recognized in a plot of FL efficiency versus time.

The total influence of an illumination pulse can be expressed by using the parameter s, defined by 

\[ s = \frac{E(t_{after})}{E(t_{before})} \]

This is the ratio of the efficiency after and before illumination, which equals the fraction of molecules that remains available for generating fluorescence after the pulse. Thus, \( s \) is a measure of the survival of the fluorophore at \( t_{after} \), and the fraction of bleached molecules is \( 1 - s \). The parameter \( s \) is not solely a measure of photodestruction; \( E \) determined some time after the pulse may be larger than immediately after the pulse, due to, e.g., slow depopulation of the triplet state. However, in case photodestruction is the only process reducing the number of molecules in \( S_1 \) (\( k_{12} = 0 \), the survival parameter \( s \) can give an estimate of the bleaching rate constant. The subtraction of two values of \( s \) determined for different illumination duration divided by the illumination time differences, gives a rough value for the bleaching rate constant \( k_{b1} \).

**Fitting of the Fluorescence Model**

Fitting the mathematical model to a set of experimental pulses is performed by applying the same rate constants for all used intensities and illumination times and by comparing the measured and calculated FL pulses. The rate constants \( k_{12}, k_{20}, \) and \( k_{61} \) are adjusted in a least-squares fitting procedure to obtain the best agreement. We included in our fits only one type of triplet state depletion, so \( k_{61} \) was set to zero.

When significant deviations between results of the model and measurements occur and no good fit can be found, other processes may be involved. In that case, one or more additional transitions or other states may be needed in the model.

To perform quantitative fitting procedures we have made the following assumptions: (1) the measured PLS pulse (averaged over 1,000 cells) is proportional to the excitation intensity profile and can be used for input to the model; (2) the absolute value of excitation intensity in units of photons per square meter is calculated by using the measured laser power, focus diameters, transmission factors, and the fluorescence lifetime; (3) the measured FL pulse (averaged) is proportional to the fluorescence emission; and (4) the absolute value of fluorescence intensity is calculated by using intrinsic lifetime values.

The validity of the first assumption was investigated experimentally. The second and fourth assumptions involve calculations that are shown in the Appendix.

**RESULTS**

**Pulse Shape Analysis**

We begin by illustrating the two main nonlinear processes that are included in the model: saturation and bleaching. In Figure 3A, a relatively short illumination of relatively low intensity was used. As can be seen, the measured FL profile follows almost exactly the measured PLS profile. Apparently no saturation and no bleaching have taken place. In Figure 3B, the intensity was chosen 14 times higher. As expected, the PLS pulse was increased 14 times, but the maximum fluorescence intensity was
only increased 11 times. This result clearly illustrates that saturation occurs under conditions readily achieved in flow cytometry (APC-labeled cells, illuminated with 510 mW of 647-nm light for 4.2 µs in a spot of 11 µm × 55 µm). That the saturation actually takes place during the illumination pulse is clearly seen by the efficiency factor E (FL/PLS). The fact that this parameter reaches the original value at the end of the illumination period indicates that almost no bleaching has occurred. In Figure 3C, the same high intensity experiment was carried out but at a low flow speed so that an illumination time of 1.2 ms was obtained. It is now clear from the asymmetric fluorescence pulse that, apart from saturation, serious bleaching also occurs. The mentioned nonlinear effects were observed for all fluorophores investigated: FITC, PE, and APC.

We can now answer the question as to whether the PLS pulse shape can be used as an excitation profile in the calculations. From Figure 3A, we see that the fluorescence profile follows the light scattering profile, which proves that the PLS profile is proportional to the excitation profile because fluorescence is linearly dependent on the excitation intensity (for low intensity). Furthermore, the PLS pulse maximum increases linearly with the laser power.

The bleaching effects can be made more explicit, as is shown in Figure 4A, where the survival parameter s for APC is plotted as a function of total (1/e^2) illumination time. The corresponding curves for FITC and PE are shown in Figures 4b and 4c, respectively. The value of s is calculated by using the E(t before) value (from the calculations in the Appendix), which is the same for all measurements of each fluorophore, and E(t after), which is determined at the time point when the PLS curve reaches 1/e^2 of the PLS peak height (e.g., in Fig. 3C at 1.4 ms).

For all three fluorophores, the survival decreases with increasing laser power and illumination time, as expected, but it is clear that significant differences in bleaching behavior exist. For FITC and PE, the survival parameter drops very rapidly for short illumination times and then more slowly for longer times. From these figures, it is
evident that already considerable bleaching occurs for FITC and PE when using microsecond illumination.

**Determination of Fluorescence Parameters**

To obtain valid input values for the model, we performed lifetime measurements of fluorescent labels. The results are shown in Table 1, where reported values of lifetimes are listed for comparison.

We performed the calculations shown in the Appendix to determine the fluorescence parameters. The resulting values and values reported in the literature of the quantum yields are listed in Table 2. Table 3 lists the extinction coefficients. For APC, the absorption coefficient depends on the concentration due to the dissociation process from trimer to monomer (42).

<table>
<thead>
<tr>
<th>Fluorophore</th>
<th>$\tau_m$ (ns)</th>
<th>$\tau_0$ (ns)</th>
<th>$\tau_0$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FITC</td>
<td>3.7 ± 0.2</td>
<td>3.8 (8)</td>
<td>4.0 (1)</td>
</tr>
<tr>
<td>PE</td>
<td>3.0 ± 0.2</td>
<td>2.1 (20)</td>
<td>3.2 (7)</td>
</tr>
<tr>
<td>APC</td>
<td>—</td>
<td>2.7 (1)</td>
<td>1.8 (42)</td>
</tr>
</tbody>
</table>

*Citations to references are given in parentheses.

**Calculation Accuracy and Speed**

Program checks were performed by comparing the analytical solutions with numerical results by using rectangular pulses. The largest observed differences were approximately 1%. Comparison of the CS and SV calculation
The calculation of 1 µs using the CS method (time step 0.1 ns) takes about 1.7 s on a PC (486DX2/66 MHz). On average, the SV method is two to three times faster than the CS method for Gaussian pulse shapes, but this value can be much larger for rectangular pulses. The SV method is definitely the best choice: it is faster than the CS method and has a controllable accuracy.

In flow cytometry, the excitation is time dependent due to the movement of the cell through the laser focus. When we describe the focused laser beam with Gaussian beam optics (41), we obtain a Gaussian time dependence of the excitation intensity. To show the effects of saturation and bleaching on the pulse forms, we show calculated fluorescence emission profiles for Figure 5. The pulses were calculated with four times scales from each data set to obtain the rate constants. The measured pulses using high excitation intensities contained the most saturation and bleaching effects, which is plausible because APC at concentrations higher than 10 M exists as a trimer (42) and tends to dissociate at lower concentrations into three subunits (monomers).

Results of Fitting the Model to the Measured Pulses

We have tried to fit simultaneously four pulses representing four time scales from each data set to obtain the rate constants. The measured pulses using high excitation intensities contained the most saturation and bleaching features and were therefore used in the fitting procedures. For APC, one set of rate constants could be found using the model. Table 4 lists the rate constants that give a good fit in the mentioned intensity and time ranges. In Figure 6, we show two examples of the measured and calculated fluorescence emission profiles for APC by using the derived rate constants for a 10-µs (Fig. 6A) and a 1.2-ms (Fig. 6B) illumination time for high intensity.

The results of our automated fitting algorithm were interpreted with great care because of the chance of

<table>
<thead>
<tr>
<th>Fluorophore</th>
<th>Q_i</th>
<th>Q_{fit}</th>
</tr>
</thead>
<tbody>
<tr>
<td>FITC</td>
<td>0.58 ± 0.05</td>
<td>0.59 (27), 0.71 (35)</td>
</tr>
<tr>
<td>PE</td>
<td>0.89 ± 0.05</td>
<td>0.98 (7)</td>
</tr>
<tr>
<td>APC</td>
<td>—</td>
<td>0.43 (24), 0.68 (7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fluorophore</th>
<th>ε (M⁻¹ cm⁻¹)</th>
<th>ε_{fit} (M⁻¹ cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FITC</td>
<td>1.0 · 10^5</td>
<td>7.6 · 10^4 (8), 8.8 · 10^4 (17)</td>
</tr>
<tr>
<td>PE</td>
<td>3.9 · 10^5</td>
<td>1.52 · 10^5 (7), 1.5 · 10^5 (39)</td>
</tr>
<tr>
<td>APC</td>
<td>1.1 · 10^5</td>
<td>2.3 · 10^4 (6), 7.0 · 10^4 (6), 1.31 · 10^5 (7)</td>
</tr>
</tbody>
</table>

The introduced efficiency (E) and survival (s) parameters proved to be very useful in immediate assessment of saturation and bleaching effects. The E parameter shows directly any decrease in fluorescence efficiency, whereas the s parameter indicates the total influence of an excitation pulse. The s parameter also can be used for a quick estimate of the bleaching rate constant. In experiments requiring real-time bleaching information, these parameters could be computed by using an intelligent oscilloscope.

Pulse shape analysis of our data, as shown in Figure 3, has revealed that fluorescence of FITC- and PE-labeled cells can be severely saturated and bleached in standard flow cytometric conditions (microsecond illumination), whereas for APC only minor saturation could be observed. From Figure 4, it is evident that major differences in emission kinetics exist among FITC, PE, and APC.

The measurements of fluorescence and elastically scattered light may contain small experimental errors. First, the focus size may be too small for a homogeneous illumination of the cells. If that is the case, the emission profile should be described by a convolution of those illumination profile and the fluorochrome density. Second, the polarization of excitation affects the emission of fluorescent labels that are more or less fixed. We assume that the fluorescent dye molecules are reasonably free to rotate within the duration of illumination. For cases in which this is not true, orientational effects have to be considered.

The calculated extinction coefficient of PE is about 25% of the value found by White and Stryer (39). This difference could be caused by the use of a different form of PE or by molecular influences of the lymphocyte environment. Our calculated ε value of Streptavidin-bound APC is very close to the value of free APC reported by Grabowski (7). It lies between the values for the monomer and trimer forms, which is plausible because APC at concentrations higher than 10⁻⁵ M exists as a trimer (42) and tends to dissociate at lower concentrations into three subunits (monomers).

The results of our automated fitting algorithm were interpreted with great care because of the chance of
finding suboptima. This effect becomes worse when noisy pulses are involved. Multiparameter fitting proved to be difficult because the importance of a rate constant in the calculation process is dependent on the time scale; its influence is only felt for times equal to or longer than the reciprocal of its value. Therefore, we fitted multiple pulses simultaneously. A practical obstacle for fitting pulses is the long calculation time needed for the simulation of millisecond illumination.

We have shown that the model describes the fluorescence from APC-labeled cells measured by flow cytometry for all used intensities and times, i.e., for intensities below \(1.1 \cdot 10^9 \text{ W} \cdot \text{m}^{-2}\) and from 5 to 1,200 \(\mu\text{s}\) of total illumination time. We estimated the uncertainty in the values of the rate constants to be about 30%. From the bleaching rate constant, the photodestruction quantum yield can be calculated as \(1.6 \cdot 10^{-5}\), which is comparable to \(4.5 \cdot 10^{-6}\) found for APC solution by White and Stryer (39).

For FITC- and PE-labeled cells, we could obtain a correct description of the fluorescence by using simple bleaching from the excited singlet state but only on microsecond time scales. No set of rate constants could be found that provided a sufficiently good fit for all measured illumination times. This finding raises the question of which other transitions are necessary in the model to describe fully the fluorescence from FITC- and PE-labeled cells. Processes
such as stimulated emission, absorption from excited singlet (26) or triplet state, transitions to intermediate states (17) (oxidized or reduced forms of the fluorophore that can react to all molecules involved), and oxygen-induced quenching or self-quenching may be incorporated in the model. In our case, the most probable candidate is oxygen-induced quenching. Molecular oxygen has a great effect on the bleaching characteristics of fluorescent molecules. Lindqvist (17) showed a strong quenching effect on FITC molecules in the triplet state. In our experiments, oxygen was present, so it is very likely that this process took place. The effect on the measured fluorescence may be complicated by the light-dependent depletion of oxygen and the oxygen diffusion during illumination into the region of the fluorophore. This assumption corresponds with the observation in Figure 4 of the very low survival values for short illumination times.

Application of this method to fluorescent labels conjugated to monoclonal antibodies should in principle produce the same results because the fluorescent molecules are in the same environmental conditions as those in our experiments. The only difference in practice would be the generally lower fluorescent intensities. Therefore, we think our analysis method is widely applicable.

Optimization of Fluorescence Detection in Flow Cytometry: Single Fluorophores?

In designing the most sensitive method of fluorescence detection, the choice of fluorophore is of major importance. This choice must be determined by not only extinction coefficient, quantum yield, fluorescence lifetime, and bleaching characteristics but also the emission spectrum of the fluorophore vs. that of the background sources. From our experiments in recent years (2,30) and those by others (18,32,33,42), we have found that autofluorescence of lymphocytes is the main source of background in flow cytometric measurements using excitation wave-lengths up to 550 nm. Above this wavelength, autofluorescence is sufficiently decreased for Raman scattering of water to become the largest background source, depending on the detection volume used. Therefore, in this example, we chose the red-excitible fluorescent label APC to calculate the optimum conditions for the detection of one APC molecule on a lymphocyte. For this molecule, a high extinction coefficient (7.0·10^5 M^-1·cm^-1) (6), a high quantum yield (0.68) (7), a low bleaching coefficient (4.5·10^⁻⁶) (39), and a short fluorescence lifetime (2.7 ns) (7) have been reported. APC is best excited at 650 nm and the emission maximum is approximately 660 nm.

Once the fluorescence emission is calculated using our model, it is relatively easy to find the optimum conditions for detection. The optimum can be found by calculating the signal-to-noise ratio for a range of illumination times and intensities. In the case of using APC and an avalanche photodiode in photon counting mode, we have created a situation in which both autofluorescence and dark current can be neglected; thus, only Raman scattered photons have to be calculated. The results for one APC molecule on a cell (using a detection volume of 11 × 25 × 55 µm³ and detected fraction of emitted photons η = 0.067) are shown in Figure 7. For our flow cytometer, the optimum conditions are an illumination time of approximately 1 ms and an intensity of approximately 10⁷ W·m⁻² (corresponding with 30 mW of laser power in our system). We calculated a signal-to-noise value of 15, so true single molecule detection should be possible in these conditions.

In practice, the creation of these optimum excitation conditions may produce some problems. The long illumination time can be obtained by going to low flow speeds, but then the stream becomes very difficult to control, due not only to the high sensitivity to small pressure changes but also to the slow response of the system (in the order of minutes). In addition, at these low speeds, gravity causes cells to sediment, making it impossible to transport the

---

**Fig. 6.** Comparison of measured and calculated APC fluorescence curves using the model with rate constants determined by fitting. The APC-labeled cells are excited for 10 µs with 510 mW of laser power (A) and for 1,200 µs using 230 mW of laser power (B).
cells from the sample tube to the flow cell. We found a solution to these problems in flowing vertically by putting a syringe, filled with the cell suspension, directly on top of the flow cell. In this way, gravity acts in the direction of the flow, and stable flows producing millisecond illumination times can be reached. Furthermore, diffusion of the cells to off-axis positions in the flow cell can lead to an inhomogeneously illuminated sample stream. Full solution of these problems may be found in a new design of the flow system.

CONCLUSIONS

Fluorescence from cells labeled with FITC, PE, and APC, as measured with microsecond illumination in a flow cytometer, can be described mathematically by using the fluorescence model. We obtained a good description for APC fluorescence for millisecond illumination times, but a more complex model is required for FITC and PE fluorescence.

Using the fluorescence model and the fluorescence parameters found, we have calculated a signal-to-noise ratio of 15 for optimal excitation conditions of a cell labeled with only one APC molecule.
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**APPENDIX**

**CALCULATION OF THE ABSOLUTE VALUE OF EXCITATION AND FLUORESCENCE INTENSITY**

In this calculation, we use the fluorescence model without bleaching and triplet state occupation (k_{12} = 0 and k_{31} = 0). We checked the validity of this model for each fluorophore at short illumination times. The fluorescence emission rate is:

$$F = Q_f \cdot k_{10} \cdot \frac{k_a}{k_a + k_{10}} \cdot \frac{1}{2\pi \cdot c \cdot s^{-1}}$$

where $Q_f$ is the fluorescence quantum yield, $k_a$ the absorption rate constant, and $k_{10}$ the total decay rate, equal to the reciprocal value of the lifetime: $\tau^{-1}$. Using $k_a = \alpha \cdot V_{PLS}$ and $V_{FL} = \beta \cdot F$, where $V_{PLS}$ and $V_{FL}$ are the voltages of the perpendicular light scattering and fluorescence detector, respectively, and $\alpha$ and $\beta$ are proportionality factors, it follows that

$$\frac{V_{PLS}}{V_{FL}} = \frac{1}{\beta \cdot Q_f \cdot k_{10} \cdot V_{PLS} + \frac{1}{\alpha \cdot \beta \cdot Q_f}}$$

The slope and the offset of the $V_{PLS}/V_{FL}$ vs. $V_{PLS}$ graph can be determined by using either pulse peak values (when no bleaching occurs) or that part of individual pulses before bleaching occurs. The lifetime values are obtained by experiment (FITC, PE) or from the literature (APC). This allows calculation of $\beta \cdot Q_f$ and $\alpha$.

The fluorescence quantum yield can be calculated directly by using the radiative lifetime $\tau_0$: $Q_f = \frac{1}{\tau_0}$. The extinction coefficient $\epsilon$ can be determined in the following way. By definition, $k_a = \epsilon \cdot \Phi$, where $\Phi$ is the photon flux, $\sigma$ is the absorption cross section, and $\alpha = 3.82 \cdot 10^{-25} \cdot \epsilon \cdot m^2$ (33). The maximum photon flux in focus can be calculated by using $\Phi_{peak} = \frac{I_{peak}}{h \cdot c} (ph \cdot m^{-2} \cdot s^{-1})$, with $I_{peak} = \frac{2 \cdot T \cdot P_{total}}{(\pi \cdot w(\epsilon^{-2}x) \cdot w(\epsilon^{-2}y)) (W \cdot m^{-2})}$, where $I_{peak}$ is the peak intensity; $T$ is the total transmission factor of lenses and part of the flow cell; $P_{total}$ is the laser power; $w(\epsilon^{-2}x)$ and $w(\epsilon^{-2}y)$ are the radii of the focus in both directions; $\lambda$ is the wavelength; $h$ is the Planck constant; and $c$ is the speed of light. When we take $V_{PLS,peak} = g \cdot P_{total}$, the factor $g$ can be determined by the slope of the graph $V_{PLS,peak}$ vs. $P_{total}$. Thus, $\sigma = \frac{(1 - \alpha \cdot g \cdot h \cdot c \cdot \epsilon \cdot w(\epsilon^{-2}))}{(2 \cdot T \cdot \lambda)} (m^2)$, and $\epsilon$ can be calculated.

The accuracy of the extinction coefficient is determined mainly by the accuracy with which slope and offset of the $V_{PLS}/V_{FL}$ vs. $V_{PLS}$ graph is calculated. Another source of inaccuracy is the calculation of the radius of the focus and the total transmission factor.