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Chapter 1

Introduction

Wees nooit bang om het stil te laten worden in uzelf

Dom Marcellin Theeuwes (1936�2019)

This thesis deals with applications of basic representation theory in discrete
mathematics and, related to that, with the study of certain polynomial invari-
ants for embedded graphs and signed graphs. The applications of representation
theory are twofold: one lies incoding theory and the other in (topological) graph
theory.

Given nonnegative integersd; n and q � 2, a (q-ary) code (of length n) is a
subset off 0; 1; : : : ; q� 1gn . An element of a code is called aword. The Hamming
distance between two given words is the number of positions in which the words
have di�erent letters. The number Aq(n; d) is de�ned to be the maximum cardi-
nality of a q-ary code of lengthn such that the Hamming distance between any
two distinct words in that code is at least d. The problem of determining Aq(n; d)
is often referred to as the `main coding theory problem' [60]. In this thesis, we will
explain how representation theory of the symmetric group can be used to obtain
better upper bounds onAq(n; d), for some values ofd; n and q. We also describe
how the previous can be adapted to obtain better upper bounds on a parameter,
which is similar in de�nition to Aq(n; d), for mixed binary/ternary codes. For
nonnegative integersn2 and n3, a mixed binary/ternary code (of length n2 + n3)
is a subset off 0; 1gn 2 � f 0; 1; 2gn 3 .

The second application of representation theory is concerned with the enu-
meration of local �ows in embedded graphs. Anembedded graphis a �nite graph
that is 2-cell embedded in a compact surface (where `2-cell' means that every face
of the embedding is homeomorphic to an open disk). LetM be an embedded
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Introduction

graph with a �xed bidirection of the edges. A local �ow in M is a map from
the edge set ofM to a �xed group such that at each vertex the product of the
values on the edges equals the identity (Kirchho�'s law). Here, the inverse is
taken for outgoing edges and the order of multiplication is dictated by the em-
bedding. The number of local �ows does not depend on the bidirection of the
edges. Determining the number of local �ows involves the characters of the given
group, the topology of the surface in which the graph is embedded as well as some
operations on embedded graphs. We derive an expression for the number of local
�ows and show that it is an evaluation of a polynomial invariant of embedded
graphs, which is called thesurface Tutte polynomial and which has many other
interesting properties.

An embedding of a graph � can be represented combinatorially by a pair
(�; � ). Here, � is called the rotation system and is a set consisting of, for each
vertex v of � , a cyclic permutation of the edges incident with v, and � is called
the signature mappingand is a map from the edge set of� to the set f� 1g. With
this representation of an embedded graph, we see that underlying an embedded
graph is a signed graph, a graph whose edges carry either a negative sign or a
positive sign. The surface Tutte polynomial then specializes to a polynomial in-
variant for signed graphs. The polynomial obtained this way, which is called the
signed Tutte polynomial, satis�es a certain universality property that we use to
give combinatorial interpretations of several of its evaluations.

Having given a high-level overview of the most important concepts of this
thesis, we now turn to provide more detailed background information and moti-
vation for each of the main subjects. After that, we address our contribution for
these respective topics. Finally, we give in this chapter an outline for the rest of
this thesis.

1.1 Background information and motivation

The main coding theory problem
The number Aq(n; d), which has been de�ned above, is hard to compute for
general d; n and q. Much research has been devoted to determining the value
of Aq(n; d) for speci�c d; n and q, and to proving lower and upper bounds [9,
60]. Before highlighting some of these bounds, we mention that, besides the
intellectual challenge that it entails, settling the values of Aq(n; d) is important in
communication theory. Namely, a code for which the Hamming distance between
each pair of distinct words is at least2e+1 , is able to correcteerrors, caused by for
instance noise, in data that is transmitted through an unreliable communication
channel. For more information on error-correcting codes, the reader may consult

2



1.1. Background information and motivation

the seminal papers [40] and [87] by Hamming and Shannon, respectively.
Lower bounds onAq(n; d) are given by explicit codes. A classical lower bound

is the sphere-covering bound, which is obtained by covering theq-ary Hamming
space, the space consisting of all words, by balls of radiusd� 1 (with respect to the
Hamming distance) centered around the words of a code of cardinalityAq(n; d).
From existing codes new ones can be constructed by extending, shortening or
puncturing a code.

In this thesis, we focus on upper bounds. Similar to sphere-covering, there
exists an upper bound onAq(n; d) that is realized by sphere-packing. In the
1960s, Plotkin [77] and Singleton [88] gave new general upper bounds (that are
now named after them). A major breakthrough was achieved in 1973 and is due to
Delsarte [18]. He obtained an upper bound, nowadays called the (Delsarte) linear
programming bound, by exploiting a beautiful connection between combinatorics,
analysis and combinatorial optimization.

At the heart of Delsarte's upper bound is a fundamental inequality satis�ed by
the distance distribution of a code and a family of orthogonal polynomials, called
the Krawtchouk polynomials. Fix q � 2 and n � 1. For k � 0, the Krawtchouk
polynomial K k (x) is de�ned by

K k (x) :=
kX

j =0

(� 1)j
�

x
j

��
n � x
k � j

�
(q � 1)k � j :

The following theorem expresses Delsarte's result.

Theorem 1.1. For given q � 2 and nonnegative integersd and n, we have

Aq(n; d) � max
� nX

i =0

A i j A i 2 R� 0 for 0 � i � n; A 0 = 1 ; A i = 0 for 1 � i < d;

nX

i =0

A i K k (i ) � 0 for 0 � k � n
�

:

The linear programming bound is more generally de�ned for bounding the
maximum cardinality of a clique (or independent set) in association schemes.
McEliece, Rodemich and Rumsey [67], and independently Schrijver [84], observed
that for a graph coming from a symmetric association scheme, Delsarte's bound
coincides with an upper bound on the independent set number of that graph. The
latter parameter is called #0 and is closely related to the Lovász bound (which
upper bounds the Shannon capacity). For a graph� = ( V; E), it is de�ned by

#0(�) := max
� X

i;j

B i;j j B 2 RV � V
� 0 ; B � 0; tr( B ) = 1 ; B i;j = 0 if ij 2 E

�
;
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Introduction

where B � 0 is written for the condition that the matrix B is positive semide�-
nite.

In [65] Lovász and Schrijver introduced the famous matrix-cut method and
derived an extension of the Lovász bound. Inspired by this extension, Schrij-
ver [86] obtained a new semide�nite programming upper bound onA2(n; d),
which sharpens the Delsarte bound, by block-diagonalizing the Terwilliger al-
gebra of the (binary) Hamming cube. This method was generalized to nonbinary
codes by Gijswijt, Schrijver and Tanaka [29].

Recently, the Delsarte bound and its above-mentioned extensions were put
into a general framework by Gijswijt, Schrijver and Mittelmann [30]. They for-
mulated a hierarchy of semide�nite programs based onk-tuples of codewords,
whose optimal values upper boundAq(n; d). The hierarchy �ts into Lasserre's
semide�nite programming hierarchy for stable sets [57, 58]. Ifk = 2 (i.e., when
pairs of words are considered), then the semide�nite program agrees with the
Delsarte bound. For the casek = 4 , it is de�ned as follows. Fix q � 2 and
nonnegative integersd and n. Write Ck for the collection of q-ary codes of length
n of cardinality at most k. Given x : C4 ! R� 0, de�ne the C2 � C 2 matrix M (x)
by

M (x)C;C 0 := x(C [ C0);

for C; C0 2 C2. Let dmin (C) denote the minimum distance of a codeC, i.e., the
minimum of the distances between pairs of distinct words inC. The following
theorem was proved in [30].

Theorem 1.2. For given q � 2 and nonnegative integersd and n, we have

Aq(n; d) � max
� X

v2 [q]n

x(f vg) j x : C4 ! R� 0 with x(; ) = 1 ;

x(C) = 0 if dmin (C) < d; M (x) � 0
�

:

The size of the optimization problem described in Theorem 1.2 is huge. Using
symmetry arguments, the authors of [30] reduced the size from exponential inn
to polynomial in n. This enabled them to obtain new upper bounds onAq(n; d)
for q = 2 and a range of values ofn and d.

Mixed binary/ternary codes and football pools
In the group stage of the FIFA World Cup (a quadrennial international football
tournament, this year held in Russia) there are eight groups of four countries
each. Within a group, every two teams play each other once. Hence there are
8 �

� 4
2

�
= 48 matches with possible outcome win/draw/loss. After these matches,
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1.1. Background information and motivation

the top two countries of each group advance to a knockout stage. Including a
game to decide the third place, this gives1 +

P 3
i =0 2i = 16 games with a certain

winner and loser. Suppose one is interested in simultaneously betting on the
outcomes of all matches. This can be done by �lling in football forms. A football
form contains a prediction of the results of all games. For each �lled-in form, the
predictor has to pay a �xed price and the payout of a form increases as the num-
ber of correctly predicted results of that form increases. If the predictor wants to
�ll in multiple forms, then, to ensure not wasting money by covering possible out-
comes of all matches twice, he or she is, for a givene � 0, faced with the question:

(Q) How many football forms can be �lled in such that, whatever the outcomes of
the matches, there are no two forms, both with at moste wrong answers?

Needless to say, the question phrased above is a mathematical one (and highly
nontrivial!).

In the same vein as the main coding theory problem, de�neN (n2; n3; d) to be
the maximum cardinality of a code of length n2 + n3, with n2 binary coordinates
and n3 ternary coordinates (in this order) and with minimum Hamming distance
at least d, for nonnegative integersn2; n3; d. Then answering question(Q) for
the case of the FIFA World Cup amounts to determining N (16; 48; 2e+ 1) . This
problem is open for all nontrivial values ofe, i.e., for 1 � e � 30, and is not likely
to be solved in the near future. However, many football pools have at most14
matches and therefore attention is often restricted to estimatingN (n2; n3; d) for
n2 + n3 � 14. (See for instance [38], where additional relations between codes
and football pools are highlighted.)

Remarkably, almost all currently best known lower bounds for the cases
n2 + n3 � 14 were found in discussions on a spanish football forum [15]. The �rst
general upper bounds have been studied in 1991 by van Wee [93] and van Lint and
van Wee [59]. Expanding on the work of Delsarte, in 1998 Brouwer, Hämäläi-
nen, Östergård and Sloane formulated a linear programming upper bound by
viewing the mixed Hamming space as a product scheme [8]. Using backtrack
search and isomorphism rejection, Östergård obtained many new upper bounds
on N (n2; n3; d) for d = 4 [74] and d = 3 [75], with the aid of a computer.

Flows and tensions in embedded graphs
In [92] Tutte de�ned the dichromate of a graph � as a bivariate polynomial graph
invariant that includes the chromatic polynomial of � and the �ow polynomial
of � as univariate specializations. The latter two polynomials can be (and usu-
ally are) de�ned by their evaluations at nonnegative integers. Let Zn denote the
additive cyclic group of order n and suppose we �x an arbitrary orientation of the
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edges of� . A nowhere-zeroZn -�ow of � is an assignment of nonzero elements
of Zn to the edges of� such that Kirchho�'s law is satis�ed at each vertex. (It
then follows that for any edge cut set the sum of the values on edges in one
direction is equal to the sum of values on edges in the other direction. It is also
evident that the number of nowhere-zeroZn -�ows does not depend on the choice
of orientation of edges of� .) For each positive integer n, the �ow polynomial
of � evaluated at n is equal to the number of nowhere-zeroZn -�ows of � . The
chromatic polynomial evaluated at a nonnegative integern counts the number of
proper (vertex) colorings of � using n colors. A proper coloring of � induces a
nowhere-zeroZn -tension of � , which is to say, an assignment of nonzero elements
of Zn to edges of� such that, for each closed walk, the sum of the values on
forward edges equals the sum of the values on backward edges. Upon �xing the
color of a vertex in each connected component of� there is a one-to-one corre-
spondence between propern-colorings of � and nowhere-zeroZn -tensions of� .

The dichromate was to become better known as theTutte polynomial. It not
only contains as evaluations many important graph invariants, but also extends
its domain from graphs to matroids, and has revealed fruitful connections be-
tween graphs and many other combinatorial structures, such as the Potts model
of statistical physics and, more topologically, knots [95]. Another natural way to
extend the domain of graphs is toembedded graphs, that is, graphs embedded in
a compact surface (anorientable embedded graphif the surface is orientable, and
a non-orientable embedded graphotherwise).

Local �ows and local tensionsof an embedded graph are de�ned similarly to
�ows and tensions of a graph. If the values are taken in a groupG, then local
�ows and local tensions are also calledlocal G-�ows and local G-tensions, respec-
tively. A di�erence between �ows in graphs and local �ows in embedded graphs
is that for the latter, values on the edges may be taken from a nonabelian group,
as the cyclic orderings of edges around vertices of an embedded graph determine
in which order to multiply elements together when verifying that Kirchho�'s law
holds. (We adopt the convention that in nonabelian groups composition is mul-
tiplication, while in abelian groups composition is addition.) The quali�er `local'
in `local �ow' refers to the fact that for a local �ow Kirchho�'s law is satis�ed
locally at each vertex, but not necessarily at other edge cut sets. Dually, the
de�ning condition of a local tension refers no longer to all closed walks but just
to facial walks. The correspondence of tensions with proper colorings is not pre-
served, but for R-valued �ows and tensions an `approximate coloring-�ow duality'
holds [20].

Just as the �ow polynomial of a graph evaluated at a positive integer n is
equal to the number of nowhere-zeroZn -�ows, there is, for each �nite group
G, an invariant for embedded graphs equal to the number of nowhere-identity
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local G-�ows. The question is then whether there exists an extension of the
Tutte polynomial to embedded graphs which contains as evaluations the number
of nowhere-identity local G-�ows and the number of nowhere-identity local G-
tensions, in a similar way to how the Tutte polynomial of a graph contains the
�ow polynomial and the chromatic polynomial as specializations.

Various extensions of the Tutte polynomial to embedded graphs have been de-
�ned, notably by Las Vergnas [56], Bollobás and Riordan [4, 5], and Krushkal [54,
11], each of which have properties analogous to those of the Tutte polynomial such
as having a deletion-contraction recurrence or extending from graphs to matroids
(the relevant extension from embedded graphs being to� -matroids [14]). How-
ever, none of these extended Tutte polynomials contain for every �nite groupG
the number of nowhere-identity local G-�ows and the number of nowhere-identity
local G-tensions as evaluations. Recently, such an extension of the Tutte poly-
nomial to orientable embedded graphs, called thesurface Tutte polynomial, was
discovered by Goodall, Krajewski, Regts and Vena [35]. The surface Tutte poly-
nomial of an orientable embedded graph includes the Krushkal polynomial of an
orientable embedded graph, and hence the Las Vergnas polynomial and Bollobás�
Riordan polynomial of an orientable embedded graph, as specializations.

Flows, tensions and colorings in signed graphs
Signed graphs, introduced by Harary [41], are graphs (loops and multiple edges
allowed) whose edges are given either a positive sign or a negative sign. A signed
graph � is balanced if for each cycle C of � the number of edges ofC with a
negative sign is even, andunbalanced otherwise. Signed graphs have accumu-
lated a large literature, surveyed in [102]. Notably, Zaslavsky [98, 99, 100, 101]
developed the theory of signed graphs with respect to colorings, orientations and
matroids associated with signed graphs.

Flows are de�ned for signed graphs in a similar way to graphs [6] via Kirch-
ho�'s law. On a balanced signed graph, �ows with values in an abelian groupG
are in 1-1 correspondence with �ows of the underlying graph of the signed graph.
In that case, the number of nowhere-zeroG-�ows is polynomial in jGj [92]. For
an arbitrary signed graph, however, the number of nowhere-zeroG-�ows depends
on the number of elements of order2 in G (the order of its 2-torsion subgroup).
For a �nite abelian group G with 2-torsion subgroup of order 2d, Beck and Za-
slavsky [1] showed that whend = 0 (so jGj is odd), the number of nowhere-zero
G-�ows of a given signed graph is polynomial in jGj, given as an evaluation of
the Tutte polynomial of the underlying signed-graphic matroid. DeVos et al. [21],
by establishing a deletion-contraction recurrence for the number of nowhere-zero
G-�ows reducing its evaluation to single-vertex signed graphs consisting solely of
loops, showed that it is a polynomial in 2d and jGj=2d. This number is not an
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evaluation of the Tutte polynomial of the underlying signed-graphic matroid (un-
less the signed graph is balanced). Recently, Qian obtained a subset expansion
for the number of nowhere-zeroG-�ows of a signed graph [79].

Zaslavsky introduced the notion of signed graphcolorings [98]. For n 2 Z � 0,
let I n := f 0; � 1; : : : ; � ng. Then an n-coloring of a signed graph is an assignment
of values from I n to the vertices of the signed graph, such that along an edge
with positive sign, end vertices receive di�erent colors, and along an edge with
negative sign, end vertices receive colors which are not each other's negation. For
a graph, a loop is an obstruction for the existence of a coloring. For a signed
graph, an edge of the signed graph that is a loop of the underlying graph is an
obstruction for the existence of a signed graph coloring if and only if it has a
positive sign. A nonzero n-coloring is a coloring not assigning the value0 to any
vertex. Zaslavsky observed that for a signed graph� , the number � � (2n + 1)
of n-colorings and the number� �

� (2n) of nonzeron-colorings are polynomials in
n [98].

Tensions of signed graphs have only more recently been considered [12]. For
graphs with oriented edges,G-tensions are assignments of elements of an abelian
group G to edges of the graph with the property that the cumulative sum of
edge values encountered when traversing a closed walk is zero, where edge values
are negated when the direction of the walk opposes the orientation of the edge.
This de�nition may be more compactly phrased in terms of circuits of the un-
derlying graphic matroid. For signed graphs, a similar de�nition applies, with
edge orientations replaced by bidirections, and only closed walks traversing an
even number of negative edges being considered. Likewise, this de�nition may be
more compactly formulated in terms of circuits of the underlying signed-graphic
matroid. The relation of tensions of signed graphs to vertex colorings of signed
graphs (see [98, 99]) is more subtle than that of graph tensions to graph vertex
colorings. If G is 2-torsion-free, then every G-tension of a signed graph corre-
sponds to aG-coloring of the signed graph [12].

Similarly as for embedded graphs, the question arises whether there exists
an extension of the Tutte polynomial for graphs to a polynomial invariant for
signed graphs that shares with the Tutte polynomial properties such as satisfy-
ing a deletion-contraction recurrence, and containing among its evaluations the
number of nowhere-zeroG-�ows and the number of nowhere-zeroG-tensions.
Kau�man de�ned a signed graph Tutte polynomial that (by design) yields the
bracket polynomial for knots via the medial graph construction [50]. The trivari-
ate polynomial of Kau�man, however, is not invariant under switching at a vertex
(negating the sign of every edge incident with that vertex, and keeping the sign
of each loop at that vertex), while the number of nowhere-zeroG-�ows and the
number of nowhere-zeroG-tensions are.
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Another trivariate Tutte polynomial, which is invariant under switchings at a
vertex, appears in the slides of a talk given by Krieger and O'Connor in 2013 [53].
Their polynomial satis�es a deletion-contraction recurrence and contains the
chromatic polynomials � � and � �

� , counting the number of n-colorings and the
number of nonzeron-colorings in a signed graph� , respectively, as specializa-
tions. In the slides, no mention is made of nowhere-zeroG-�ows and nowhere-zero
G-tensions.

1.2 Contributions

Coding theory
In this thesis we further develop the theory of upper bounds for error-correcting
codes and mixed binary/ternary codes. For error-correcting codes, we expand
on the work of Gijswijt et al. [30]. Compared to the exposition in [30], our
method gives a more conceptual and representation-theoretic approach. We con-
sider semide�nite programs based on quadruples of codewords and apply a sym-
metry reduction to obtain an optimization problem of polynomial size (poly-
nomial in n, where n is the length of the words). Instead of restricting to
the algebra of matrices invariant under the isometry group Sn

q o Sn via the
regular � -representation [52], or block-diagonalizing the centralizer algebra an-
alytically [30], we focus on the underlying representation theory and give an
explicit decomposition of the space of pairs of words into irreducibleSn

q o Sn -
representations. After applying further reductions, we improve upon best known
upper bounds onAq(n; d) for �ve instances (three in the 4-ary case and two in the
5-ary case), thereby reaching the limit of what seems possible computationally
on a modern-day computer while using this method.

In the case of mixed binary/ternary codes we adapt the semide�nite program-
ming bound for error-correcting codes described in [30] by utilizing the product
structure of the mixed Hamming space. In this way we generalize the linear
programming bound of Brouwer et al. [8]. For triples of mixed words we exploit
symmetry and reduce the optimization problem using representation theory. This
yields 135 new upper bounds that are provided in tables.

Topological graph theory
In this thesis we extend the domain of the surface Tutte polynomial of [35] to in-
clude non-orientable embedded graphs and show that this invariant for embedded
graphs contains for every �nite group G the number of nowhere-identity local G-
�ows and the number of nowhere-identity local G-tensions as evaluations, as well
as it contains further specializations such as the number of quasi-forests. While
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some of the theorems we prove are natural generalizations of theorems in [35], in
each case the added complications of non-orientability necessitated a substantial
development of technique in order to achieve the required lifting. The surface
Tutte polynomial of an embedded graph thus obtained is the analogue of the
dichromate of a graph as de�ned by Tutte to include the number of nowhere-zero
G-�ows and the number of nowhere-zeroG-tensions as evaluations, for a �nite
abelian group G. Furthermore, the Kruskhal polynomial of a non-orientable em-
bedded graph (as de�ned by Butler [11]) remains a specialization of the surface
Tutte polynomial extended to embedded graphs.

Even though the correspondence of nowhere-zero tensions with proper color-
ings in embedded graphs is not preserved, we prove that for an embedded graph
nowhere-identity local tensions correspond with proper colorings of a covering of
the embedded graph, thereby generalizing coloring-�ow duality for planar graphs.

The surface Tutte polynomial specializes to a trivariate polynomial for signed
graphs which coincides, up to a change of variables, with a polynomial of Krieger
and O'Connor de�ned in the slides of a talk given in 2013 [53]. We show that
the specialized surface Tutte polynomial is universal for deletion-contraction in-
variants of signed graphs. Using the latter property, we prove that the �signed
graph Tutte polynomial� contains, for a given �nite abelian group G, the number
of nowhere-zeroG-�ows as evaluation. It furthermore contains as evaluations
the number of colorings taking values in a �nite set which is equipped with an
involution, as well as the number of acyclic orientations and the number of totally
cyclic orientations (at individual points). We count the number of tensions in a
signed graph and relate tensions to colorings.

1.2.1 References

This thesis is based on three publications and on two unpublished papers.

ˆ B.M. Litjens, S.C. Polak and A. Schrijver, Semide�nite bounds for non-
binary codes based on quadruples,Designs, Codes and Cryptography84
(2017), 87-100.

ˆ B.M. Litjens, Semide�nite bounds for mixed binary/ternary codes, Discrete
Mathematics 341 (2018), 1740-1748.

ˆ B.M. Litjens and B.L. Sevenster, Partition functions and a generalized
coloring-�ow duality for embedded graphs, Journal of Graphy Theory 88
(2018), 271-283.
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ˆ A.J. Goodall, B.M. Litjens, G. Regts and L. Vena, A Tutte polynomial for
maps II: the non-orientable case, 2018, ArXivhttps://arxiv.org/abs/
1804.01496.

An extended abstract of this paper appeared inProceedings of the 9th
European Conference on Combinatorics, Graph Theory and Applications
(EuroComb 2017, Vienna), Electronic Notes in Discrete Mathematics 61
(2017), 513�519.

ˆ A.J. Goodall, B.M. Litjens, G. Regts and L. Vena, On a new Tutte poly-
nomial for signed graphs, 2018+,in preparation.

In all �ve papers and in the extended abstract mentioned above, each of the
authors contributed equally.

1.3 Outline

This thesis is divided into eight chapters and in short is organized as follows:
Chapter 1 forms the introduction, Chapters 2 and 5 contain preliminaries, and
Chapters 3,4,6,7 and 8 constitute the mathematical core of this thesis. We give
a brief summary of the contents of each of the chapters.

Chapter 2. Preliminaries I. In this chapter we give preliminaries on cod-
ing theory, semide�nite programming and representation theory. Furthermore,
we set up notation and conventions that will be used throughout this thesis.

Chapter 3. Error-correcting codes. Here we consider a semide�nite pro-
gramming upper bound onAq(n; d). This upper bound has been introduced by
Gijswijt et al. [30]. Using methods from representation theory, we signi�cantly
reduce the optimization problem in size. We provide �ve improved upper bounds
that were obtained by explicitly solving the reduced problem. The content of this
chapter essentially matches the publication [62], which was joint work with Sven
Polak and Lex Schrijver.

Chapter 4. Mixed binary/ternary codes. By modifying the semide�-
nite programming upper bound described in [30], we obtain an upper bound
on N (n2; n3; d) that strengthens the linear programming bound of Brouwer et
al. [8]. We adapt the symmetry reduction explained in Chapter 3 to obtain 135
new upper bounds. Up to a few notational changes, this chapter agrees with the
publication [62].
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Chapter 5. Preliminaries II. In this chapter we present further prelimi-
naries that are used in the chapters thereafter. These include some basic notions
from graph theory and topology, and some additional elementary notions from
representation theory. We also introduce important concepts from topological
graph theory, such as combinatorial embeddings, local �ows and local tensions in
embedded graphs, and the operations of deletion and contraction in embedded
graphs.

Chapter 6. Partition functions and a generalized coloring-�ow duality.
In this chapter we de�ne a partition function for orientable embedded graphs and
derive a simple expression of this function when restricted to connected orientable
embedded graphs. By taking a speci�c choice of partition function, we obtain
a formula for the number of nowhere-identity local �ows on an orientable em-
bedded graph, where the �ow values are taken from a given �nite group. We
furthermore show that for general embedded graphs (not necessarily orientable)
nowhere-identity local �ows correspond to proper colorings of a covering graph
of the dual embedded graph, thereby obtaining a generalization of coloring-�ow
duality for planar graphs that di�ers from the one discussed in [20]. This chap-
ter approximately coincides with the publication [64], which was joint work with
Bart Sevenster.

Chapter 7. A Tutte polynomial for embedded graphs. We extend the
domain of the surface Tutte polynomial de�ned in [35] from orientable embedded
graphs to general embedded graphs (not necessarily orientable) and show that
the polynomial thus obtained contains among its evaluations several interesting
embedded graph invariants. Moreover, it includes the Krushkal polynomial (and
therefore also the Bollóbas-Riordan polynomial and Las Vergnas polynomial) as
specialization. This chapter is based on the paper [33], which was joint work
with Andrew Goodall, Guus Regts and Lluís Vena and which is currently under
peer review. It however di�ers in exposition from [33] in that it uses the more
conventional language of combinatorial embeddings when dealing with embedded
graphs, rather than Tutte's less well known permutation axiomization for embed-
ded graphs [89].

Chapter 8. A Tutte polynomial for signed graphs. In this chapter
we consider a specialization of the surface Tutte polynomial of an embedded
graph to obtain a trivariate polynomial for signed graphs that coincides, up to
a change of variables, with the polynomial of Krieger and O'Connor [53]. The
polynomial obtained this way, called the signed Tutte polynomial, satis�es a
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deletion-contraction recurrence and is universal for deletion-contraction invari-
ants for signed graphs. This yields interesting combinatorial interpretations of
several evaluations of our polynomial. This chapter is based on parts of unpub-
lished joint work with Andrew Goodall, Guus Regts and Lluís Vena [34]. In [34],
we also consider an extension of the signed Tutte polynomial to ordered pairs of
matroids and derive some of the properties of the extended polynomial.
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Chapter 2

Preliminaries I

M˜ eÚnai basilik˜n ‚trapän âpÐ gewmetrÐan

Euclid (lived around 300 BC)

In this chapter we discuss preliminaries on coding theory, semide�nite pro-
gramming and those parts of representation theory that we need for our coding
results. We �rst set up notation and conventions that are used throughout this
thesis.

2.1 Notation and conventions

Sets. By N we denote the set of positive integers;N := f 1; 2; 3; : : :g. We write
Z � 0 and R� 0 for the sets of nonnegative integers and nonnegative real numbers,
respectively. For n 2 Z � 0, we de�ne [n] := f 1; : : : ; ng. Note that [0] = ; . The
cardinality of a set S is denoted by jSj. An involution of a set S is a bijection
f : S ! S that equals its own inverse.

Algebra. In this thesis, G always denotes a group. Forn 2 N, we write Zn

for the cyclic group of order n. By Sn we denote the symmetric group on the
set [n], with n 2 Z � 0. For a multiplicative group G, the subgroup f g j g2 = 1g
is called the 2-torsion subgroup of G. Let X be a set and let SX denote the
group of bijections from X to itself. A group action from G on X is a group
homomorphism G ! SX . If G acts on X , then we denoteg � x for the image
of x under the bijection associated tog, where x 2 X and g 2 G. The set X G

is the set of elements ofX that are invariant under the action of G. If X is
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a linear space, elements ofSX are also assumed to be linear. This applies for
example to the following situation. For a �eld K and a set X , let K X denote
the linear space of maps fromX to K . If G acts on X , then G acts on K X by
(g � f )(x) := f (g� 1 � x), for all g 2 G; f 2 K X and x 2 X .

The group Gn o Sn stands for the wreath product of G and Sn . For a �nite
multiplicative group G and a �eld K , the group algebraKG is de�ned as the
free vector space onG over K . The product in G de�nes by linear extension an
algebra structure on KG . For our purposes, eitherK = R or K = C.

Linear algebra. If X and Y are sets andK is a �eld, then K X � Y is the set
consisting of matrices whose rows are indexed by elements ofX , whose columns
are indexed by elements ofY , and whose entries are elements ofK . So K n � m =
K [n ]� [m ], for n; m 2 Z � 0. When K is understood, we sometimes refer to an
element of K X � Y as an X � Y matrix. If Z � K , then Z X � Y is the subset of
K X � Y consisting of matrices all of whose entries are inZ .

For n 2 N, the n � n identity matrix is denoted by I n , and the n � n all-one
matrix is denoted by Jn . Let A be a matrix with a �nite number of rows and
columns. By AT we denote its transpose. IfA is a square matrix and if moreover
the entries of A are elements of a ring, then tr(A) is the trace of A and det(A)
is the determinant of A. If A 2 Cn � m for some n; m 2 N, then its conjugate
transpose is written asA � . For two matrices B; C 2 Cn � m with n; m 2 N, we
de�ne the (trace) inner product h�; �i by hB; C i := tr (B � C).

All vector spaces in this thesis are �nite-dimensional. For a vector spaceV ,
we let GL(V ) be the group of invertible linear maps from V to itself. The dual
vector space ofV is denoted by V � . For n 2 N, the space of degreen tensors is
denoted by V 
 n and we use the notation Symn (V ) := ( V 
 n )Sn for the subspace
of V 
 n consisting of symmetric tensors of degreen.

2.2 Coding theory

We recall some notions from coding theory. For background information, the
reader may consult [60].

Fix n 2 Z � 0 and �x a natural number q � 2. In coding theory the symbol q
stands for the cardinality of the alphabet and we adopt the convention that in
this context [q] := f 0; 1; : : : q� 1g. A (q-ary) code (of length n) is a subset of[q]n .
An element of a code is called aword. For v; w 2 [q]n , the (Hamming) distance
dH (v; w) betweenv and w is the number of i 2 [n] with vi 6= wi . The weight w(v)
of a word v 2 [q]n is the number of i 2 [n] with vi 6= 0 . The minimum distance
dmin (C) of a codeC is the minimum of dH (v; w) taken over distinct v; w 2 C. If
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jCj � 1, then by convention we setdmin (C) = n + 1 . Fix d 2 Z � 0. De�ne the
number

Aq(n; d) := maxfj Cj j C � [q]n ; dmin (C) � dg: (2.1)

We give new upper bounds onAq(n; d) in Chapter 3.
Fix n2; n3 2 Z � 0. A mixed binary/ternary code is a subset of [2]n 2 [3]n 3 .

An element of a mixed binary/ternary code is called a mixed word, or just a
word when the context is clear. The Hamming distance, minimum distance and
weight are de�ned similary for mixed binary/ternary codes as for codes. De�ne
the number

N (n2; n3; d) := maxfj Cj j C � [2]n 2 [3]n 3 ; dmin (C) � dg: (2.2)

We give new upper bounds onN (n2; n3; d) in Chapter 4.

2.3 Semide�nite programming

In this section we summarize facts about semide�nite programming and introduce
some terminology. For more details, we refer to [27].

Fix n 2 N. Let A 2 Cn � n be a Hermitian matrix, i.e., A = A � . Then A is
positive semide�nite if all its eigenvalues are nonnegative. The condition forA
to be positive semide�nite is written as A � 0. It is a standard fact that

A � 0 () x � Ax � 0 for all x 2 Cn (2.3)

() A = B � B for someB 2 Cn � n (2.4)

() h A; L i � 0 for all L � 0: (2.5)

In case A is a real matrix, we can restrict to x 2 Rn in (2.3), we can take
B 2 Rn � n in (2.4) and we can takeL 2 Rn � n in (2.5).

Let A1; : : : ; Am ; C 2 Rn � n be symmetric matrices and letb1; : : : ; bm 2 R, for
somem 2 N. A semide�nite program is an optimization problem of the following
form:

Maximize hC; X i
subject to X 2 Rn � n ;

hA i ; X i = bi for i = 1 ; : : : m;
X � 0:

(2.6)

The matrix X is called the variable matrix . The conditions in the semide�nite
program are referred to asconstraints. If X is a matrix satisying the constraints,
then X is a feasible solution with objective valuehC; X i . The program (2.6) is
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feasible if it admits a feasible solution. The objective function of (2.6) is the
function hC; X i , where X ranges over feasible solutions. The maximum of the
semide�nite program is called theoptimal value. An optimal solution is a feasible
solution with objective value equal to the optimal value.

With respect to complexity, we note that semide�nite programs can be ap-
proximated in polynomial time to any precision by use of the ellipsoid method [37]
(under certain mild conditions that are satis�ed in our case) or by using interior-
point methods [72]. In practice, the latter are often used to solve semide�nite
optimization problems.

2.4 Representation theory I

In this section we review those parts of the representation theory of �nite groups
that we need for our results in coding theory. Proofs and details of the statements
given are omitted. For these we refer to Chapters1 and 2 of Sagan's book [81].

Let V be a C-linear space acted upon by a �nite groupG. Then V is called
a G-representation, or just a representation, when the group is understood. The
dimension of V is called the dimension, or degree, of the representation. If U is
a G-invariant subspace ofV , then the action g � u, with g 2 G and u 2 U, turns
U into a representation and we say it is asubrepresentationof V .

If V and W are G-representations, aG-equivariant map from V to W is a
linear map � : V ! W such that g � � (v) = � (g � v), for all g 2 G and v 2 V .
Two representations V and W are G-isomorphic if there exists a bijective G-
equivariant map from V to W , which is also called aG-isomorphism. When the
group is understood, we sometimes use the termsisomorphic and isomorphism for
G-isomorphic and G-isomorphism, respectively. The representationV is called
irreducible if the only G-invariant subspaces ofV are f 0g and V .

Assume now thatG actsunitarily on V . This means that for everyg 2 G there
is a unitary matrix M such that g � v = Mv for all v 2 V . Then the standard
inner product hv; wi = v� w on V , where � denotes the conjugate transpose,
is a G-invariant inner product, i.e., hg � v; g � wi = hv; wi for all g 2 G and
v; w 2 V . If U � V is a G-invariant subspace, then so isU? := f v 2 V j hv; ui =
0 8u 2 Ug. This shows that V admits a decomposition into pairwise orthogonal
irreducible subrepresentations (Maschke's theorem). We can then decomposeV
into subrepresentations,V = V1 � : : : � Vk , for somek 2 N, with the following
properties. For eachi � k, there is an mi 2 N such that Vi = Vi; 1 � : : : � Vi;m i ,
where the Vi;j are irreducible G-representations for all j � mi . Moreover, for
i; i 0 � k; j � mi and j 0 � mi 0, the G-representationsVi;j and Vi 0;j 0 are isomorphic
if and only if i 0 = i . The subrepresentationVi is called an isotypic component
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and mi is called the multiplicity of Vi; 1 in V .
The space ofG-equivariant maps from V to itself can be described using

Schur's lemma:

Theorem 2.1 (Schur's lemma). Let U and W be irreducible G-representations
and let f be aG-equivariant map from U to W .

1. If U and W are not isomorphic, then f = 0 .

2. If U and W are isomorphic and � : U ! W is a G-isomorphism, then f is
a scalar multiple of � .

Let m 2 Z � 0 and let V = Cm be a G-representation, whereG is a �nite
group. Schur's lemma implies that the space ofG-equivariant maps from V to
itself is linearly isomorphic to a direct sum of matrix algebras with sizes given by
the multiplicities:

(Cm � m )G �=
kM

i =1

Cm i � m i :

We describe an explicit isomorphism. For everyi � k and j � mi , choose a
nonzero vector ui;j 2 Vi;j such that for every i � k and j; j 0 � mi there exists
a G-isomorphism from Vi;j to Vi;j 0 that maps ui;j to ui;j 0. By irreducibility,
G � ui;j spans Vi;j , i.e., Vi;j = RG � ui;j . For each i � k, consider the matrix
Ui = [ ui; 1; : : : ; ui;m i ], whose columns are given by the vectorsui;j .

De�nition 2.1. Any collection of matrices f U1; : : : ; Uk g obtained this way is
called arepresentative setfor the action of G on V . We also say thatf U1; : : : ; Uk g
is representative for the action of G on V .

Let f U1; : : : ; Uk g be a representative set. Note that if i 6= j , then U �
i Uj = 0 .

The function

� : ( Cm � m )G !
kM

i =1

Cm i � m i ; A 7!
kM

i =1

U �
i AUi ; (2.7)

is a linear isomorphism (see [31, Theorem3]). Another important property of a
representative set is that anyA 2 (Cm � m )G is positive semide�nite if and only if
�( A) is positive semide�nite. So A is positive semide�nite if and only if for each
i , the matrix U �

i AUi is positive semide�nite.
In Chapters 3 and 4 the previous is applied to the case where a �nite group

G acts real-orthogonally on a vector spaceV = Rm . This means that for every
g 2 G there is a real orthogonal matrix M such that g � v = Mv for every
v 2 V . (This is a special case of a unitary representation.) For each of the cases
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considered, we will describe a representative setf U1; : : : ; Uk g for the action of G
on V consisting of real matrices. For later reference we state that, since for all
i; j the linear spaceVi;j is spanned byG � ui;j , we have

Rm =
kM

i =1

m iM

j =1

RG � ui;j ; (2.8)

where (again) RG is the group algebra ofG. The map � in (2.7) becomes

� : ( Rm � m )G !
kM

i =1

Rm i � m i ; A 7!
kM

i =1

UT
i AUi : (2.9)

Then A is positive semide�nite if and only if each of the matricesUT
i AUi is.

For reasons that become apparent later, we view the columnsui;j of the
matrices in the representative set as elements of the dual spaceV � via the G-
invariant inner product. Then each Ui is an ordered set of linear functions onRn .
(The order plays a role in describing a representative matrix set for the action of
the wreath product Gn o Sn on V 
 n .)

2.4.1 A representative set for the action of Sn on V 
 n

Let V be a �nite-dimensional vector space. Classical representation theory of the
symmetric group yields a representative set for the natural action ofSn on V 
 n ,
which we will describe now.

For n 2 Z � 0, the notation � ` n means that � is equal to (� 1; : : : ; � t ) for
somet, with � 1 � : : : � � t > 0 integer and � 1 + : : : + � t = n. Then � is called
a partition of n. The number t is called the height of � . The Ferrers diagram
Y(� ) of a partition � ` n of height t is the set

Y (� ) :=
�

(i; j ) 2 Z2 j 1 � j � t; 1 � i � � j
	

:

Fixing a j 0 � t , the elements(i; j 0) in Y (� ) where i varies, form the j 0-th row
of Y (� ). Likewise, when ani 0 � � 1 is �xed and the j vary, the elements (i 0; j )
in Y (� ) form the i 0-th column. With respect to � , we de�ne two subgroups of
SY ( � ) . The group R� is the subgroup ofSY ( � ) consisting of all permutations �
such that � (Z ) = Z for each row Z of Y (� ). It is called the row stabilizer. The
group C� consists of all permutations� such that � (Z ) = Z for all columns Z of
Y (� ) and is called thecolumn stabilizer.

Let � ` n. A Young tableau (of shape� ) is a function � : Y (� ) ! Z � 0. Two
Young tableaux � and � 0 are calledrow equivalent, written � � � 0, if there exists
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a � 2 R� such that � 0 = � � . A Young tableau is semistandard if in each row the
entries are nondecreasing and if in each column the entries are increasing. By
T�;m we denote the set of semistandard Young tableaux (of shape� ) with entries
in [m]. Note that T�;m is nonempty if and only if � has height at most m.

Let m be the dimension ofV and let (B (1); : : : ; B (m)) be an ordered basis of
the dual spaceV � . For � 2 T�;m , de�ne the following element of (V � ) 
 n :

u�;B :=
X

� 0� �

X

c2 C �

sgn(c)
O

y2 Y ( � )

B (� 0c(y)) ; (2.10)

where we order the Ferrers diagramY(� ) by concatenating its rows, starting from
the �rst row. Then, for any ordering of T�;m , the matrix set

f [u�;B j � 2 T�;m ] j � ` ng (2.11)

is a representative set for the action ofSn on V 
 n . (There is a natural bijection
between the set of irreducible representations (up to isomorphism) ofSn and the
set of partitions of n. If S� denotes the irreducible representation corresponding
to a partition � ` n via this bijection, then the cardinality jT�;m j is equal to the
multiplicity of S� in the Sn -representation V 
 n .)
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Chapter 3

Error-correcting codes

Het bleek hem, dat hij die eeuwige fout gemaakt
had, die mensen maken, indien zij zich het geluk

voorstellen als de vervulling van al hun wensen

Lev Tolstoj (1828�1910)

For nonnegative integersd; n and q, let Aq(n; d) denote the maximum car-
dinality of a code of length n over an alphabet [q] with q letters and with
minimum distance at least d. In this chapter we prove the new upper bounds
A4(6; 3) � 176; A4(7; 3) � 596; A4(7; 4) � 155; A5(7; 4) � 489, and A5(7; 5) � 87.

This chapter is based on joint work with Sven Polak and Lex Schrijver [61].

3.1 Introduction

Fix d; n; q 2 Z � 0. We will assume throughout that q � 2. While the content of
this chapter is mainly meant to handle the caseq � 3, the results also hold for
q = 2 . We will study the following upper bound on the number Aq(n; d) (which
has been de�ned in equation (2.1)), sharpening Delsarte's classical linear pro-
gramming bound [18], and �tting into the second level of Lasserre's semide�nite
programming hierarchy for stable sets [57, 58].

For k 2 Z � 0, let Ck be the collection of subsetsC of [q]n with jCj � k. For
eachx : C4 ! R� 0, de�ne the C2 � C 2 matrix M (x) by

M (x)C;C 0 := x
�
C [ C0� ; (3.1)
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for C; C0 2 C2. Then de�ne

Bq(n; d) := max
x

X

v2 [q]n

x(f vg); where x : C4 ! R� 0 satis�es (3.2)

(i) x(; ) = 1 ;

(ii) x(C) = 0 if dmin (C) < d;

(iii) M (x) � 0:

Proposition 3.1. We haveAq(n; d) � Bq(n; d).

Proof. Let D � [q]n have minimum distance at leastd and satisfy jD j = Aq(n; d).
De�ne x : C4 ! R� 0 by x(C) = 1 if C � D , and x(C) = 0 otherwise. Then x
satis�es the conditions in (3.2): (iii) follows from the fact that for this x one has
M (x)C;C 0 = x(C)x(C0), for all C; C0 2 C2. Moreover,

P
v2 [q]n x(f vg) = jD j =

Aq(n; d).

The size of the optimization problem (3.2) is huge, but, with methods from
representation theory, can be reduced to a size bounded by a polynomial inn,
with entries (i.e., coe�cients) being polynomials in q. This makes it possible to
solve (3.2) by semide�nite programming for some moderate values ofn; d, and q,
leading to improvements of best known upper bounds forAq(n; d).

To explain the reduction, let G be the wreath product Sn
q o Sn (it is the isome-

try group of [q]n ). For each k, the group G acts naturally on Ck , maintaining car-
dinalities of elements ofCk (being codes), and hence on functionsx : Ck ! R� 0.
Then we can assume thatx is invariant under the G-action on C4. That is, we
can assume thatx(C) = x(D) whenever C; D 2 C2 and D = g � C, for some
g 2 G. Indeed, (3.2)(i), (ii) and (iii) are maintained under replacing x by g � x.
(Note that the action preserves minimum distances of codes and thatM (g � x) is
obtained from M (x) by simultaneously permuting rows and columns.) Moreover,
the objective function does not change by this action. Hence any optimalx can
be replaced by the average of allg � x (over all g 2 G), by the convexity of the set
of positive semide�nite matrices. This makes the optimal solution G-invariant.

Let 
 be the set ofG-orbits on C4. Note that 
 is bounded by a polynomial in
n, independently of q (see Section 3.3 for details). As there exists aG-invariant
optimal solution, we can replace, for each! 2 
 and C 2 ! , each variablex(C)
by a variable y(! ). In this way we obtain a matrix M (y).

Then M (y) is invariant under the action of G on its rows and columns, in-
duced from the action of G on C2. Hence M (y) can be block-diagonalized by
M (y) 7! UT M (y)U, where U is a matrix independent of y. The entries in each
block are linear functions of the variables y(! ). There are several equal (or
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equivalent) blocks. Taking one block from each such class gives a matrix of order
polynomial in n with numbers that are polynomials in q. The issue crucial for us
is that the original matrix M (y) is positive semide�nite if and only if each of the
blocks is positive semide�nite.

In this chapter we will describe the blocks that reduce the problem. A
high-level overview of the semide�nite program may be found in Appendix 3
Section 3.4.3. We found the following improvements on the known bounds for
Aq(n; d), with thanks to Hans D. Mittelmann for his help in solving the larger-
sized problems.

Table 3.1: New upper bounds onAq(n; d)

q n d Best
lower
bound
known

New
upper
bound

Best upper
bound

previously
known

4 6 3 164 176 179
4 7 3 512 596 614
4 7 4 128 155 169
5 7 4 250 489 545
5 7 5 53 87 108

The best upper bounds previously known forA4(6; 3) and A4(7; 3) are Delsarte's
linear programming bound [18]; the other three best upper bounds previously
known were given by Gijswijt, Schrijver and Tanaka [29]. We refer to the most
invaluable tables maintained by Andries Brouwer [9] with the best known lower
and upper bounds for the cardinality of error-correcting codes (see also Bog-
danova, Brouwer, Kapralov and Östergård [2] and Bogdanova and Östergård [3]
for studies of bounds for codes over alphabets of cardinalityq = 4 and q = 5 ,
respectively).

3.1.1 Comparison with earlier methods

The bound Bq(n; d) described above is a sharpening of Delsarte's linear program-
ming bound [18]. The value of the Delsarte bound is equal to our bound after
replacing C4 by C2 and C2 by C1, respectively, which generally yields a less strict
bound.

We can add to (3.2) the condition that, for each D 2 C4, the S(D) � S(D)
matrix �

x
�
C [ C0��

C;C 02 S(D ) is positive semide�nite; (3.3)
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where S(D) := f C 2 C4 j C � D; jD j + 2 jC n D j � 4g. (So (iii) in (3.2) is the
caseD = ; .) The addition of (3.3) also allows a reduction of the optimization
problem to polynomial size as above. (It can be seen that adding (3.3) forjD j = 2
su�ces.) For q = 2 we obtain in this way the bound given by Gijswijt et al. [30].
Our present description gives a more conceptual and representation-theoretic
approach to the method of [30].

The bound Bq(n; d) can be modi�ed to yield an upper bound for constant
weight codes, see Polak [78]. A bound intermediate to the Delsarte bound and
the currently investigated bound is based on considering functionsx : C3 ! R� 0

and the related matrices � see Schrijver [86] for binary codes, Gijswijt et al. [29]
for nonbinary codes, and Chapter 4 for mixed binary/ternary codes.

3.2 Reduction of the optimization problem

In this section we describe reducing the optimization problem (3.2) conceptually.
In Section 3.3 we consider the reduction computationally. For the remainder of
this chapter we �x n and q.

We consider the natural action of the wreath product G = Sn
q o Sn on RC2 .

If a set f U1; : : : ; Uk g of matrices forms a representative set for this action, then
with the map � from (2.9) we obtain a reduction of the size of the optimization
problem to polynomial size. To make this reduction explicit in order to apply
semide�nite programming, we need to express eachmi � mi matrix UT

i M (y)Ui

as an explicit matrix in which each entry is a linear combination of the variables
y(! ), for ! 2 
 (the set of G-orbits of C4).

For ! 2 
 , let N ! be the C2 � C 2 matrix with 0; 1 entries satisfying

(N ! )f �;� g;f ;� g = 1 if and only if f �; �; ; � g 2 !;

for �; �; ; � 2 [q]n . Then

UT
i M (y)Ui =

X

!

y(! )UT
i N ! Ui :

So to get the reduction, we need to obtain the matricesUT
i N ! Ui explicitly, for

each! 2 
 and for eachi = 1 ; : : : ; k. We do this in a number of steps.
We �rst describe in Section 3.2.1 a representative set for the natural action of

Sq on Rq� q. From this we derive, in Section 3.2.2, with the help of the represen-
tative set for the action of Sn on V 
 n described in Section 2.4.1, a representative
set for the action of G = Sn

q o Sn on the set ([q]n )2 of ordered pairs of words

in [q]n , in other words, on R([ q]n )2 �= (Rq� q) 
 n . Then we obtain in Section 3.2.3

26



3.2. Reduction of the optimization problem

a representative set for the action ofG on the set C2 n f;g of unordered pairs
f v; wg (including singletons) of words v; w in [q]n . Thereafter, in Section 3.2.4
we derive a representative set for the action ofG on Cd

2 n f;g , where Cd
2 is the

set of codes inC2 of minimum distance at least d. (So each singleton word be-
longs to Cd

2 .) Finally, in Section 3.2.5 we include the empty set ; , by an easy
representation-theoretic argument.

3.2.1 A representative set for the action of Sq on Rq� q

We now consider the natural action ofSq on Rq� q. Let ej in Rq be the j -th unit
basis vector, I q be the q � q identity matrix, Jq be the all-one q � q matrix, 1
in Rq be the all-one column vector, N := ( e1 � e2)1T , and E i;j := ei eT

j . We
furthermore de�ne the following matrices, where we consider matrices inRq� q as
columns of the matrices B i :

B1 := [ I q; Jq � I q]; (3.4)

B2 := [ E1;1 � E2;2; N � N T ; N + N T � 2(E1;1 � E2;2)];

B3 := [ E1;2 + E2;3 + E3;1 � E2;1 � E3;2 � E1;3];

B4 := [ E1;3 � E3;2 + E2;4 � E4;1 + E3;1 � E2;3 + E4;2 � E1;4]:

The matrices in Rq� q will in fact be taken as elements of the dual space(Rq� q) �

(by taking the inner product), so that they are elements of the algebraO(Rq� q)
of polynomials on the linear spaceRq� q.

Proposition 3.2. The matrix set f B1; : : : ; B4g is representative for the natural
action of Sq on Rq� q, if q � 4. If q � 3, we deleteB4, and if q = 2 we moreover
deleteB3 and the last column ofB2 (as this column is 0 if q = 2 ).

Proof. For a 2 Rq, let � a be the q � q diagonal matrix with diagonal a. De�ne

V1;1 := f �I q j � 2 Rg;

V1;2 := f � (Jq � I q) j � 2 Rg;

V2;1 := f � a j a 2 Rq; aT 1 = 0g;

V2;2 := f a1T � 1aT j a 2 Rq; aT 1 = 0g;

V2;3 := f a1T + 1aT � 2� a j a 2 Rq; aT 1 = 0g;

V3;1 := f X 2 Rq� q j X skew-symmetric; X 1 = 0g;

V4;1 := f X 2 Rq� q j X symmetric; X 1 = 0 ; X i;i = 0 for all i 2 [q]g:

Observe that each Vi;j is Sq-invariant and that Vi;j and Vi 0;j 0 are orthogonal
whenever(i; j ) 6= ( i 0; j 0) (with respect to the trace inner product). Moreover the
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map �I q 7! � (Jq � I q) gives an Sq-isomorphism V1;1 ! V1;2, the map � a 7!
a1T � 1aT gives an Sq-isomorphism V2;1 ! V2;2, and � a 7! a1T + 1aT � 2� a

gives anSq-isomorphism V2;1 ! V2;3.
Let q � 4. Then dim(Vi;j ) > 0 for all i; j . Set m1 = 2 , m2 = 3 , m3 = m4 = 1 .

Then
P 4

i =1 m2
i = 15, which is equal to the number of partitions of f 1; 2; 3; 4g,

hence to the dimension of(Rq� q 
 Rq� q)Sq . This implies that the Vi;j in fact form
an orthogonal decomposition ofRq� q into irreducible representations and that
Vi;j and Vi 0;j 0 are isomorphic representations if andonly if i = i 0 (as any further
representation, or decomposition, or isomorphism would yield that the sum of
the squares of the multiplicities of the irreducible representations is strictly larger
than 15, contradicting the fact that � in (2.7) is bijective).

Now B1;1 and B1;2 are the elements ofV1;1 and V1;2 with � = 1 . Moreover,
B2;1, B2;2, and B2;3 are the elements ofV2;1, V2;2, and V2;3 with a = e1 � e2.
Finally, B3;1 and B4;1 are nonzero elements ofV3;1 and V4;1 (they can be chosen
arbitrarily). This implies that f B1; : : : ; B4g is a representative matrix set.

If q = 3 , then dim(V4;1) = 0 , while the dimension of (R3� 3 
 R3� 3)S3 is
equal to the number of partitions of f 1; 2; 3; 4g into at most 3 classes, which is
22 + 3 2 + 1 2 = 14. If q = 2 , then moreover dim(V2;3) = dim( V3;1) = 0 , while the
dimension of (R2� 2 
 R2� 2)S2 is equal to the number of partitions of f 1; 2; 3; 4g
into at most 2 classes, which is22 + 2 2 = 8 . Similarly as above, this implies that
also for q � 3, the matrices B1; : : : ; Bk form a representative matrix set.

If q � 4, set k := 4 , m1 := 2 , m2 := 3 , m3 := 1 , and m4 := 1 . If q = 3 ,
set k := 3 , m1 := 2 , m2 := 3 , and m3 := 1 . If q = 2 , set k := 2 , m1 := 2 , and
m2 := 2 . For the remainder of this chapter we �x k, m1; : : : ; mk , and B1; : : : ; Bk .

3.2.2 A representative set for the action of G on (Rq� q) 
 n

We next consider the action ofG = Sn
q o Sn on the set ([q]n )2 of ordered pairs

of words. For that, we derive a representative set for the natural action ofG on
(Rq� q) 
 n �= R([ q]n )2

from the results described in Sections 2.4.1 and 3.2.1.
Let N be the collection of all k-tuples (n1; : : : ; nk ) of nonnegative integers

adding up to n. For n = ( n1; : : : ; nk ) 2 N , let � ` n mean that � = ( � 1; : : : ; � k )
with � i ` ni for i = 1 ; : : : ; k. (So each� i is equal to (� i; 1; : : : ; � i;t ) for somet.)

For � ` n , de�ne

W� := T� 1 ;m 1 � � � � � T� k ;m k ;

where T� i ;m i is the set of semistandard Young tableaux of shape� i with entries
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in [mi ]. For � = ( � 1; : : : ; � k ) 2 W� , de�ne

v� :=
kO

i =1

u� i ;B i ; (3.5)

where u� i ;B i is de�ned in (2.10).

Proposition 3.3. The matrix set

f [v� j � 2 W� ] j n 2 N ; � ` n g (3.6)

is representative for the action ofG = Sn
q o Sn on (Rq� q) 
 n .

Proof. Let L i denote the linear space spanned byB i (1); : : : ; B i (mi ). Then

(Rq� q) 
 n (2.8)
=

 
kM

i =1

m iM

j =1

RSq � B i (j )

! 
 n

= RSn �
M

n 2 N

kO

i =1

 
m iM

j =1

RSq � B i (j )

! 
 n i

= RSn � RS
 n
q �

M

n 2 N

kO

i =1

L 
 n i
i

(2.8)
= RG �

M

n 2 N

kO

i =1

M

� i ` n i

M

� i 2 T � i ;m i

RSn i � u� i ;B i

=
M

n 2 N

M

� ` n

M

� 2 W �

RG � v� : (3.7)

Now for eachn ; � and � ; � 2 W� , there is a G-isomorphism RG � v� ! RG � v� ,
mapping v� to v� , since for eachi = 1 ; : : : ; k, setting Gi := Sn i

q o Sn i , there is a
Gi -isomorphism RGi � u� i ;B i ! RGi � u� i ;B i . Hence (whereSymt (X ) := ( X 
 t )St

for any t 2 Z � 0 and linear spaceX , with the natural action of St on X 
 t ) we
have

dim(( Rq� q) 
 n 
 (Rq� q) 
 n )G �
X

n 2 N

X

� ` n

jW� j2

=
X

n 2 N

X

� ` n

kY

i =1

jT� i ;m i j
2

=
X

n 2 N

kY

i =1

X

� i ` n i

jT� i ;m i j
2

(2.11)
=

X

n 2 N

kY

i =1

dim Symn i
(Rm i 
 Rm i )

=
X

n 2 N

kY

i =1

�
m2

i + ni � 1
ni � 1

�
=

� P k
i =1 m2

i + n � 1
n � 1

�
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= dim Sym n ((( Rq� q) 
 (Rq� q))Sq )

= dim(( Rq� q) 
 n 
 (Rq� q) 
 n )G ; (3.8)

as
P k

i =1 m2
i = dim( Rq� q 
 Rq� q)Sq . So we have equality throughout in (3.8),

and hence eachRG � v� is irreducible, and if � 6= � 0, then for each � 2 W� and
� 0 2 W� 0, the G-representationsRG � v� and RG � v� 0 are not G-isomorphic.

3.2.3 Unordered pairs

We now move over from the set([q]n )2 of ordered pairs of words to the set
C2 n f;g of unordered pairs (including singletons) of words. For this we consider
the action of the group S2 on R[q]n � [q]n �= R([ q]n )2 �= (Rq� q) 
 n , where the non-
identity element � in S2 acts as taking the transpose. The actions ofS2 and G
commute.

Let F be the (C2 n f;g ) � ([q]n )2 matrix with 0; 1 entries satisfying

Ff �;� g;( ;� ) = 1 if and only if f ; � g = f �; � g;

for �; �; ; � 2 [q]n . Then the function x 7! Fx is a G-isomorphism(R([ q]n )2
)S2 !

RC2 nf;g .
Now note that each B i (j ), as matrix in Rq� q, is S2-invariant (i.e., symmetric)

except for B2(2) and B3(1), while � � B2(2) = � B2(2) and � � B3(1) = � B3(1) (as
B2(2) and B3(1) are skew-symmetric). So for anyn 2 N , � ` n , and � 2 W� ,
we have

� � v� = ( � 1)j � � 1
2 (2) j+ j � � 1

3 (1) j v� :

Therefore, let W 0
� be the set of those� 2 W� with j� � 1

2 (2)j + j� � 1
3 (1)j even. Then

the matrix set �
[v� j � 2 W 0

� ] j n 2 N ; � ` n
	

is representative for the action ofG on (R([ q]n )2
)S2 . Hence the matrix set

�
[Fv� j � 2 W 0

� ] j n 2 N ; � ` n
	

(3.9)

is representative for the action ofG on RC2 nf;g .

3.2.4 Restriction to pairs of words at distance at least d

Let d 2 Z � 0, and let Cd
2 be the collection of elements ofC2 of minimum distance

at least d. Note that each singleton word belongs toCd
2 and that G acts on Cd

2 .
From (3.9) we derive a representative set for the action ofG on RCd

2 nf;g .

30



3.3. How to compute (F v � )T N ! F v �

For eacht 2 Z � 0, let L t be the subspace ofRC2 spanned by the elementsef �;� g

with �; � 2 [q]n and dH (�; � ) = t. (For any Z 2 C2, the element eZ denotes the
unit basis vector in RCd

2 for coordinate Z .)
Then for any n 2 N , � ` n , and � 2 W 0

� , the irreducible representation
RG � Fv� is contained in L t , where

t := n � j � � 1
1 (1)j � j � � 1

2 (1)j;

since B1(1) = I q and B2(1) = E1;1 � E2;2 are the only two entries B i (j ) in the
B i that have nonzeros on the diagonal of the matrixB i (j ). De�ne

W 00
� := f � 2 W 0

� j n � j � � 1
1 (1)j � j � � 1

2 (1)j 2 f 0; d; d + 1 ; : : : ; ngg: (3.10)

Then a representative set for the action ofG on Cd
2 n f;g is

�
[Fv� j � 2 W 00

� ] j n 2 N ; � ` n
	

:

3.2.5 Adding ;

To obtain a representative set for the action ofG on Cd
2 , note that G acts trivially

on ; . Soe; belongs to the isotypic component ofRC2 that consists of G-invariant
elements. Now the isotypic component ofRC2 nf;g that consists of the G-invariant
elements corresponds to the matrix in the representative set indexed byn =
(n; 0; 0; 0) and � = (( n); () ; () ; ()) , where () ` 0. So to obtain a representative set
for RC2 , we just add e; as column to this matrix.

3.3 How to compute (F v � )T N ! F v �

We now have a reduction of the original problem to blocks with coe�cients
(Fv� )T N ! Fv� , for n 2 N , � ` n , � ; � 2 W� , and ! 2 
 . The number and
orders of these blocks are bounded by a polynomial inn, but computing these
coe�cients still must be reduced in time, since the order of F , v� , v� , and N ! is
exponential in n.

Fix n 2 N , � ` n , and � ; � 2 W� . For any ! 2 
 , let L ! := F T N ! F . So
L ! is a ([q]n � [q]n ) � ([q]n � [q]n ) matrix with 0,1 entries satisfying

(L ! )( �;� ) ;( ;� ) = 1 if and only if f �; �; ; � g 2 !;

for all �; �; ; � 2 [q]n . By de�nition of L ! ,

(Fv� )T N ! Fv� = vT
� L ! v� :
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So it su�ces to evaluate the latter value.
Let � be the collection of partitions of f 1; 2; 3; 4g into at most q parts. There

is the following bijection between � and the set of orbits of the action of Sq on
[q]4.

For each word w 2 [q]4, let part (w) be the partition P 2 � such that i and j
belong to the same class ofP if and only if wi = wj (for i; j = 1 ; : : : ; 4). Then two
elementsv; w 2 [q]4 belong to the sameSq-orbit if and only if part (v) = part (w).
Note that j� j = 8 if q = 2 , j� j = 14 if q = 3 , and j� j = 15 if q � 4. (In all cases,
j� j = dim( Rq� q)Sq =

P k
i =1 m2

i .)
For P 2 � , let

dP :=
X

i 1 ;:::;i 4 2 [q ]
part ( i 1 ��� i 4 )= P

ei 1 eT
i 2


 ei 3 eT
i 4

;

where eachei is a unit basis column vector in Rq, so that ei eT
j is a matrix in

Rq� q. Then D := f dP j P 2 � g is a basis of(Rq� q 
 Rq� q)Sq . Let D � be the
dual basis.

For any (�; �; ; � ) 2 ([q]n )4, let

 (�; �; ; � ) :=
nY

i =1

d�
part ( � i � i  i � i ) ;

which is a degreen polynomial on (Rq� q 
 Rq� q)Sq . Then  (�; �; ; � ) =
 (� 0; � 0;  0; � 0) if and only if (�; �; ; � ) and (� 0; � 0;  0; � 0) belong to the sameG-
orbit on ([q]n )4. So this gives a bijection between the setQ of degreen monomials
expressed in the dual basisD � and the set of G-orbits on ([q]n )4 �= ([q]4)n . The
function ([q]n )4 ! C 4 with (� 1; : : : ; � 4) 7! f � 1; : : : ; � 4g then gives a surjective
function $ : Q ! 
 n ff;gg .

For any � 2 Q, de�ne

K � :=
X

d 1 ;:::;d n 2 D
d �

1 ��� d �
n = �

nO

j =1

dj :

Lemma 3.4. For each ! 2 
 we haveL ! =
X

� 2 Q
$ ( � )= !

K � .

Proof. Choose�; �; ; � 2 [q]n . Then

X

� 2 Q
$ ( � )= !

(K � )( �;� ) ;( ;� ) =
X

� 2 Q
$ ( � )= !

X

P 1 ;:::;P n 2 �
d �

P 1
��� d �

P n
= �

 
nO

i =1

dP i

!

�;�;;�
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=
X

� 2 Q
$ ( � )= !

X

P 1 ;:::;P n 2 �
d �

P 1
��� d �

P n
= �

nY

i =1

(dP i ) � i ;� i ; i ;� i :

Now the latter value is 1 if $ (d�
part ( � 1 � 1  1 � 1 ) � � � d�

part ( � n � n � n  n ) ) = ! , and is 0
otherwise. So it is equal to(L ! )( �;� ) ;( ;� ) .

By this lemma, it su�ces to compute vT
� K � v� for each � 2 Q. To this end,

de�ne the following degreen polynomial on (Rq� q 
 Rq� q)Sq :

p�; � :=
kY

i =1

X

� 0
i � � i

� 0
i � � i

X

ci ;c0
i 2 C � i

sgn(ci c0
i )

Y

y2 Y ( � i )

B i (� 0
i ci (y)) 
 B i (� 0

i c
0
i (y)) : (3.11)

This polynomial can be computed (i.e., expressed as linear combination of mono-
mials in B i (j ) 
 B i (h)) in time bounded by a polynomial in n (Gijswijt [31], see
Appendix 1 Section 3.4.1 below).

Lemma 3.5. We have
X

� 2 Q

(vT
� K � v� )� = p�; � .

Proof. For each � 2 Q we can write

vT
� K � v� = ( v� 
 v� )(K � );

using the fact that v� ; v� 2 ((Rq� q) 
 n ) � and K � 2 (Rq� q) 
 n 
 (Rq� q) 
 n . So it
su�ces to show X

� 2 Q

(v� 
 v� )(K � )� = p�; � : (3.12)

Consider any f = f 1 � � � f n with f j 2 W � for j = 1 ; : : : ; n. Then

f =
X

� 2 Q

 
nO

j =1

f j

!

(K � )�: (3.13)

Indeed,

X

� 2 Q

 
nO

j =1

f j

!

(K � )� =
X

� 2 Q

X

d 1 ;:::;d n 2 D
d �

1 ��� d �
n = �

 
nO

j =1

f j

! 
nO

j =1

dj

!

�

=
X

d1 ;:::;d n 2 D

nY

j =1

f j (dj )d�
j =

nY

j =1

X

d2 D

f j (d)d�
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=
nY

j =1

f j = f:

Applying (3.13) to each term f of p�; � as given by (3.11) we obtain (3.12), in
view of (2.10) and (3.5).

So vT
� K � v� can be computed by expressing the polynomialp�; � as linear

combination of monomials � 2 Q, which are products of linear functions in D � .
So it su�ces to express each B i (j ) 
 B i (h) as linear function into the basis
D � , that is, to calculate the numbers (B i (j ) 
 B i (h))( dP ) for all i = 1 ; : : : ; k,
j; h = 1 ; : : : ; mi , and P 2 � � see Appendix 2 Section 3.4.2 below).

We �nally consider the entries in the row and column for ; in the matrix
associated with � = (( n); () ; () ; ()) (cf. Section 3.2.5). Trivially, eT

; M (x)e; =
(M (x)) ; ;; = x(; ), which is set to 1 in the optimization problem. Any � 2 W� is
determined by the number t of 2's in the row of the Young shapeY((n)) . Then

v� =
X

u;w 2 [q ]n

d H ( u;w )= t

e(u;w ) and hence Fv� =
X

u;w 2 [q ]n

d H ( u;w )= t

ef u;w g:

Hence, as; [ f u; wg = f u; wg, we have

eT
; M (x)Fv� =

X

u;w 2 [q ]n

d H ( u;w )= t

x(f u; wg) =
�

n
t

�
qn (q � 1)t y(! ); (3.14)

where ! is the G-orbit of C4 consisting of all pairs f �; � g with dH (�; � ) = t.

3.4 Appendices

3.4.1 Appendix 1: Computation of p�;�

For any n; m 2 Z � 0, � ` n, and �; � 2 T�;m , de�ne the polynomial p�;� 2 R[x j;h j
j; h = 1 ; : : : ; m] by

p�;� (X ) :=
X

� 0� �
� 0� �

X

c;c02 C �

sgn(cc0)
Y

y2 Y ( � )

x � 0c(y) ;� 0c0(y ) ;

for X = ( x j;h )m
j;h =1 2 Rm � m .

Proposition 3.6. Expressingp�;� as a linear combination of monomials can be
done in polynomial time, for �xed m.
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Proof. First observe that

p�;� (X ) = jC� j
X

� 0� �
� 0� �

X

c2 C �

sgn(c)
Y

y2 Y�

x � 0(y ) ;� 0c(y)

= jC� j
X

� 0� �
� 0� �

� 1Y

j =1

det((x � 0( i;j ) ;� 0( i 0;j ) )
� �

j

i;i 0=1 ):

(Here, � � is the dual partition of � ; that is, � �
j is the height of column j .)

For �xed m, when n grows, there are several columns ofY (� ) that are the
same both in � 0 and in � 0. More precisely, for given� 0; � 0 let the `count function'
� be de�ned as follows: fort 2 Z � 0 and v; w 2 [m]t , the parameter � (v; w) is the
number of columns j of height t such that � 0(i; j ) = vi and � 0(i; j ) = wi for all
i = 1 ; : : : ; t. Then for each i � h, where h := height(� ), and eachs 2 [m]:

hX

t = i

X

v;w 2 [m ] t
v i = s

� (v; w) = number of s in row i of � , and

hX

t = i

X

v;w 2 [m ] t
w i = s

� (v; w) = number of s in row i of � . (3.15)

For any given function � :
S h

i =1 [m]i � [m]i ! Z � 0 satisfying (3.15), there are
precisely

hY

t =1

(� t � � t +1 )!
Q

v;w 2 [m ]t � (v; w)!
(3.16)

pairs � 0 � � and � 0 � � having count function � (setting � h+1 := 0 ). (Note
that (3.15) implies � t � � t +1 =

P
v;w 2 [m ]t � (v; w), for each t, so that for each t,

the factor in (3.16) is a Newton multinomial coe�cient.) Hence

p�;� = jC� j
X

�

hY

t =1

(� t � � t +1 )!
Y

v;w 2 [m ]t

det((xv( i ) ;w ( i 0) )t
i;i 0=1 ) � (v;w )

� (v; w)!
;

where � ranges over functions� :
S h

t =1 ([m]t � [m]t ) ! Z � 0 satisfying (3.15).

3.4.2 Appendix 2: Expressing B i ( j ) 
 B i (h) into d �
P

Recall that eachB i (j ) is a linear function on Rq� q and that each dP is an element
of Rq� q 
 Rq� q, where P belongs to the set� of partitions of f 1; : : : ; 4g with at
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most q classes. We express eachB i (j ) 
 B i (h) in the dual basis B � := f d�
P j P 2

� g. The coe�cient of d�
P is obtained by evaluating (B i (j ) 
 B i (h))( dP ). This is

routine, but we display the expressions.
For this, denote any subsetX of f 1; : : : ; 4g by a string formed by the ele-

ments of X , and denote a partition P of f 1; : : : ; 4g by a sequence of its classes
(for instance, d�

13;2;4 denotes the dual variabled�
P associated with partition P =

ff 1; 3g; f 2g; f 4gg of f 1; 2; 3; 4g). Then:

B1(1) 
 B1(1) = qd�
1234 + q(q � 1)d�

12;34 ,
B1(1) 
 B1(2) = q(q � 1)(d�

123 ;4 + d�
124 ;3 + ( q � 2)d�

12;3;4),
B1(2) 
 B1(1) = q(q � 1)(d�

1;234 + d�
134 ;2 + ( q � 2)d�

1;2;34 ),
B1(2) 
 B1(2) = q(q � 1)(d�

13;24 + d�
14;23 + ( q � 2)(d�

13;2;4 + d�
14;2;3 + d�

1;23;4 + d�
1;24;3 +

(q � 3)d�
1;2;3;4)) .

B2(1) 
 B2(1) = 2 d�
1234 � 2d�

12;34 ,
B2(1) 
 B2(2) = 2 q(d�

123 ;4 � d�
124 ;3),

B2(1) 
 B2(3) = 2( q � 2)(d�
124 ;3 + d�

123 ;4 � 2d�
12;3;4),

B2(2) 
 B2(1) = 2 q(d�
134 ;2 � d�

1;234 ),
B2(2) 
 B2(2) = 2 q(2d�

13;24 � 2d�
14;23 + ( q � 2)(d�

13;2;4 � d�
14;2;3 � d�

1;23;4 + d�
1;24;3)) ,

B2(2) 
 B2(3) = 2 q(q � 2)(d�
13;2;4 + d�

14;2;3 � d�
1;23;4 � d�

1;24;3),
B2(3) 
 B2(1) = 2( q � 2)(d�

1;234 + d�
134 ;2 � 2d�

1;2;34 ),
B2(3) 
 B2(2) = 2 q(q � 2)(d�

13;2;4 � d�
14;2;3 + d�

1;23;4 � d�
1;24;3),

B2(3) 
 B2(3) = 2( q � 2)(2d�
13;24 + 2 d�

14;23 + ( q � 4)(d�
13;2;4 + d�

14;2;3 + d�
1;23;4 + d�

1;24;3) �
4(q � 3)d�

1;2;3;4).

B3(1) 
 B3(1) = 6( d�
13;24 � d�

14;23 � d�
13;2;4 + d�

14;2;3 + d�
1;23;4 � d�

1;24;3).

B4(1) 
 B4(1) = 8( d�
13;24 + d�

14;23 � d�
13;2;4 � d�

14;2;3 � d�
1;23;4 � d�

1;24;3) + 16 d�
1;2;3;4 .

3.4.3 Appendix 3: An overview of the semide�nite pro-
gram

For the reader's convenience, we give a high-level overview of the semide�nite
program that we have described in this chapter. It is based on a similar overview
that appeared in [78].
In Figure 3.1, ! 0 denotes theG-orbit corresponding to singletons of words and
h(� ) denotes the height of a partition � .
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Input: d; n; q 2 N with q � 4
Output: Semide�nite program to compute Bq(n; d)

for each degreen monomial � = d�
P1

� � � d�
Pn , with all Pi 2 � do

if $ (� ) 2 Cd
4 then

assign an orbit number T (� ) to �
end

end
print Maximize qn y(! 0)
print subject to:
for each n = ( n1 ; : : : ; n4) ` n do

for each � = ( � 1 ; : : : ; � 4) ` n, with h(� 1) � 2, h(� 2) � 3, h(� 3) � 1,
h(� 4) � 1 do

construct a matrix M �

for each � 2 W 00
� do

for each � 2 W 00
� do

1. compute p� ; � in the variables d�
P

2. replace each monomial� in p� ; � by y(T (� )) if T (� )
is de�ned, and by 0 otherwise

3. (M � ) � ; � := the resulting linear polynomial in variables y(! )
end
if � = (( n); () ; () ; ()) then

1. add a row and column indexed by ; to M �

2. (M � ) ; ; ; := 1 , and use (3.14) to determine (M � ) ; ; �

end
end
print M � � 0

end
end
for each ! 2 
 do

print y(! ) � 0
end

Figure 3.1: Pseudocode to generate the semide�nite program to computeBq(n; d)
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Chapter 4

Mixed binary/ternary codes

J'ai toujours préféré la folie des passions à la
sagesse de l'indi�érence

Anatole France (1844�1924)

For nonnegative integersn2; n3 and d, let N (n2; n3; d) denote the maximum
cardinality of a code of lengthn2 + n3, with n2 binary coordinates andn3 ternary
coordinates (in this order), and with minimum distance at least d. In this chapter
we prove 135 new upper bounds onN (n2; n3; d).

This chapter is based on [64].

4.1 Introduction

Let n2; n3 2 Z � 0 be �xed. A mixed binary/ternary code is a subset of[2]n 2 [3]n 3 .
Mixed codes are of interest because of their application to football pools, see for
instance [38]. Since all codes considered in this chapter are mixed, we speak of
just codesfrom now on in this chapter. Recall that

N (n2; n3; d) := maxfj Cj j C � [2]n 2 [3]n 3 ; dmin (C) � dg:

We will present a hierarchy of upper bounds onN (n2; n3; d) that sharpens the
linear programming bound de�ned by Brouwer et al. [8]. (While this introduction
contains similarities with the introduction of Chapter 3, all details for the case
of mixed codes are given here nevertheless, so as to make this chapter readable
without having read Chapter 3.)
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For k 2 Z � 0, let Ck denote the collection of codes of cardinality at mostk.
For D 2 Ck , de�ne S(D) := f C 2 Ck j C � D; jD j + 2 jC n D j � kg. Note that
jC [ C0j � k, for C; C0 2 S(D). For each function x : Ck ! R, and for each
D 2 Ck , de�ne the S(D) � S(D) matrix M D (x) by

M D (x)C;C 0 := x(C [ C0);

for C; C0 2 S(D). Then we de�ne

Nk (n2; n3; d) := max
x

X

v2 [2]n 2 [3]n 3

x(f vg); where x : Ck ! R satis�es (4.1)

(i) x(; ) = 1 ;

(ii) x(C) = 0 if dmin (C) < d;

(iii) M D (x) � 0 for each D 2 Ck :

Observe that for a codeD of cardinality precisely k, positive semide�niteness
of M D (x) is equivalent to nonnegativity of x(D ) (because in that caseS(D) =
f Dg). Hence, in (4.1), we could as well require thatx takes values inR� 0 and
restrict to D 2 Ck � 1.

Proposition 4.1. For each k 2 N, we haveN (n2; n3; d) � Nk (n2; n3; d).

Proof. Let D � [2]n 2 [3]n 3 be of minimum distance at least d such that jD j =
N (n2; n3; d). De�ne x : Ck ! R by x(C) = 1 if C � D , and x(C) = 0 otherwise.
This function clearly satis�es conditions (i) and (ii) of (4.1). Since for each
D 0 2 Ck we haveM D 0(x)C;C 0 = x(C)x(C0) for all C; C0 2 S(D 0), condition (iii)
is also satis�ed. Now

X

v2 [2]n 2 [3]n 3

x(f vg) = jD j = N (n2; n3; d);

and the proposition follows.

In this chapter, we considerk = 3 . The size of the optimization problem (4.1)
for triples of codewords is very large. However, the problem is highly symmetric
and therefore representation theory of the symmetric group can be applied in
order to reduce to a size bounded by a polynomial inn2 and n3. This enables us
to solve (4.1) by semide�nite programming for several instances. We will now de-
scribe the ideas of the reduction. The precise details may be found in Section 4.2.

Let G be the isometry group of [2]n 2 [3]n 3 with respect to the Hamming dis-
tance. Then G = G2 � G3, where G2 is the wreath product Sn 2

2 o Sn 2 and G3

is the wreath product Sn 3
3 o Sn 3 . For i = 2 ; 3, an element in Gi permutes the ni
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coordinates and permutes the letters in[i ] in every of the ni positions. The group
G acts on Ck and hence on functionsx : Ck ! R. As G is the isometry group,
minimum distances of codes are preserved under this action. Letx : Ck ! R be
an optimal solution of (4.1). For g 2 G, the function g�x again satis�es conditions
(i) and (ii) of (4.1). Condition (iii) is met as well, as the matrix M D (g � x) is
obtained from M D (x) by simultaneously permuting rows and columns. Sinceg
is a bijection of [2]n 2 [3]n 3 , the objective function does not change when replacing
x by g � x. Averaging over the groupG yields a G-invariant function y, for which
the matrices M D (y) are positive semide�nite by convexity of the set of positive
semide�nite matrices. This shows that the optimal function x can be takenG-
invariant.

Let 
 be the set of orbits of Ck under the action of G. Since aG-invariant
function y is constant on orbits, for each D 2 Ck the matrix M D (y) can be
written in terms of variables y(! ), with ! 2 
 . Let GD be the subgroup of
G that leaves D invariant. Then M D (y) is invariant under the induced action
of GD on its rows and columns. Therefore, it admits a block-diagonalization
M D (y) 7! UT M D (y)U, where U is a matrix constructed with the aid of a repre-
sentative set (see De�nition 2.1 and (2.9)), hence in particularU is independent
of y. The matrix M D (y) is positive semide�nite if and only if each of the blocks
is. This accounts for a large reduction, as the blocks are much smaller than the
original matrix, and the same block occurs repeatedly.

For D 2 Ck and g 2 G, the matrix M D (y) di�ers from M g(D ) (y) by a permu-
tation matrix. Hence, positive semide�niteness of M D (y) needs only be checked
for one elementD out of each G-orbit of Ck . The entries of the matricesM D (y)
are linear functions in the variables y(! ). The number of variables is bounded
by a polynomial in n2 and n3, see Section 4.3.

The blocks as well as some further reductions of the optimization problem are
described in Section 4.2. The entries of the matrices are computed in Section 4.3.
A high-level overview of the semide�nite program may be found in Appendix 2
Section 4.5.2. Table 4.1 in Section 4.4 shows the improvements that were found
using the multiple precision versions of the semide�nite programming algorithm
SDPA, with thanks to SURFsara (www.surfsara.nl ) for the support in using
the LISA Compute Cluster.

Several of the previously best known upper bounds were obtained via lin-
ear programming and extra constraints by Brouwer, Hämäläinen, Östergård and
Sloane [8]. Ford = 3 [75] andd = 4 [74], improvements were found by Östergård
using backtrack search and isomorphism rejection. The tables in [9], maintained
by Andries Brouwer, contain all known bounds on the cardinality of mixed bi-
nary/ternary codes.
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4.1.1 Comparison with earlier methods

The method described above is an adaption of the one in Chapter 3 (which is
based on [61]) and builds upon the work of Gijswijt, Mittelmann, Schrijver and
Tanaka in [29], [30], [86]. Proposition 4.1 generalizes Proposition 3.1 (which is
Proposition 1 in [61]) for the binary and ternary case. In fact, for �xed t 2 N and
distinct p1; : : : ; pt 2 N, Proposition 4.1 can be generalized to the case of mixed
codes of lengthn1 + : : : + nt , with ni coordinates chosen from an alphabet with
pi letters, for i = 1 ; : : : ; t.

For k = 3 , the method described in the previous section �ts into the Lasserre
hierarchy for stable sets. It can be proved that fork = 2 , Proposition 4.1 reduces
to the pure linear programming bound described in Section2 of [8].

Theoretically, our method could be extended tok � 4. However, the number
of variables involved in the semide�nite program grows rapidly when going from
k = 3 to k = 4 . In practice, for k = 4 only one case could be made tractable
(yielding one new bound).

4.2 Reduction of the optimization problem

In this section we describe the reduction of the optimization problem (4.1). Fix
n2; n3; d 2 Z � 0 and set k = 3 . For each orbit ! 2 
 , we �nd a representative
set for the action of GD on RSd (D ) , where D is some code in! , where GD is
the stabilizer subgroup of D in G and where Sd(D ) is the collection of codes
C 2 S(D) with dmin (C) � d.

If a codeD 2 Ck has cardinality two or three, then S(D) = f Dg and M D (y) =
(y(D )) . Condition (iii) of (4.1) then amounts to nonnegativity of the variable
y(D). Subsequently, we need only to deal with codesD such that jD j = 0 or
jD j = 1 .

4.2.1 jD j = 1

Recall the convention that [q] = f 0; 1; : : : ; q � 1g, when q denotes the cardinality
of the alphabet. Since the isometry groupG acts transitively on [2]n 2 [3]n 3 , we
may assume that a codeD of cardinality one consists of the all-zero word. The
rows and columns ofM D (y) are parametrized by pairs of words that contain the
all-zero word. The stabilizer subgroupGD of D in G equalsSn 2 � (Sn 3

2 o Sn 3 ).
To obtain a representative set for the action ofGD on RSd (D ) , we �rst describe
a representative set for the action ofGD on R[2]n 2 [3]n 3 and then restrict to words
of weight zero or at leastd.

In order to obtain a representative set, consider independently the action of
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the trivial group on R[2] and the action of S2 on R[3] , permuting the nonzero
letters. Let ej be the j -th unit basis vector of R[2] , for j 2 [2], and let f l be the
l-th unit vector of R[3] , for l 2 [3]. De�ne the following matrices

A1 := [ e0; e1]; A2 := [ f 0; f 1 + f 2] and A3 := [ f 1 � f 2]; (4.2)

where we view the vectors as columns. Thenf A1g and f A2; A3g form represen-
tative sets for the actions just described1.

Set m1 = m2 = 2 and m3 = 1 and let N 1 denote the set of triples(n2; l2; l3) 2
Z3

� 0 such that l2 + l3 = n3. For n = ( n2; l2; l3) 2 N 1 , by ��� ` n we indicate that
��� = ( � 1; � 2; � 3) with � 1 ` n2; � 2 ` l2 and � 3 ` l3 (so ��� is not a partition itself).
For ��� ` n, we de�ne

W��� :=
3Y

i =1

T� i ;m i ;

where we recall that T� i ;m i denotes the set of semistandard Young tableaux of
shape� i and with entries in [mi ]. For ��� = ( � 1; � 2; � 3) 2 W��� , we de�ne

u��� :=
3O

i =1

u� i ;A i : (4.3)

(See (2.10) for the de�nition of u�;A .) Then Proposition 3.3 in Section 3.2.2
implies the following proposition.

Proposition 4.2. The matrix set

f [u��� j ��� 2 W��� ] j n 2 N 1 ; ��� ` ng

is a representative set for the action ofGD on R[2]n 2 [3]n 3 .

Next we reduce to words of weight zero or at leastd. For a word v 2 [2]n 2 [3]n 3 ,
write v = v2v3 with v2 2 [2]n 2 and v3 2 [3]n 3 . Then we de�ne the vector

wv := ( w(v2); w(v3)) ;

in Z2, with w(vi ) the weight of vi . Given w = ( w2; w3) 2 Z2, let Vw denote
the linear subspace ofR[2]n 2 [3]n 3 spanned by the unit vectors ev , with v a word
for which wv = w. For any u��� with ��� = ( � 1; � 2; � 3) as in (4.3), the irreducible

1The vectors e0 ; e1 and f 0 ; f 1 + f 2 span di�erent copies of the trivial representation inside
R[2] and R[3] , respectively. The vector f 1 � f 2 spans a copy of the sign representation of S2

inside R[3] .
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representation RGD � u��� is contained in Vw (here, we use the identi�cation of
R[2]n 2 [3]n 3 with (R[2] ) 
 n 2 
 (R[3] ) 
 n 3 ), where w = ( w2; w3) with

w2 = n2 � j � � 1
1 (1)j and w3 = n3 � j � � 1

2 (1)j:

Indeed, u��� 2 Vw and every permutation of GD leaves the weight of a word
invariant. We now de�ne

W 0
��� := f ��� 2 W��� j n2 + n3 � j � � 1

1 (1)j � j � � 1
2 (1)j 2 f 0; d; d + 1 ; : : : ; n2 + n3gg:

Recall that Sd(D ) is the collection of C 2 S(D) with dmin (C) � d. Then a
representative set for the action ofGD on RSd (D ) is given by the matrix set

�
[u��� j ��� 2 W 0

��� ] j n 2 N 1 ; ��� ` n
	

: (4.4)

4.2.2 jD j = 0

Having considered the casejD j = 1 , we now considerjD j = 0 , that is, D = ; .
Then S(D) is the collection of singletons together with the empty set. Hence
Sd(D ) = S(D) and GD = G. To obtain a representative set for the action ofG
on RS(D ) , we �rst consider the action of G on R[2]n 2 [3]n 3 and later add the empty
code.

For i = 2 ; 3, let Si act on R[i ] by permuting the letters. Representative sets
are given by2 f B1; B2g for i = 2 , and f B3; B4g for i = 3 , where

B1 := [ e0 + e1]; B2 := [ e0 � e1]; B3 := [ f 0 + f 1 + f 2] and B4 := [ f 0 � f 1]: (4.5)

Set m1 = m2 = m3 = m4 = 1 and let N 0 denote the set of quadruples
(l1; l2; l3; l4) 2 Z4

� 0 such that l1 + l2 = n2 and l3 + l4 = n3. For n = ( l1; l2; l3; l4) 2
N 0 , by ��� ` n we indicate that ��� = ( � 1; � 2; � 3; � 4) with � i ` l i for 1 � i � 4 (so
��� is not a partition itself). Let ��� ` n. Then we de�ne

Z��� :=
4Y

i =1

T� i ;m i :

For ��� = ( � 1; � 2; � 3; � 4) 2 Z��� , we de�ne

v��� :=
4O

i =1

u� i ;B i :

2The vector e0 + e1 spans a copy of the trivial representation of S2 in R[2] and the vector
e0 � e1 a copy of the sign representation. The space R[3] decomposes as aS3 -representation
into the standard representation, spanned by f 0 � f 1 and f 1 � f 2 , and the trivial representation,
spanned by f 0 + f 1 + f 2 .
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Using Proposition 3.3 in Section 3.2.2 again yields the following representative
set.

Proposition 4.3. The matrix set

f [v��� j ��� 2 Z��� ] j n 2 N 0 ; ��� ` ng (4.6)

is a representative set for the action ofG on R[2]n 2 [3]n 3 .

Next we have to add the empty codeD. Since G acts trivially on D, the
vector e; should be added to the isotypic component that consists of theG-
invariants. This is the matrix indexed by ��� = (( n2); () ; (n3); ()) . Here, () denotes
the partition of zero and (ni ) the partition of ni of height one, for i = 2 ; 3.

4.3 Computation of the coe�cients

In the previous section representative sets for the action ofGD on RSd (D ) were
found for the case that D is the empty code and for the case thatD consists
of the all-zero word. These sets are used to block-diagonalize the matrixM D (y)
in either case. In this section we show that the sizes and the number of the
blocks are bounded by a polynomial inn2 and n3. Furthermore, we show that
the coe�cients of the blocks can be computed e�ciently. As before, we make
a distinction between a code of cardinality zero and a code of cardinality one,
starting with the latter.

4.3.1 jD j = 1

Let D be the code consisting only of the all-zero word0. Let 
 be the set of
orbits of C3 under the action of G. Recall that S(D) consists of pairs of words
containing 0. For ! 2 
 , we de�ne the S(D) � S(D) matrix N ! by

(N ! )f 0;x g;f 0;y g :=

(
1 if f 0; x; yg 2 !;

0 otherwise.

Consider again the representative set in (4.4). Givenn 2 N 1 and ��� ` n, let
U��� = [ u��� j ��� 2 W 0

��� ] be the matrix corresponding to ��� and n. Applying the map
� from (2.9) to M D (y) gives

M D (y) 7!
M

n 2 N 1

M

��� ` n

UT
��� M D (y)U��� =

M

n 2 N 1

M

��� ` n

X

! 2 


y(! )UT
��� N ! U��� :
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This implies that it su�ces to compute the matrices UT
��� N ! U��� for all ��� ` n and

for all ! 2 
 . We �rst argue that the sizes and the number of these blocks are
bounded by a polynomial in n2 and n3.

From Section 4.2.1 it is clear that jN 1 j = n3 + 1 and that for each n 2 N 1 ,
there is polynomial number (in n2 and n3) of ��� = ( � 1; � 2; � 3) such that � ` n,
subject to the condition that the height of � 1 and the height of � 2 are at most 2
and the height of � 3 is at most 1. For each ��� = ( � 1; � 2; � 3) ` n subject to this
height condition, the cardinality of W 0

��� is bounded by a polynomial inn2 and n3.
Observe that 
 = 
 2 � 
 3, where
 i is the set of orbits of the collection of codes in
[i ]n i of cardinality at most 3 under the action of Gi = Sn i

i o Sn i . The observations
preceding Lemma 3.4 in Section 3.3 show thatj
 2j is polynomially bounded by
n2, and j
 3j similarly by n3. This settles the �rst part of this section.

Next we turn to computing the coe�cients of the blocks UT
��� N ! U��� for all

n 2 N 1 ; ��� ` n and for all ! 2 
 . Given ��� ` n, calculating the coe�cients
amounts to computing the expressionsuT

��� N ! u��� , where ��� and ��� range overW 0
��� .

We introduce some notation. Let � 2 and � 3 denote the collection of partitions
of f 1; 2; 3g into at most 2 parts and at most 3 parts, respectively. For i = 2 ; 3
and for a word v 2 [i ]3, let part (v) denote the partition in � i where j and l are
in the same class of part(v) if and only if vj = vl , for 1 � j; l � 3. This gives a
bijective correspondence between� i and the collection of orbits of [i ]3 under the
natural action of Si .

For P 2 � 2, let
cP :=

X

i;j 2 [2]
part (0 ij )= P

ei 
 ej ;

where ei is the i -th unit basis vector of R[2] , for i 2 [2]. Similarly, for P 2 � 3, let

dP :=
X

i;j 2 [3]
part (0 ij )= P

f i 
 f j ;

where f i is the i -th unit basis vector of R[3] , for i 2 [3]. Then the sets

M 2 := f cP j P 2 � 2g and M 3 := f dP j P 2 � 3g

are bases forR[2] 
 R[2] and (R[3] 
 R[3] )S2 , respectively, whereS2 permutes the
nonzero letters. Let Qi denote the set of degreeni monomials expressed inM �

i ,
where M �

i denotes the dual basis ofM i , for i = 2 ; 3. Analogous to Section 3.3,
the function ([2]n 2 [3]n 3 )3 ! C 3, that maps an ordered triple (�; �;  ) to f �; �;  g,
induces a surjective function

� : Q2 � Q3 ! 
 n f;g :
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For any � 2 Q2 and � 2 Q3, de�ne

K �;� :=
X

c1 ;:::;c n 2 2 M 2

c�
1 ��� c�

n 2
= �

X

d1 ;:::;d n 3 2 M 3

d�
1 ��� d�

n 3
= �

 
n 2O

j =1

cj

!




 
n 3O

l =1

dl

!

:

Lemma 4.4. Let ! 2 
 . Then we have

N ! =
X

( �;� )2 Q 2 � Q 3
� ( �;� )= !

K �;� :

Proof. This follows directly from Lemma 3.4.

Lemma 4.4 implies that it su�ces to compute the expressions uT
��� K �;� u��� ,

where � ; � 2 W 0
� . Thereto, with respect to ��� = ( � 1; � 2; � 3) 2 W 0

� and ��� =
(� 1; � 2; � 3) 2 W 0

� and the matrices A1; A2; A3 in (4.2), we de�ne the following
polynomial

p��� ;� �� :=
3Y

j =1

X

� 0
j � � j

� 0
j � � j

X

cj ;c0
j 2 C � j

sgn(cj c0
j )

Y

y2 Y ( � j )

A j (� 0
j cj (y)) 
 A j (� 0

j c0
j (y)) :

Then p��� ;� �� is a polynomial of degreen2 + n3 on (R[2] 
 R[2] ) 
 (R[3] 
 R[3] )S2 and
can be computed in terms of theA j (l ) 
 A j (l ) in polynomial (in n2 and n3) time
(see Appendix2 in Section 3.4.1). In view of Lemma 3.5 we have

X

( �;� )2 Q 2 � Q 3

�
uT

��� K �;� u���
�
�� = p��� ;� �� :

Hence we are faced with expressing the polynomialsp��� ;� �� as linear combinations
of the monomials �� 2 Q2Q3. To do so, we write the expressionsA j (l ) 
 A j (m)
as linear functions in the basesM �

2 and M �
3 , for all possible combinations ofj; l

and m. The equations may be found in Appendix 1 Section 4.5.1.

4.3.2 jD j = 0

This section deals with the case thatD is the empty code. Since it is highly
similar to the previous section, we omit some of the details. In the last part of
this section we explain how the empty code is added.

For ! 2 
 , we de�ne the [2]n 2 [3]n 3 � [2]n 2 [3]n 3 matrix M ! by

(M ! )x;y :=

(
1 if f x; yg 2 !;

0 otherwise.
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Consider again the representative set given in Proposition 4.3. Givenn 2 N 0

and ��� ` n, let U��� = [ v��� j ��� 2 Z��� ] be the matrix corresponding to ��� and n. As
before, the blocksUT

��� M ! U��� are computed. Only the orbit corresponding to the
empty set, the orbit corresponding to the singletons and the orbits of pairs of
distinct words are taken into account.

The number of orbits representing pairs of words equals the number of ordered
partitions of the possible distances in at most two parts. This gives a number
of orbits that is polynomial in n2 and n3. From Section 4.2.2 it is furthermore
clear that jN 0 j = ( n2 + 1)( n3 + 1) and that for each n 2 N 0 , there is a unique
��� = ( � 1; : : : ; � 4) such that ��� ` n, if all � i are of height at most 1. It follows that
jZ��� j = 1 for any such ��� . Hence, only a polynomial number of blocks, which are
of polynomial size, needs to be considered. We turn to the computation of the
coe�cients.

With notation as in the previous section, let e� := ff 123g; f 12; 3gg � � 2. The
sets

fM 2 :=
n

cP j P 2 e�
o

and fM 3 :=
n

dP j P 2 e�
o

are bases for(R[2] 
 R[2] )S2 and (R[3] 
 R[3] )S3 , respectively. Let fM i
�

denote the
dual basis of fM i , for i = 2 ; 3. Similar to the previous section, we are ultimately
led to the problem of expressing the tensorsB j (1) 
 B j (1) (see (4.5) for the def-

initions of the matrices B j ) as linear functions in the bases fM 2
�

and fM 3
�
, for

1 � j � 4. The equations are included in Appendix 1 Section 4.5.1.
Finally, the empty code is added. As mentioned at the end of Section 4.2.2,

we create an extra row and column corresponding to the vectore; to the ma-
trix indexed by ��� = (( n2); () ; (n3); ()) . The upper left coe�cient is equal to
eT

; M D (y)e; = y(; ) = 1 , by (i) of (4.1). For ��� = (( n2); () ; (n3); ()) , we have
jZ��� j = 1 , hence there is only one more coe�cient to compute. Let ��� be the
unique element inZ��� . Then v��� =

P
u2 [2]n 2 [3]n 3 eu and we compute

eT
; M D (y)v��� =

X

u2 [2]n 2 [3]n 3

y(f ug) = 2 n 2 3n 3 y(! 0);

where ! 0 is the orbit corresponding to singletons of words.

4.4 Table with bounds

Table 4.1 shows the improvements that were found on the known upper bounds of
N (n2; n3; d). In total, 135new bounds were obtained. The131unmarked bounds
are directly from the semide�nite program. The bound on (n2; n3; d) = (4 ; 3; 3) is
marked with 1 and was found using the optimization problem (4.1) for quadruples
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of words (k = 4 ). Although the computations for this case are not included in this
thesis, we included the result in the table. The bound on(n2; n3; d) = (2 ; 12; 8)
is marked with 2 and follows from the general inequality N (n2 + 1 ; n3; d) �
2N (n2; n3; d) together with N (1; 12; 8) � 67. Andries Brouwer observed that two
more new upper bounds follow from this inequality (personal communication).
Namely, N (5; 3; 3) � 2N (4; 3; 3) � 60 and N (5; 9; 4) � 2N (4; 9; 4) � 9180. These
bounds are marked with 2 as well.

Table 4.1: New upper bounds onN (n2; n3; d)

n2 n3 d Best
lower
bound
known

New
upper
bound

Best upper
bound

previously
known

2 5 3 52 65 66
3 5 3 99 125 126
4 3 3 28 301 33
4 5 3 186 238 243
4 8 3 3888 4764 4767
5 3 3 54 602 65
5 4 3 144 165 167
6 3 3 108 118 123
6 4 3 288 317 322
6 5 3 672 855 863
7 2 3 72 83 85
7 3 3 192 225 230
7 4 3 576 604 609
8 1 3 50 59 60
8 2 3 144 154 160
8 3 3 384 414 417
8 5 3 2560 3087 3110
9 1 3 96 108 109
9 2 3 288 292 293
9 3 3 768 796 806
9 4 3 1728 2130 2131
10 1 3 192 212 213
10 2 3 512 552 556
10 3 3 1152 1492 1536
10 4 3 3280 4081 4147
11 3 3 2304 2890 2910
13 1 3 1120 1360 1365
1 12 4 8019 13531 13678
1 13 4 16767 37714 38540
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n2 n3 d Best
lower
bound
known

New
upper
bound

Best upper
bound

previously
known

2 6 4 51 61 66
2 10 4 1944 3371 3498
2 11 4 5589 9450 9777
3 5 4 36 43 44
3 6 4 92 117 124
3 10 4 3726 6581 6791
3 11 4 10692 18039 19554
4 5 4 62 83 86
4 6 4 158 228 242
4 9 4 2484 4590 4752
5 4 4 50 59 60
5 5 4 114 160 167
5 6 4 288 436 454
5 9 4 4752 91802 9504
6 4 4 96 114 120
6 5 4 216 308 319
6 6 4 576 825 863
7 4 4 192 220 230
7 5 4 408 585 612
7 6 4 1152 1576 1612
8 2 4 50 59 60
8 3 4 128 153 160
8 4 4 384 407 417
8 5 4 768 1103 1120
8 6 4 2304 3027 3224
9 2 4 96 108 109
9 3 4 256 288 293
9 4 4 548 771 782
9 5 4 1536 2105 2199
10 2 4 192 212 213
10 3 4 420 548 556
10 4 4 1050 1480 1533
11 3 4 784 1032 1060
1 11 5 729 1138 1145
1 12 5 1458 2927 2984
1 13 5 4374 7598 7630
2 10 5 729 849 867
2 11 5 972 2105 2157
2 12 5 2916 5512 5636
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n2 n3 d Best
lower
bound
known

New
upper
bound

Best upper
bound

previously
known

3 9 5 486 601 633
3 10 5 729 1519 1567
3 11 5 1944 3964 4122
4 8 5 324 420 432
4 9 5 729 1099 1153
4 10 5 1458 2801 2921
5 8 5 486 791 850
5 9 5 1458 2000 2098
6 7 5 378 563 576
6 8 5 972 1437 1481
7 6 5 255 407 432
7 7 5 648 1047 1089
8 3 5 34 44 48
8 6 5 453 755 806
9 2 5 26 31 32
9 3 5 64 85 91
9 4 5 136 216 224
9 5 5 318 534 576
10 2 5 48 61 64
10 3 5 128 158 170
10 4 5 234 390 427
11 1 5 38 43 48
11 2 5 96 115 121
11 3 5 192 292 316
12 1 5 64 83 86
12 2 5 192 213 236
13 1 5 128 156 170
1 12 6 729 1073 1145
1 13 6 1458 2657 2868
2 11 6 729 803 867
2 12 6 972 1935 2093
3 10 6 486 574 614
3 11 6 729 1414 1512
4 10 6 729 1036 1133
5 8 6 216 276 288
5 9 6 486 744 829
6 8 6 324 527 576
7 4 6 18 22 24
7 6 6 99 142 144
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n2 n3 d Best
lower
bound
known

New
upper
bound

Best upper
bound

previously
known

7 7 6 216 375 384
8 4 6 32 39 43
8 6 6 168 273 288
9 3 6 26 30 32
9 4 6 56 75 77
10 3 6 44 56 61
10 4 6 88 144 153
11 2 6 32 43 48
11 3 6 88 107 112
12 2 6 64 83 87
1 13 7 243 591 623
5 9 7 69 174 180
6 6 7 18 23 24
6 7 7 33 53 56
6 8 7 61 130 135
7 6 7 24 41 45
7 7 7 58 99 102
8 5 7 22 31 32
8 6 7 44 74 79
9 4 7 18 23 26
9 5 7 36 53 62
10 4 7 28 41 47
11 3 7 24 31 35
13 1 7 16 19 20
1 12 8 39 67 72
2 12 8 36 1342 139
6 8 8 28 44 46
1 13 9 30 50 54

4.5 Appendices

4.5.1 Appendix 1: Expressing A j ( l ) 
 A j (m ) into c�
P and

expressing B k (1) 
 B k (1) into d �
P

In this appendix we express allA j (l ) 
 A j (m) and Bk (1) 
 Bk (1) as linear func-

tions in the basesM �
2 ; M �

3 and fM 2
�
; fM 3

�
respectively. This is done by evaluating

the tensors at the basis elements ofM 2; M 3 and fM 2; fM 3. A partition is denoted
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by a sequence of its classes (for example,c�
13;2 stands for the dual variable corre-

sponding to the partition ff 1; 3g; f 2gg of f 1; 2; 3g). It is found that

A1(1) 
 A1(1) = c�
123 ; B 1(1) 
 B1(1) = 2( c�

123 + c�
12;3);

A1(1) 
 A1(2) = c�
12;3 ; B 2(1) 
 B2(1) = 2( c�

123 � c�
12;3);

A1(2) 
 A1(1) = c�
13;2 ; B 3(1) 
 B3(1) = 3( d�

123 + 2 d�
12;3);

A1(2) 
 A1(2) = c�
1;23 ; B 4(1) 
 B4(1) = 2( d�

123 � d�
12;3);

A2(1) 
 A2(1) = d�
123 ;

A2(1) 
 A2(2) = 2 d�
12;3 ;

A2(2) 
 A2(1) = 2 d�
13;2 ;

A2(2) 
 A2(2) = 2( d�
1;23 + d�

1;2;3);

A3(1) 
 A3(1) = 2( d�
1;23 � d�

1;2;3):

4.5.2 Appendix 2: An overview of the semide�nite pro-
gram

We give a high-level overview of the semide�nite program that we have described
in this chapter. It is based on a similar overview that appeared in [78]. In
Figures 4.1 and 4.2,! 0 denotes theG-orbit corresponding to singletons of words
and h(� ) stands for the height of a partition � .

Input: n2 ; n3 ; d 2 N
Output: Semide�nite program to compute N3(n2 ; n3 ; d)

for each degreen2 monomial � = c�
P1

� � � c�
Pn 2

, with all Pi 2 � 2 do
for each degreen3 monomial � = d�

P 0
1

� � � d�
P 0

n 3
, with all P 0

i 2 � 3 do

if � (�; � ) 2 Cd
3 then

assign an orbit number T (�; � ) to (�; � )
end

end
end
print Maximize 2n 2 3n 3 y(! 0)
print subject to:

Figure 4.1: First part of the pseudocode to generate the semide�nite program to
compute N3(n2; n3; d)
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Constraints following from a code D with jD j = 1
for each n = ( n2 ; l2 ; l3) 2 Z3

� 0 with l2 + l3 = n3 do
for each � = ( � 1 ; � 2 ; � 3) ` n with h(� i ) � 1 for all i do

construct a matrix M �

for each � 2 W 0
� do

for each � 2 W 0
� do

1. compute p� ; � in the variables c�
P and d�

P 0

2. replace each monomial�� in p� ; � by y(T (�; � )) if T (�; � )
is de�ned, and by 0 otherwise

3. (M � ) � ; � := the resulting linear polynomial in variables y(! )
end

end
print M � � 0

end
end
Constraints following from jD j = 0 , i.e., D = ;
for each n = ( l1 ; l2 ; l3 ; l4) 2 Z4

� 0 with l1 + l2 = n2 and l3 + l4 = n3 do
let � = (( l1); (l2); (l3); (l4))
construct a matrix M �

for each � 2 Z 0
� do

for each � 2 Z 0
� do

1. compute p� ; � in the variables c�
P and d�

P 0

2. replace each monomial�� in p� ; � by y(T (�; � )) if T (�; � )
is de�ned, and by 0 otherwise

3. (M � ) � ; � := the resulting linear polynomial in variables y(! )
end

end
if � = (( n2); () ; (n3); ()) then

1. add a row and column indexed by ; to the 1 � 1 matrix M �

2. (M � ) ; ; ; = 1 , and (M � ) ; ; � := 2 n 2 3n 3 y(! 0)
end
print M � � 0

end
Constraints following from a code D with jD j = 2 or jD j = 3
for each ! 2 
 do

print y(! ) � 0
end

Figure 4.2: Second part of the pseudocode to generate the semide�nite program
to compute N3(n2; n3; d)
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Chapter 5

Preliminaries II

Nel mezzo del cammin di nostra vita mi ritrovai per
una selva oscura ché la diritta via era smarrita

Dante Alighieri (1265�1321)

In this chapter we discuss further preliminaries which are used in Chapters 6, 7
and 8. First we review some representation theory. Then we recall some elemen-
tary notions from graph theory, mainly meant to settle notation and terminology.
We give preliminaries on topology and �nally collect together the concepts from
the theory of embedded graphs that we need.

5.1 Representation theory II

In this section we present additional results from the representation theory of
�nite groups. It builds upon the preliminaries that have been given in Section 2.4.
More details and proofs of the results stated may be found in the �rst two chapters
of [83].

For the rest of this thesis, representations are assumed to be�nite-dimensional
and complex, unless otherwise speci�ed. This means that ifG is group and
� : G ! GL(V ) a representation, then V is a �nite-dimensional C-vector space.
Sometimes we implicitly assume that we have chosen a basis ofV , and view � (g)
as a matrix, for g 2 G. Let G be a �nite group and let � : G ! GL(V ) be
a representation. Recall that the degree of� , written as d� , is the dimension
of V . Associated to � is the function � : G ! C, called the character of � ,
de�ned for g 2 G by � (g) := tr (� (g)) . Two representations ofG are isomorphic
if and only if their characters are the same. The character of a representation
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is a class function, i.e., it is constant on conjugacy classes. Sometimes we write
� (C) instead of � (g), if � is a character andC a conjugacy class withg 2 C. The
complex space of class functions onG is equipped with an inner product h�; �i ,
de�ned for class functions � 1 and � 2 by

h� 1; � 2i :=
1

jGj

X

g2 G

� 1(g)� 2(g);

where z denotes the complex conjugate of a complex numberz 2 C. Note that
if � is the character of a representation, then� (g) = � (g� 1), for all g 2 G. The
characters of the irreducible representations form an orthogonal basis of the space
of class functions with respect to inner producth; �; i .

In the following theorem, � i;j denotes theKronecker delta function of integers
i and j , which is equal to 1 if i = j , and 0 otherwise.

Theorem 5.1 (Schur orthogonality) . Let � and  be irreducible representations
of G of degreesd� and d , respectively. If � and  are not isomorphic, then

X

g2 G

� (g� 1) i;j �  (g) i 0;j 0 = 0 ; (5.1)

for all indices i; j = 1 ; : : : ; d� and i 0; j 0 = 1 ; : : : ; d . Furthermore,

X

g2 G

� (g� 1) i;j � � (g) i 0;j 0 = � i;j 0� j;i 0
jGj
d�

; (5.2)

for all indices i; j; i 0; j 0 = 1 ; : : : ; d� .

The degree of an irreducible representation ofG divides jGj [46].
An important representation is the regular representation, denoted by � reg .

Let CG be the group algebra ofG. Then the regular representation is de�ned by
� reg : G ! GL(CG); g 7! L g,whereL g is the map that denotes left multiplication
by g in CG. Its character � reg satis�es

� reg (g) =

(
jGj if g = 1 ;

0 otherwise:
(5.3)

Let bG denote the set of all irreducible representations (up to isomorphism) ofG.
Then

� reg =
X

� 2 bG

d� � � ; (5.4)

where � � is the character of � .
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5.1.1 The Frobenius-Schur indicator

Let G be a �nite group and let � : G ! GL(V ) be a representation ofG with
character � . For v 2 V and f 2 V � , whereV � is the dual of V , let hv; f i := f (v).
The dual representation (or contragredient representation) � � of � is the unique
representation � � : G ! GL(V � ) such that

h� (g)v; � � (g)f i = hv; f i ; (5.5)

for all g 2 G; v 2 V and f 2 V � . The character � � of � � satis�es � � (g) = � (g),
for g 2 G. After choosing a basis forV , and hence a dual basis forV � , the matrix
� � (g) satis�es

� � (g) := � (g� 1)T ; (5.6)

for g 2 G. If V is self-dual via a G-invariant symmetric bilinear form, then we
can choose a basis ofV such that � � (g) = � (g), for all g 2 G. If V is self-dual
via a G-invariant skew-symmetric bilinear form, then we can choose a basis ofV
such that

� � (g) i;j = ( � 1)� ( i;j ) � (g) i + d� =2;j + d� =2; (5.7)

for all i; j = 1 ; : : : ; d� , where the indices are taken modulod� and where

� (i; j ) :=

(
1 if ji � j j � d� =2;

0 otherwise:
(5.8)

Note that if V is isomorphic to V � via a G-invariant skew-symmetric bilinear
form, then the dimension of V must be even.

If � is irreducible, then it follows from Schur's lemma (Theorem 2.1) that any
G-invariant bilinear form on V is nondegenerate and unique up to scalar multi-
ple. Since the linear space ofG-invariant bilinear forms on V decomposes into
the direct sum of the linear space ofG-invariant symmetric bilinear forms on V
and the linear space ofG-invariant skew-symmetric bilinear foms on V , it follows
that in that case (i.e., when � is irreducible) a G-invariant bilinear form on V is
either symmetric or skew-symmetric.

Let � : G ! GL(V ) be a representation with character � � . De�ne the
Frobenius-Schur indicator F by

F (� ) :=
1

jGj

X

g2 G

� � (g2) (5.9)

(see Chapter4 of [46] or the section called `The indicator function' in Chapter
23 of [47]).
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Theorem 5.2 (Frobenius, Schur [26]). If � : G ! GL(V ) is an irreducible
representation, then F (� ) 2 f� 1; 0; 1g and

F (� ) =

8
<

:

� 1 , V has a nonzeroG-invariant skew-symmetric bilinear form,
0 , V has no nonzeroG-invariant bilinear form,
1 , V has a nonzeroG-invariant symmetric bilinear form.

For a more modern account of the above result, see [47, Theorem23:16].

Lemma 5.3. Let � 2 bG. Then

X

g2 G

� (g)� (g) =
F (� )jGj

d�
I d� ;

where I d� is the d� � d� identity matrix.

Proof. By equation (5.6) we see that

� X

g2 G

� (g)� (g)
�

i;j
=

d�X

t =1

X

g

(� � (g� 1)T ) i;t � (g)t;j : (5.10)

We calculate the expression on the right-hand side of equation (5.10) by consid-
ering the possible values ofF (� ).

If F (� ) = 0 , then by Theorem 5.2 the spacesV and V � are not isomorphic.
Hence � and � � are not isomorphic and the orthogonality relation (5.1) implies
that the expression in equation (5.10) is equal to zero in this case.

If F (� ) = 1 , then the same orthogonality relation yields

X

t

X

g

� (g� 1)t;i � (g)t;j =

(
jG j
d�

if i = j;
0 otherwise,

proving the assertion for such� .
Assume �nally that F (� ) = � 1. Then we calculate that

X

t

X

g

(� � (g� 1)T ) i;t � (g)t;j =
X

t

X

g

(� 1)� ( i;t ) � (g� 1)t + d� =2;i + d� =2� (g)t;j (5.11)

=

(
�j G j

d�
if i = j;

0 otherwise.

Equation (5.7) is used in the �rst equality. The orthogonality relation (5.2) forces
the index t in the summation in (5.11) to be equal to both j + d� =2 and i + d� =2
in order to obtain a nonzero contribution to the sum. In that case i = j and then
� (i; t ) = � (i; i + d� =2) = 1 (for all i ) by equation (5.8).
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5.2. Graph theory

5.2 Graph theory

We recall some elementary notions from graph theory. For background informa-
tion, we refer to [22] or [96].

A graph is a pair � = ( V; E), where V is a �nite set and where E is a �nite
multiset of unordered pairs of elements ofV . An element of V is called avertex
and an element ofE is called an edge. We say that a vertex v is adjacent to a
vertex u if f u; vg 2 E. An edge e is incident with a vertex v if v 2 e. An edge
e = f u; vg consisting of the verticesu and v is often written using the following
shorthand notation: e = uv. An edge e of the form e = uu, for some u 2 V ,
is called a loop (at u). A graph without loops and without edges that appear
multiple times is called simple.

The neighborhoodof a vertex v is the multiset of vertices u for which uv 2 E.
The multiplicity with which a vertex v occurs in its own neighborhood is twice
the number of loops at v. The degreed(v) of a vertex v is the number of times
v occurs in all edges (a loop atv contributes twice). A half-edge is an ordered
pair (v; e), where v is a vertex and e an edge for whichv 2 e. An edge e = uv
is directed if we have speci�ed an element off (u; v); (v; u)g. If we choose(v; u),
then we say that the edgee = uv is directed from v to u, and that it is directed
outwards at v (or that the edge is outgoing at v) and inwards at u (or that the
edge isincoming at u). A directed graph, also called agraph with directed edges,
is a graph in which all edges are directed. A choice of directions of all edges is
also called anorientation of the edges.

A walk in a graph � = ( V; E) is a sequence

W = ( v0; e1; v1; : : : ; en ; vn );

for somen � 0 called the length of the walk, wherevi 2 V and whereei = vi � 1vi

(for i = 1 ; : : : ; n). The vertex v0 is called the starting vertex, vn is called the end
vertex and the walk is said to befrom v0 to vn (or betweenv0 and vn ). The walk
is non-backtracking if ei +1 6= ei , for i = 1 ; : : : ; n � 1. A simple extensionof W is
a walk of the form (v0; e1; v1; : : : en ; vn ; en +1 ; vn +1 ). The reverse walkW � 1 of W
is the walk given by reversing the sequence de�ningW , i.e.,

W � 1 = ( vn ; en ; vn � 1; : : : ; e1; v0):

The walk W is a path if all vi are distinct. If vn = v0, then the walk is closed.
A closed walk without repetitions of edges is acircuit . A circuit in which no
repetitions of vertices occur (except for the �rst and last vertex) is called acycle.

A subgraph � 0 = ( V 0; E 0) of a graph � = ( V; E) is a graph for which V 0 � V
and E 0 � E . If V 0 = V , then � 0 is called aspanning subgraphof � .
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A graph � is connected if for every two vertices u and v, there is a path be-
tween u and v. A (connected) componentof � is a maximal connected nonempty
subgraph of � . By k(� ) we denote the number of connected components of� .
A forest is a graph without cycles of length at least one. A connected forest is
called a tree. A spanning forest of a graph is a spanning subgraph without cycles
of length at least one.

A subset A of the edgesE of a graph � = ( V; E) is called an edge cut setif
there exists aU � V such that A coincides with the set of edges connectingU
and V n U.

Let � = ( V; E) and � 0 = ( V 0; E 0) be graphs. A (graph) homomorphism from
� to � 0 is a map f : V ! V 0 such that if uv 2 E, then f (u)f (v) 2 E 0. We
write f : � ! � 0 to indicate that f is a homomorphism from� to � 0. A (graph)
isomorphism is a bijective homomorphismf : � ! � 0 with the property that the
number of edges between any two verticesu and v in � equals the number of
edges betweenf (u) and f (v) in � 0.

Let � and � 0 be graphs and lets : � ! � 0 be a homomorphism. Thens is a
covering of � 0 (by � ) if it is surjective and if the neighborhood of each vertex of
� is in bijection with the neighborhood of its image in � 0 under s.

Let � = ( V; E) be a graph and lete = uv be an edge of� . A subdivision of
e is the graph obtained from � by adding a new vertex w to V , together with
adding edgesuw and vw to E, and deleting the edgee from E. A subdivision of
� is a graph obtained from� by repeated subdivisions of edges (but only a �nite
number of times).

For a graph � = ( V; E) and a subsetA � E , we de�ne � nA to be the graph
� nA = ( V; E n A). We say that � nA is obtained from � by deletion of A. The
graph � nAc, whereAc = E nA, is called the restriction of � to A. If e = uv is an
edge of� , then the contraction of e is the graph obtained from � by identifying
the vertices u and v, and then deleting e. For a subset A � E , the contraction
of A is the graph obtained from � by contracting all edges in A (the order of
contraction is irrelevant), and is denoted by � =A.

An edge e of � for which k(� ne) = k(�) + 1 is called abridge. If e is neither
a bridge nor a loop, thene is called anordinary edge, or just ordinary .

5.3 Topology

We assume some familiarity with the theory of surfaces and the fundamental
group. A brief review of the theory of surfaces and the fundamental group is
given in this section. Further information on these topics can be found in [36]
and [42].
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A surface is a topological space that is Hausdor� and such that every point
has an open neighborhood that is homeomorphic to an open disc inR2. If a
surface admits a triangulation by oriented triangles such that for any edge of a
triangle on the surface the orientations of the neighboring triangles are opposite,
then it is called orientable. Otherwise it is called non-orientable. A surface is
oriented if such a triangulation is given.

By the classi�cation theorem for compact connected surfaces, a compact con-
nected surface is either orientable and homeomorphic to a sphere withg � 0
handles (connected sum ofg tori; a sphere if g = 0 ) or non-orientable and home-
omorphic to a sphere with g � 1 cross-caps (connected sum ofg real projective
planes). The nonnegative integerg is called the (non)-orientable genus of the
surface. The genus of a compact connected surfaceS is denoted by g(S).

The set of compact connected surfaces up to homeomorphism is denoted by
C. Let S 2 C and let g be the genus ofS. The Euler genus s(S) of S is equal
to 2g if S is orientable, and equal tog if S is non-orientable. The signed genus
�g(S) of S is equal to g if S is orientable, and equal to� g if S is non-orientable.

Let X be a topological space. Aloop is a continuous function f from the unit
interval [0; 1] in R to X such that f (0) = f (1). If x 2 X , then a loop f is based
at x if f (0) = f (1) = x. Two loops f 0 and f 1 are said to behomotopic if there
exists a continuous function F : [0; 1] � [0; 1] ! X such that F (t; 0) = f 0 and
F (t; 1) = f 1 for all t 2 [0; 1].

Fix x 2 X . Being homotopic de�nes an equivalence relation on the set of loops
based atx. The set of equivalence classes forms a group with respect to concate-
nation of loops, called thefundamental group of X (based at x) and denoted by
� 1(X; x ). If X is path-connected, then� 1(X; x ) and � 1(X; y ) are isomorphic for
y 2 X , which justi�es the notation � 1(X ) in this case.

5.4 Topological graph theory

In Section 5.4.1 we start by de�ning embeddings of graphs in compact surfaces.
Then we introduce numerical parameters of embedded graphs such as the genus,
and we de�ne the (surface) dual of an embedded graph. We proceed in Sec-
tion 5.4.2 to describe combinatorial embeddings of graphs. Then, in Section 5.4.3,
we de�ne the notions of local �ows and local tensions in embedded graphs. We
end this chapter in Section 5.4.4 by introducing deletion and contraction of edges
in embedded graphs and deriving properties of these operations.
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5.4.1 Graph embeddings

In this section we give preliminaries on graph embeddings. More information
concerning graph embeddings may be found in [36] and [69].

The most usual way to de�ne an embedded graph is as a2-cell embedding of
a graph, see e.g. [69]:

De�nition 5.1. An embedded graphM is a graph � embedded in a compact
surface� (i.e., considered as a subset� � � ) such that

1. vertices are represented as distinct points in the surface,

2. edges are represented as continuous curves in the surface only intersecting
at vertices (which are their endpoints).

De�nition 5.2. Let M be an embedded graph with underlying graph� embed-
ded in a compact surface� . A connected component of the complement� n �
of � in � is called a face of M . The embedded graphM is 2-cell (or cellularly)
embedded if each face ofM is homeomorphic toR2.

Convention 5.3. In this thesis, all embedded graphs are assumed to be2-cell
embedded. We therefore always omit the quali�er 2̀-cell' in `2-cell embedded
graph'.

An embedded graph isorientable if the surface in which it is embedded is
orientable, and non-orientable if this surface is non-orientable.

De�nition 5.4. Let M be a connected graph embedded in a surface� . The
genus g(M ) of M is the genus of� . The Euler genuss(M ) of M is the Euler
genus of� , i.e.,

s(M ) :=

(
2g(M ) if M is orientable,

g(M ) if M is non-orientable.

The signed genus�g(M ) of M is the parameter

�g(M ) :=

(
g(M ) if M is orientable,

� g(M ) if M is non-orientable.

For an embedded graphM given by an embedding of a graph� = ( V; E) in a
surface� , we identify vertices and edges of� with their representations in � ; the
set of vertices ofM is thereby identi�ed with V and the set of edges ofM with
E . The collection of faces ofM is denoted by F . We sometimes write�( M ) for
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the surface in which the underlying graph � of M is embedded, and call�( M )
the surface of M . Two embedded graphs are said to beequivalent if there exists
a homeomorphism between the surfaces in which the two graphs are embedded,
which when restricted to the graphs is a graph isomorphism.

For a connected embedded graphM = ( V; E; F ), set v(M ) := jV j; e(M ) :=
jE j and f (M ) := jF j. The Euler characteristic of M is de�ned by

� (M ) := v(M ) � e(M ) + f (M ):

Euler's formula states that

� (M ) = 2 � s(M ):

We extend the parametersg; s and � additively over disjoint unions of connected
embedded graphs to embedded graphs that are not connected. LetM be an
embedded graph. De�ne the parameterk(M ) to be equal to the number of
connected embedded graphs of whichM is composed. Then Euler's formula is

� (M ) = 2 k(M ) � s(M ): (5.12)

Surface dual. Given an embedded graphM = ( V; E; F ), the (surface) dual
M � of M is a graph embedded in the same surface asM and is constructed as
follows. For every facef 2 F , we choose a point on the surface that is contained
in the face f and declare it a vertex of M � . For every edgee 2 E, we consider
a continuous curve on the surface with endpoints equal to the vertices inM �

corresponding to the faces on either side ofe in M , with the condition that this
curve intersects the edgee once and no other edges ofM , and that it does not
intersect vertices ofM � other than its endpoints. We declare this curve an edgee�

of M � . The edge setE � of M � then is given by E � = f e� j e 2 Eg. Hence there is
a natural bijection between the edge set ofM and the edge set ofM � . Given a set
A of edges ofM , by abuse of notation we also writeA for the corresponding set of
edges inM � . We have v(M � ) = f (M ); e(M � ) = e(M ); f (M � ) = v(M ); k(M � ) =
k(M ), whence� (M � ) = � (M ); g(M � ) = g(M ), and s(M � ) = s(M ).

5.4.2 Combinatorial embeddings

In this section we recall how a graph embedding can be described combinatorially.
While other representations of embedded graphs, such as the chord diagram
representation used for example by Bollobás and Riordan [4], the ribbon graph
representation used by Bollobás and Riordan [5], Krushkal [54], and others, or
the permutation axiomatization of embedded graphs by Tutte [89], have many
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advantages, we choose the language of combinatorial embeddings for reasons of
conventionality, and since it is well-suited for the study of local �ows and local
tensions. For details and proofs of the given statements, we refer to [36] and [69].

De�nition 5.5. A combinatorial embeddingof a graph� = ( V; E) is a pair (�; � ),
where � : E ! f� 1g, and where � = f � v j v 2 Vg with � v a cyclic permutation
of the edges incident with v, for each v 2 V . If e is a loop at a vertex v, then
it occurs twice in � v . The map � is called asignature mapping and the set � is
called a rotation system.

Let a combinatorial embedding(�; � ) be given. We say that a loope is twisted
if � (e) = � 1, and non-twisted otherwise. A local changeat v is the reversing of
the cyclic order of the edges atv (i.e., � v 7! � � 1

v ), and replacing � (e) by � � (e)
for all non-loop edgese incident with v while keeping the sign of all other edges
of � (in particular, the loops at v). Two combinatorial embeddings are called
equivalent if one can be obtained from the other by a �nite sequence of local
changes.

The following theorem is often attributed to Edmonds [23], He�ter [43] and
Ringel [80].

Theorem 5.4 ([69], Theorem 3.3.1 and Corollary 3.3.2). Any embedded graph
can be described uniquely up to equivalence by a combinatorial embedding, and any
combinatorial embedding describes an embedded graph uniquely up to equivalence.

We brie�y explain the correspondence between combinatorial embeddings and
embedded graphs. For more details, we refer to Sections 3.2 and 3.3 in [69].

We start with explaining how an embedded graph can be described by a
combinatorial embedding. Let M be an embedded graph with underlying graph
� = ( V; E) embedded in a compact surface� . For every v 2 V , there is an open
disc D v around v in � , intersecting only edges incident withv. Using D v , we get
a cyclic ordering of the edges incident withv (there are two possibilities, and we
choose one of them). This gives a rotation system of� . To obtain a signature
mapping � , we take, for every e 2 E, an open neighborhoodOe around e in �
such that for distinct edges e; e0 we have

Oe \ O e0 =

8
<

:

; if e \ e0 = ; ,
D v if e \ e0 = f vg,
D v [ D v0 if e \ e0 = f v; v0g,

(5.13)

where v; v0 2 V . Assume �rst that � does not contain vertices of degree two.
Then, for each edgee = uv, we check if the cyclic orderings at the verticesu
and v agree in Oe. If this is the case, then we set� (e) = 1 . Otherwise, we set
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� (e) = � 1.
If � has vertices of degree two, then we replace every such vertexv together

with the edges e = uv and e0 = vw incident with v, by an edgee00= uw. Re-
peating this, we obtain a graph � 0 without vertices of degree two, for which we
de�ne a combinatorial embedding (� 0; � 0) in the way explained above. To �nally
get a signature mapping for� , for every edgee0 in � 0, corresponding to a pathP
in � , we give the �rst edge on P the signature � 0(e0), and all other edges onP
receive a positive signature.

The other direction of the correspondence between combinatorial embeddings
and embedded graphs uses an algorithm, called theface-tracking algorithm, that
yields the collection of faces of an embedded graph when a combinatorial embed-
ding is given. A face of an embedded graphM in a surface � (a component of
� nM homeomorphic to an open disc) can be described by its oriented boundary,
also called afacial walk, which is a sequence of edges. The algorithm starts with
a vertex v of M and an edgee = uv incident with v. Then we record the edgee,
traverse e from v to u and continue the walk along the edge� u (e), except when
we traverse an edge with a negative signature, in which case we continue the
walk using the inverse cyclic orders (until another edge with negative signature is
traversed), and so forth. This procedure stops and outputs a facial walk when we
encounter the initial edgee in the same direction and the initial vertex v with the
same� -clockwise ordering as with which we started (i.e., with the cyclic order
� v and not the inverse cyclic order� � 1

v ). The other facial walks are determined
similarly (starting with other vertices and edges).

It is convenient for later purposes to also record the facial walks as cyclic
permutations of edges and to �x a choice of cyclic order for each face. So from
now on, when we speak about a connected embedded graphM = ( V; E; F ), we
assume implicitly that we are given a triple (�; �; � ), where (�; � ) is a combina-
torial embedding and where� is a collection of permutations of edges withjF j
permutation cycles, one� f for each facef . The cyclic permutation � f consists of
the edges (in order) traversed by one of the two facial walks (one is the reverse
walk of the other) corresponding to the facef . (The collection of permutations
� is determined by (�; � ).) We sometimes abuse notation and say that(�; �; � )
is a combinatorial embedding.

It follows from the correspondence in Theorem 5.4 that a combinatorial em-
bedding (�; � ) of a graph � is orientable if and only if for each cycleC in � the
number of edgese in C with � (e) = � 1 is even. If a combinatorial embedding of
a graph is orientable, then it is equivalent to an embedding in which the signature
is the identically 1 function. We adopt the convention that in such a situation
we only specify the rotation system. This applies for instance to the �rst part of
Chapter 6.
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Surface dual. Let M = ( V; E; F ) be an embedded graph and let(�; �; � ) be
a corresponding combinatorial embedding. LetM � = ( V � ; E; F � ) be the surface
dual of M (as de�ned in the previous section). A combinatorial embedding
representing M � is given by the triple (�; � � ; � ), where for an edgee = f f 0 in
M � , we de�ne � � (e) = 1 if the facial walks corresponding to f and f 0 traverse
the edgee in M in the opposite direction. We set � � (e) = � 1 otherwise.

Example 5.6. Up to equivalence there are two embedded graphs with one
vertex v and one edgee = vv. Indeed, a combinatorial embedding(�; � ) of
� = ( f vg; f eg) is determined by � .

(i) If � (e) = 1 , then the embedded graph is a loop on a single vertex in the
2-dimensional sphere. The dual embedded graph has two vertices of degree
one and one face.

(ii) If � (e) = � 1, then the combinatorial embedding represents a twisted loop
on a single vertex in the projective plane. The dual embedded graph is the
same embedded graph (that is, it is self-dual).

Finally, we introduce the notion of a covering of connected embedded graphs.
Let M and M 0 be connected embedded graphs, both represented by combinatorial
embeddings, with underlying graphs� and � 0, respectively. A covering of M (by
M 0), written like M 0 ! M , is a covering of � by � 0 that respects the cyclic
orders at vertices and the signature of the edges. A covering ofM by M 0 has the
property that it maps a facial walk in M 0 to a number of copies of a facial walk
in M .

5.4.3 Local �ows and local tensions

We de�ne local �ows and local tensions for embedded graphs represented by
combinatorial embeddings.

Let M = ( V; E; F ) be an embedded graph given by a combinatorial embedding
(�; �; � ). A bidirection of E compatible with � is a map ! on half-edges ofM
taking values in f� 1g such that for every edgee = uv we have! (u; e)! (v; e) =
� � (e).

For every vertex v that is not isolated, �x an edge e1
v incident with v. De�ne

ei +1
v := � v (ei

v ), for 1 � i < d (v), where d(v) denotes the degree ofv. For every
face f with facial walk Wf of length at least 1, �x an edge e1

f in Wf . De�ne
ei +1

f := � f (ei
f ), for 1 � i < d (f ), where d(f ) denotes the length ofWf .

For the following de�nition, let M � denote the dual embedded graph ofM .
It is represented by the combinatorial embedding(�; � � ; � ). We �x bidirections
! and � of E compatible with � and � � , respectively.
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De�nition 5.7 (Local �ows and local tensions). Let G be a �nite multiplicative
group. With notation as above, a local G-�ow of M is a map  : E ! G such
that for all v 2 V we have

d(v)Y

i =1

 (ei
v )! (v;e i

v ) = 1 : (5.14)

A local G-tension of M is a map  : E ! G such that for all f 2 F we have

d( f )Y

i =1

 (ei
f ) � ( f;e i

f ) = 1 :

A local G-�ow or local G-tension is nowhere-identity if it never takes the
identity as value.

Remark 5.5. From the de�nition of a local �ow it follows that the number of
local �ows in an embedded graphM does neither depend on the choice of! ,
nor on the choices ofe1

v , where v ranges over the vertices ofM . Indeed, equa-
tion (5.14) is well-de�ned up to cyclic permutation and if ! 0 is a bidirection of E
compatible with � which di�ers from ! on a setA of edges, then by inverting the
value assigned to the edges inA, local �ows of M with respect to ! correspond
bijectively to local �ows of M with respect to ! 0. Mutatis mutandis, the same
holds for the number of local tensions.

Lemma 5.6. There is a 1-to-1 correspondence between (nowhere-identity) local
G-�ows on M and (nowhere-identity) local G-tensions on M � .

Proof. If M is represented by a combinatorial embedding(�; �; � ), then M � is
given by the combinatorial embedding (�; � � ; � ). The lemma now follows from
De�nition 5.7 and Remark 5.5.

5.4.4 Operations on embedded graphs

The purpose of this section is to give a clear, workable de�nition of deletion
and contraction of edges in embedded graphs and to recall properties of these
operations. For more background information, we refer to [36, 69] or to the
recent book [24].

For the following two de�nitions, let M = ( V; E; F ) be an embedded graph
with (�; � ) a combinatorial embedding representingM , and let e = uu0 be an
edge ofM (possibly with u = u0).
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De�nition 5.8 (Deletion in embedded graphs). The embedded graphM ne ob-
tained from M by deleting e is given by the combinatorial embedding(� 0; � 0) on
the graph (V; E n f eg), where

ˆ the signature � 0 is given by � 0(e0) = � (e0), for all e0 2 E n f eg,

ˆ the rotation system � 0 is de�ned by

� 0
v =

8
>><

>>:

� v if v =2 f u; u0g;
(e1 : : : ei ) if v = u and u 6= u0;
(ei +1 : : : et ) if v = u0 and u 6= u0;
(e1 : : : ei ei +1 : : : et ) if v = u = u0;

where � u = ( ee1 : : : ei ) and � u 0 = ( eei +1 : : : et ), if v 2 f u; u0g and u 6= u0,
and where� v = ( ee1 : : : ei eei +1 : : : et ), if v = u = u0.

Deletion of an edgee in an embedded graphM with underlying graph �
gives an embedded graphM ne whose underlying graph is � ne. In this sense
edge deletion in embedded graphs coincides with graph edge deletion. We have
v(M ) = v(M ne) = v(� ne) = v(�) , e(M ) � 1 = e(M ne) = e(� ne) = e(�) � 1 and
k(M ne) = k(� ne). However, deletion ofe may reduce the genus, in which case
� ne is embedded in a di�erent surface than� is embedded in.

De�nition 5.9 (Contraction in embedded graphs). The embedded graphM=e
obtained from M by contracting e is given by the combinatorial embedding
(� 00; � 00) on the graph � 00 = ( V 00; E 00), where � 00 depends on the type of edge
e:

ˆ If e is a non-loop edge with� (e) = 1 (the positive signature can be ensured
by applying a local change if necessary), thenV 00= ( V nf u; u0g)[f xg. Here,
x is a new vertex not in V . Write � u = ( ee1 : : : ei ) and � u 0 = ( eei +1 : : : et ).
Then the rotation system � 00is de�ned for v 2 V 00by

� 00
v =

�
� v if v 6= x;
(e1 : : : ei ei +1 : : : et ) if v = x:

So in this case� 00= � =e. The signature � 00 is given by � 00(e0) = � (e0), for
all e0 2 E 00(where we use that an edge of� 00corresponds to an edge of� ).

ˆ If e is a loop at u and � (e) = 1 (so e is a non-twisted loop), then V 00 =
(V n f ug) [ f x; yg. Here, x; y are new vertices not in V . Write � u =
(ee1 : : : ei eei +1 : : : et ). Then the rotation system � 00 is de�ned for v 2 V 00

by

� 00
v =

8
<

:

� v if v =2 f x; yg;
(e1 : : : ei ) if v = x;
(ei +1 : : : et ) if v = y:
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So in this case the graph� 00 is obtained from � by �rst deleting the edge
e, and then replacing the vertex u by two new non-adjacent verticesx and
y with adjacencies as indicated by the rotation system. The signature� 00

is given by � 00(e0) = � (e0), for all e0 2 E 00(where we use that an edge of� 00

corresponds to an edge of� ).

ˆ If e is a loop at u and � (e) = � 1 (so e is a twisted loop), then V 00= V .
Write � u = ( ee1 : : : ei eei +1 : : : et ). Then the rotation system � 00 is de�ned
for v 2 V 00by

� 00
v =

�
� v if v 6= u;
(e1 : : : ei et : : : ei +1 ) if v = u:

So in this case� 00= � n e (and henceE 00= E n f eg). The signature � 00 is
given for e0 2 E 00by

� 00(e0) =
�

� � (e0) for e0 = er with i + 1 � r � t;
� (e0) otherwise.

Writing � u = ( eei +1 : : : et ee1 : : : ei ) or � u = ( ee1 : : : ei eei +1 : : : et ) in the de�-
nition of contracting a twisted loop yields equivalent combinatorial embeddings
representingM=e. Hence, contraction is a well-de�ned operation (as for the other
two edge types there is nothing to check).

Contraction of a non-loop e or of a twisted loop e in an embedded graphM
with underlying graph � gives an embedded graphM=e whose underlying graph
is � =e (equal to � ne when e is a loop). When e is a non-twisted loop, however,
the underlying graph of M=e is not isomorphic to � =e, as it has one more vertex.

The following �gures schematically show the e�ect of contracting the three
types of edges, at the vertices where the edges are contracted. The cyclic orderings
of the edges at the vertices are taken clockwise. Unless otherwise speci�ed, edges
in M unequal to e correspond to edges inM=e in a way suggested by the �gures.
Dashed edges denote edges with a negative signature, the other edges are positive.
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M M=e

a b
e

a

Figure 5.1: Contraction of a non-loop edge

M M=e

a

e

a b

Figure 5.2: Contraction of a non-twisted loop

M M=e

a

e

e4

e3

e2

e1

a

e1

e2

e3

e4

Figure 5.3: Contraction of a twisted loop
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We recall some results concerning deletion and contraction in embedded graphs.

Proposition 5.7. Let M be an embedded graph and letM � its dual. For an edge
e of M we have(M=e) � = M � ne and (M ne) � = M � =e.

For a proof of Proposition 5.7, see for instance [5].
For A � E , let M nA and M=A denote the embedded graphs obtained from

M by deleting and contracting all edges inA, respectively. Just as for ordinary
graphs, the order in which edges are contracted and deleted is irrelevant.

Lemma 5.8. Given sets of edgesA; B of an embedded graphM with A \ B = ; ,
then M=A; M nA and (M=A)nB are well de�ned, and (M=A)nB = ( M nB )=A.

Proof. To prove Lemma 5.8, it su�ces to show that (M ne)ne0 = ( M ne0)ne and
(M=e)=e0 = ( M=e0)=e and (M ne)=e0 = ( M=e0)ne, for two distinct edges e and e0.
This follows from the de�nitions of deletion and contraction.

We conclude this section by recording the e�ect of contracting a non-loop
on various embedded graph parameters, starting with a result on orientability,
whose proof may be found in [89, Theorem X.26].

Lemma 5.9. Let M be an embedded graph and lete be a non-loop ofM . Then
M is orientable if and only if M=e is orientable.

Lemma 5.10. If e is a non-loop of an embedded graphM , then

v(M=e) = v(M ) � 1; e(M=e) = e(M ) � 1; f (M=e) = f (M ) and k(M=e) = k(M ):

In particular, for an embedded graphM and a non-loope in M , we have

� (M=e) = � (M ); g(M=e) = g(M ) and s(M=e) = s(M ):

Dually, if e is a non-loop in M � , then

v(M ne) = v(M ); e(M ne) = e(M ) � 1; f (M ne) = f (M ) � 1 and k(M ne) = k(M ):

In particular, for an embedded graphM and a non-loope in M � , we have

� (M ne) = � (M ); g(M ne) = g(M ) and s(M ne) = s(M ):

Proof. Let e be a non-loop in M . It is clear that v(M=e) = v(M ) � 1 and
e(M=e) = e(M ) � 1. The number of connected components ofM stays the same
upon contracting a non-loop. Indeed, ifM has underlying graph� then M=e has
underlying graph � =e, and so k(M=e) = k(� =e) = k(�) = k(M ). Applying the
face-tracking algorithm, we see thatf (M=e) = f (M ).
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We now have � (M=e) = � (M ). Euler's formula (5.12) then yields s(M=e) =
s(M ), and by Lemma 5.9 it follows that g(M=e) = g(M ), �nishing the proof of
the �rst two statements.

The dual statements now follow upon applying Proposition 5.7.
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Chapter 6

Partition functions and a
generalized coloring-�ow
duality

Etiam inter vepres rosae nascuntur

Desiderius Erasmus (1466�1536)

Let G be a �nite group and c : G ! C a class function. Let M = ( V; E; F )
be an orientable embedded graph represented by a rotation system� and with
directed edges. De�ne the partition function

Pc(M ) :=
X

� :E ! G

Y

v2 V

c(� (� (v))) ;

where � (� (v)) denotes the product of the � -values of the edges incident withv
(in the order given by � v ), where the inverse is taken for edges directed outwards
at v. Write c =

P
� m� � � , where the sum runs over irreducible representations�

of G with character � � and with m� 2 C for every � . When M is connected, it
is proved that

Pc(M ) = jGj jE j
X

�

djF j�j E j
� mjV j

� ;

where d� is the degree of� . Among the corollaries, a formula for the number of
nowhere-identity local G-�ows on M is derived, generalizing a result of Tutte.

We show that local �ows on an embedded graph (orientable or non-orientable)
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correspond bijectively to certain proper G-colorings of a covering of the dual of
that embedded graph. This correspondence generalizes coloring-�ow duality for
planar graphs.

This chapter is based on joint work with Bart Sevenster [64].

6.1 Introduction

Let M = ( V; E; F ) be an orientable embedded graph represented by a rotation
system� and with directed edges. For a vertexv, let d(v) denote the degree ofv.
If v is a vertex that is not isolated, we �x an edge e1

v incident with v and de�ne
ei +1

v := � v (ei
v ), for 1 � i < d (v). For v 2 V , let � v : f e1

v ; : : : ; ed(v)
v g ! f� 1g be

the function that takes the value � 1 on edges that are directedoutwards at v
and 1 on the edges that are directedinwards at v.

Let G be a �nite group and c : G ! C a class function. De�ne the partition
function Pc(M ) with respect to c and evaluated at M to be

Pc(M ) :=
X

� :E ! G

Y

v2 V

c(� (� � v
v )) ; (6.1)

where the sum runs over all maps� : E ! G, and where we de�ne � (� � v
v ) :=

Q d(v)
i =1 � (ei

v ) � v (ei
v ) . For a vertex v, the choice of e1

v is irrelevant for the value of
c(� (� � v

v )) . Indeed, if g1; : : : ; gd 2 G for somed � 1, then the product g2 � � � gdg1

is the conjugate of g1 � � � gd by g1 and hence the class functionc agrees on both
products. This shows that the partition function is well-de�ned.

Let e be an edge ofM and consider a map� : E ! G. The map � e : E ! G
de�ned by � e(e0) = � (e0) for all e0 6= e, and � e(e) = � � (e), has the same weight
with respect to the orientation of the edges where the orientation ofe is altered,
as � with respect to the original orientation. This shows that the partition func-
tion does not depend on the orientation ofE .

Recall that bG denotes the set of irreducible representations (up to isomor-
phism) of G. It is a standard fact from representation theory that if c is a class
function of G, then one can write

c =
X

� 2 bG

m� � � ; (6.2)

where � � is the character of � , and with m� 2 C for � 2 bG. In Section 6.2
we prove the following theorem, which gives a compact formula of the partition
function for connected orientable embedded graphs.
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Theorem 6.1. If M = ( V; E; F ) is a connected orientable embedded graph, then,
with notation as in (6.2),

Pc(M ) = jGj jE j
X

� 2 bG

djF j�j E j
� mjV j

� ; (6.3)

where d� is the degree of� .

We derive two corollaries from Theorem 6.1 by taking special cases forM and c.
For nonnegative integers k and g, the Generalized Frobenius Formula [97,

Theorem 3] counts homomorphisms satisfying a certain constraint from the fun-
damental group of a k-fold punctured compact connected orientable surface of
genusg to G. In Section 6.3.1 formula (6.3) with a special choice of class func-
tion and embedded graph is used to give a new proof of the casek = 1 of the
Generalized Frobenius Formula.

For the character � reg of the regular representation ofG, the partition function
P� reg (M ) essentially counts the number oflocal G-�ows on M , since � reg (g) =
� 1;g jGj for all g 2 G, where � 1;g is the Kronecker delta function. In Section 6.3.2
a formula for the number of nowhere-identity local G-�ows of M is deduced from
equation (6.3) by inclusion-exclusion. Such a formula was found independently
in [35] via essentially the same method as ours, namely by deriving formula (6.3)
for the special casec = � reg . In Chapter 7 we generalize these results by count-
ing nowhere-identity local �ows in embedded graphs (not necessarily orientable),
using a di�erent method.

In Section 6.4 it is proved that nowhere-identity local G-�ows of an embedded
graph M correspond bijectively to certain proper G-colorings of a (�nite) cover-
ing of M � , the surface dual ofM . This correspondence generalizes coloring-�ow
duality for planar graphs, �rst proved by Tutte in [92]. Our generalization di�ers
from that of [20, Corollary 1:5], which gives an `approximate coloring-�ow dual-
ity' for R-valued �ows and tensions.

We have de�ned the partition function for orientable embedded graphs. One
could de�ne the partition function for an arbitrary embedded graph M (orientable
or non-orientable) with combinatorial embedding (�; � ), by using a �xed bidirec-
tion of the edges ofM compatible with � , instead of choosing an orientation
of the edges ofM (similarly as to how local �ows in embedded graphs are de-
�ned). However, it is not clear how a formula, such as the one in (6.3) for
connected orientable embedded graphs, for the resulting function should look
like. A di�culty is that, for general class functions c, this resulting function
is not constant on equivalence classes of embedded graphs. We give an exam-
ple. Consider the two equivalent plane graphsM and M 0 with a single edge
e = uv between distinct vertices u and v, and signature mappings� (e) = 1 and
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� 0(e) = � 1, respectively. Let G = Z3 = f 0; 1; 2g and let c be the class function
de�ned by c(0) = c(1) = 0 and c(2) = 1 . Then on M the partition function isP

g2 Z3
c(g)c(� g) = 0 , while on M 0 the partition function (extended in the way

explained above) is
P

g2 Z3
c(g)c(g) = 1 .

6.2 Proof of Theorem 6.1

In this section we prove Theorem 6.1. This involves a direct computation that
relies mostly on Schur orthogonality and the observation that the faces of an
embedded graph determine which matrix coe�cients give nonzero contributions.
The proof is essentially the same as in [35].

Proof of Theorem 6.1. We calculate

Pc(M ) =
X

� :E ! G

Y

v2 V

c(� (� � v
v ))

=
X

� :E ! G

Y

v2 V

X

� 2 bG

m� � � (� (� � v
v ))

=
X

� :E ! G

X

� :V ! bG

Y

v2 V

m� (v) � � (v) (� (� � v
v )) : (6.4)

For a �xed � : V ! bG, we get a contribution

X

� :E ! G

Y

v2 V

m� (v) � � (v) (� (� � v
v )) =

X

� :E ! G

Y

v2 V

m� (v) � � (v)

 d(v)Y

i =1

� (ei
v ) � v (ei

v )

!

=
X

� :E ! G

Y

v2 V

m� (v) tr

 d(v)Y

i =1

� (v)
�

� (ei
v ) � v (ei

v )
�

!

;

(6.5)

where we use, in the second equality, that the representation� (v) is a homomor-
phism. Expanding the trace for a �xed � : E ! G and vertex v yields

tr

 d(v)Y

i =1

� (v)
�

� (ei
v ) � v (ei

v )
�

!

=
d� ( v )X

j 1 ;:::;j d ( v ) =1

d(v)Y

i =1

�
� (v)

�
� (ei

v ) � v (ei
v )

��

j i ;j i +1

; (6.6)

where the subindicesi of j i are taken modulod(v) for all i , and where, as before,
d� (v) is the degree of the representation� (v).
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Let e = uv be an edge that is directed fromu to v. Then, using (6.6), every
summand in (6.5) is a product containing a factor of the form

(� (u)( � (e) � 1)) x;y � (� (v)( � (e))) z;w ;

for somex; y 2 [d� (u ) ] and z; w 2 [d� (v) ] (recall that [n] := f 1; : : : ng, for n 2 Z � 0).
Consider now the sum

X

� :f eg! G

(� (u)( � (e) � 1)) x;y � (� (v)( � (e))) z;w : (6.7)

If � (u) 6= � (v), then by Schur orthogonality (Theorem 5.1 in Section 5.1) expres-
sion (6.7) is zero. Hence, by connectivity ofM , we can assume that� : V ! bG is
a constant function, as otherwise expression (6.5) is zero. Furthermore, for (6.7)
to be nonzero, we must havex = w and y = z by Schur orthogonality again.

We thus see that the faces ofM determine the matrix coe�cients that give
nonzero contributions to the partition function. For each constant function
� : V ! bG, i.e., for each � 2 bG, we get the number jF j of faces many in-
dices, each ranging from1 to d� . For every edgee, we need only consider the
matrix coe�cient whose indices correspond to the faces on either side ofe. Using
expressions (6.4) and (6.5), we �nally calculate that

Pc(M ) =
X

� :E ! G

X

� :V ! bG

Y

v2 V

m� (v) � � (v) (� (� � v
v ))

=
X

� 2 bG

X

� :E ! G

Y

v2 V

m� � � (� (� � v
v ))

=
X

� 2 bG

mjV j
� djF j

�

X

� :E ! G

Y

e2 E

(� (� (e) � 1))1;1(� (� (e))) 1;1

=
X

� 2 bG

mjV j
� djF j

�

Y

e2 E

X

� :f eg! G

(� (� (e) � 1))1;1(� (� (e))) 1;1

= jGj jE j
X

� 2 bG

djF j�j E j
� mjV j

� ;

where in the third equality we use that every choice of indices between1 and d�

gives the same contribution by Theorem 5.1, and where in the last equality we
use Theorem 5.1 again.
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6.3 Corollaries to Theorem 6.1

6.3.1 Enumerating homomorphisms

In this section a �rst consequence of Theorem 6.1 is presented. Fix an integer
g � 0 and let Sg be the compact connected orientable surface of genusg. Fix a
point x 2 Sg and remove it from Sg. The remaining surface is denotedSg;1 and is
called the punctured surface of genus g. Its fundamental group can be described
by a set of generators subject to one relation

� 1(Sg;1) =

*

a1; : : : ; ag; b1; : : : ; bg; c j
gY

i =1

[ai ; bi ] = c� 1

+

; (6.8)

where [x; y] = xyx � 1y� 1 denotes the commutator ofx and y.
Let G be a �nite multiplicative group and let C be a conjugacy class ofG.

We de�ne

Ag(G; C) :=

�
�
�
�
�

(

(x1; : : : ; xg; y1; : : : ; yg; z) 2 G2g � C j
gY

i =1

[x i ; yi ] = z� 1

) �
�
�
�
�
:

Then
Ag(G; C) = jf � : � 1(Sg;1) ! G j � (c) 2 Cgj;

where the� are assumed to be group homomorphisms and wherec is the generator
in the presentation (6.8) of � 1(Sg;1). The parameter Ag(G; C) has a geometric
interpretation in terms of coverings of Sg;1, see the appendix by Zagier in [97].

The following theorem, which is a special case of the Generalized Frobenius
Formula [97, Theorem 3], is derived from Theorem 6.1.

Theorem 6.2. With notation as above, we have

Ag(G; C) = jGj2g� 1jCj
X

� 2 bG

� � (C)

d2g� 1
�

;

where � � (C) := � � (h) for an h 2 C.

The proof in [97] relies on Schur orthogonality and computing the trace of the
action given by left multiplication with a central element on the group algebra in
two di�erent ways. Our proof below implicitly uses Schur orthogonality, via the
proof of Theorem 6.1.

Proof of Theorem 6.2. Consider the following function

f C : G ! C; f C (h) =

(
jG j
jC j if h 2 C;

0 otherwise.
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It is clear that f C is a class function. Write f C =
P

� m� � � . Then

m� =
1

jGj

X

g2 G

f C (g)� � (g� 1) = � � (C � 1);

where C � 1 is the conjugacy class consisting of the inverse elements ofC. Let
� be the graph with one vertex v and 2g loops e1; : : : ; e2g. With respect to
the rotation system � = f � v g, where � v = ( e1e2e1e2 � � � e2g� 1e2ge2g� 1e2g), the
graph � embeds intoSg and we write M for the embedded graph thus obtained.
Theorem 6.1 gives

Pf C (M ) = jGj2g
X

�

d1� 2g
� � � (C � 1): (6.9)

On the other hand, by de�nition of the partition function we have

Pf C (M ) =
jGj
jCj

�

�
�
�
�
�

(

(x1; : : : ; xg; y1; : : : ; yg) 2 G2g j
gY

i =1

[x i ; yi ] 2 C

) �
�
�
�
�

=
jGj
jCj

�

�
�
�
�
�

(

(x1; : : : ; xg; y1; : : : ; yg; z) 2 G2g � C � 1 j
gY

i =1

[x i ; yi ] = z� 1

) �
�
�
�
�

=
jGj
jCj

Ag(G; C � 1): (6.10)

ReplacingC � 1 by C and comparing equations (6.9) and (6.10) yields the theorem.

6.3.2 Enumerating nowhere-identity local �ows

Let G be a �nite multiplicative group and let M = ( V; E; F ) be a connected
orientable embedded graph with rotation system� . As before, for eachv 2 V ,
�x an edge e1

v incident with v and let ei +1
v be the edge that comes afterei

v
in the cyclic order, for 1 � i < d (v), where d(v) is the degree ofv. As the
signature ofM is the identically 1 function, a given bidirection ! of E compatible
with the signature gives rise to a direction of the edgesE in the following way.
For an edge e = uv, we direct e from u to v if ! (v; e) = 1 , and from v to
u otherwise. Then a map  : E ! G is a local G-�ow of M (as de�ned in
Section 5.4.3) if and only if

Q d(v)
i =1  (ei

v ) � v (ei
v ) = 1 for all v 2 V , where the

function � v : f e1
v ; : : : ; ed(v)

v g ! f� 1g is � 1 on edges that are directed outwards
at v and 1 on the edges that are directed inwards atv.

When G is abelian the cyclic orderings of edges around vertices ofM are not
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needed to de�ne a localG-�ow on M . Tutte proved in [92] that the number of
nowhere-zero localG-�ows then depends only on the order ofG. In this section
we generalize Tutte's result by deriving a formula that counts the number of
nowhere-identity local G-�ows of M , where G is any �nite group, a result that
was found independently by the authors of [35]. With respect to the group,
this number depends only on the multiset consisting of the dimensions of the
irreducible representations ofG. We �rst derive a formula for the number q1

G (M )
of local G-�ows of M .

Let � reg be the character of the regular representation ofG. With notation
as at the beginning of the introduction, the partition function is computed to be

P� reg (M ) =
X

� :E ! G

Y

v2 V

� reg (� (� � v
v ))

= jGj jV j �
�
�
� f � : E ! G j � (� � v

v ) = 1 for all vg
�
�
�; (6.11)

since � reg (g) = � 1;g jGj for g 2 G, where � is the Kronecker delta function. The
condition that � (� � v

v ) = 1 for all vertices v, is the same as the conditon for� to
be a local G-�ow on M (by the remark made at the beginning of this section).
HenceP� reg (M ) = jGj jV j q1

G (M ). On the other hand, asm� = d� for the character
of the regular representation, Theorem 6.1 reads

P� reg (M ) = jGj jE j
X

�

djV j�j E j+ jF j
� = jGj jE j

X

�

d2� 2g(M )
� ; (6.12)

where g(M ) is the genus ofM , and where Euler's formula (equation (5.12)) is
used in the second equality. Putting together equations (6.11) and (6.12) yields

q1
G (M ) = jGj jE j�j V j

X

�

d2� 2g(M )
� ; (6.13)

for the number of localG-�ows on M . (This result also implicitly appears in [70].)
Next we derive a formula for the numberqG (M ) of nowhere-identity local G-

�ows of M . Recall that if A � E , then M nAc denotes the embedded graph
obtained from M by deleting the edges inAc = E n A (see Section 5.4.4 for
details). Let c be a class function ofG. Write

Pc(M ) =
X

A � E

ePc(M nAc);

where
ePc(M ) :=

X

� :E ! Gnf 1g

Y

v2 V

c(� (� � v
v )) :
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Inclusion-exclusion gives

ePc(M ) =
X

A � E

(� 1)jA c j Pc(M nAc) =
X

A � E

(� 1)jA c j
Y

conn : cpts
C of M nA c

Pc(C); (6.14)

where the last product is over connected componentsC of M nAc (we use that
the partition function is multiplicative over disjoint unions of embedded graphs).
Write C = ( VC ; EC ; FC ) for a connected componentC of the embedded graph
M . Then, writing again c =

P
� 2 bG m� � � with m� 2 C, equation (6.14) together

with Theorem 6.1 gives

ePc(M ) =
X

A � E

(� 1)jA c j jGj jA j
Y

conn : cpts
C of M nA c

� X

�

djFC j�j E C j
� mjVC j

�

�
; (6.15)

where we use that
Q

C jGj jE C j = jGj
P

C jE C j = jGj jA j .

Theorem 6.3. The number of nowhere-identity localG-�ows on an orientable
embbedded graphM = ( V; E; F ) is given by

qG (M ) =
X

A � E

(� 1)jA c j jGj jA j�j V j
Y

conn : cpts
C of M nA c

� X

�

d2� 2g(C ))
�

�
;

where g(C) denotes the genus ofC.

Proof. Let � reg be the character of the regular representation ofG. The obser-
vation

eP� reg (M ) = jGj jV j � qG (M )

combined with equation (6.15) for � reg yields the theorem.

Corollary 6.4. The number of nowhere-identity localG-�ows on M depends only
on M and the multiset consisting of dimensions of the irreducible representations
of G.

Proof. This follows directly from Theorem 6.3.

The dihedral group of order eight and the quaternion group form the small-
est example of two nonisomorphic nonabelian groups whose multisets consisting
of dimensions of irreducible representations coincide. DeVos [19, Lemma6:1:6]
argues directly that the number of nowhere-identity local G-�ows is the same
when G is the quaternion group and whenG is the dihedral group of order eight.
Note that Corollary 6.4 incorporates the dependence on the order of the group,
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as jGj =
P

� 2 bG d2
� . If G is abelian, then d� = 1 for every irreducible represen-

tation � , of which there are jGj many. Hence in this case Theorem 6.3 can be
expressed in terms of the underlying graph� = ( V; E) of M , and reduces to
Tutte's well-known formula counting the number of nowhere-zeroG-�ows

qG (M ) =
X

A � E

(� 1)jA c j jGj jA j�j V j+ k (M nA c ) ;

where k(M nAc) denotes the number of connected components ofM nAc.

6.4 Coloring-�ow duality for embedded graphs

In this section we prove that local �ows on embedded graphs correspond bijec-
tively to speci�c tensions of a covering of the dual of that embedded graph, where
the particular covering is dependent on the local �ow. By doing so, we gener-
alize Tutte's coloring-�ow duality for planar graphs. We use the notation and
terminology as introduced in Sections 5.4.1, 5.4.2 and 5.4.3. First we need some
additional concepts.

Let M = ( V; E; F ) be a connected embedded graph, represented by a com-
binatorial embedding (�; �; � ). Recall that the dual embedded graphM � is rep-
resented by the combinatorial embedding(�; � � ; � ), where � � is de�ned in the
following way. For an edgee = f f 0 of M � , where f; f 0 2 F , we have� � (e) = 1 if
the facial walks corresponding tof and f 0 traverse e in opposite directions, and
� � (e) = � 1 otherwise. Let us �x a bidirection � of E compatible with � � , that is,
� is a f� 1g-valued function on half-edges ofM � such that � (f; e )� (f 0; e) = � � � (e)
for every edgee = f f 0 of M � . Then � induces an orientation on the edges ofM
in a way we now explain.

Let e be an edge ofM with faces f 1 and f 2 on either side ofe. If � (f 1; e) =
� (f 2; e) = � 1, then necessarilyf 1 and f 2 traverse e in the same direction and we
direct e in the opposite direction. Otherwise,e is directed such that the direction
agrees with the direction of the facial walk of a facef on either side of e for
which � (f; e ) = 1 . The orientation of the edges ofM obtained this way is called
the orientation induced by � . Similarly, the edges ofM � receive an orientation
induced by a �xed bidirection ! compatible with � .

Let G be a �nite multiplicative group. If W = ( v0; e1; v1; : : : ; en ; vn ) is a walk
in M for some n � 1, then for a map  : E ! G we de�ne the height of W
as h (W ) :=

Q n
i =1  (ei ) � W (ei ) , where � W (ei ) = 1 if ei is traversed by W in the

direction of ei (induced by � ), and � 1 otherwise. Then, using the de�nition of a
local G-tension (see De�nition 5.7),  is a localG-tension onM if h (W ) = 1 for
every facial walk W . We call  a globalG-tension if h (W ) = 1 for every closed
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6.4. Coloring-�ow duality for embedded graphs

walk W . A global G-tension is nowhere-identity if it never takes the identity as
value. The following lemma is easy and well-known, but we include its proof in
order to keep this section self-contained.

Lemma 6.5. With notation as above, there is ajGj-to-1 correspondence between
proper G-colorings of M and nowhere-identity globalG-tensions on M .

Proof. Let  be a global G-tension on M , and let v be a vertex of M . Then
for a vertex u of M , there is a path Wu from v to u. Let � : V ! G be given
by � (u) = h (Wu ). Because is a global G-tension, this is independent of the
choice ofWu and hence gives a well-de�ned function. Furthermore, because is
nowhere-identity, � is a proper G-coloring. For g 2 G, the coloring � g : V ! G
given by � g(u) = � (u)g also is a properG-coloring and for h 2 G we have� g = � h

if and only if g = h.
For the other direction, let � be a proper G-coloring of M . Then the map

 : E ! G de�ned by  (e) = � (u)� (v) � 1, with e = uv an edge that is directed
from v to u, is nowhere-identity as � is a proper G-coloring. It is immediately
seen to be a globalG-tension and the colorings� g de�ned above all yield the
same .

Theorem 6.6 (Coloring-�ow duality for planar graphs [92]) . If M is plane, then
there is a jGj-to-1 correspondence between properG-colorings of M and nowhere-
identity (local) G-�ows on M � .

Proof. For plane graphs every closed walk is homotopic to a facial walk. Hence,
local G-tensions are actually globalG-tensions. Lemmas 5.6 and 6.5 then give
the desired correspondence.

For non-plane graphs, a localG-tension is not necessarily a globalG-tension
(consider for instance a loop in the projective plane with a nonzero valuex on
the loop for which x2 = 1 ). Hence, in general there is no coloring-�ow duality
for embedded graphs. In Theorem 6.9 we show that a localG-tension of M
corresponds to a globalG-tension of a covering ofM .

Let s : L ! M be a covering of connected embedded graphs, whereL and
M are represented by combinatorial embeddings(� L ; � L ; � L ) and (� M ; � M ; � M ),
respectively. Given a bidirection � M of E(M ) compatible with � �

M , we can choose
a bidirection � L of the edgesE(L � ) compatible with � �

L , whereL � is the dual of L ,
such that the covering s respects the orientations induced by these bidirections.
For the rest of this section, whenevers : L ! M is a covering of connected
embedded graphs, we assume thatL and M are implicitly given such orientations,
and that s respects these orientations.
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Any map  : E (M ) ! G lifts to a map  s : E (L ) ! G, given by  s(e) :=
 (s(e)) for e 2 E(L).

Lemma 6.7. Let s : L ! M be a covering between connected embedded graphs.
If  is a local G-tension on M , then  s is a local G-tension on L .

Proof. Let f be a face ofL with facial walk Wf . Becauses respects the cyclic
orderings at vertices and the signatures of edges, we know thatWf maps to
the facial walk Ws( f ) of a faces(f ) of M , where s(Wf ) might go around Ws( f )

several, sayt, times. Sinces furthermore respects the orientations used to de�ne
the heights of a walk, we have

h s (Wf ) = h (s(Wf )) = h (W t
s( f ) ) = h (Ws( f ) )

t = 1 ;

where the last equality follows from the fact that  is a localG-tension onM .

Let  be a localG-tension on M and let � = ( V; E) be the underlying graph
of M . Fix u0 2 V . Construct the graph �  as follows. The vertex setV of �  

is de�ned by

V := f (v; g) 2 V � G j there is a walk W in M from u0 to v with h (W ) = gg:

Let (v; g); (v0; g0) 2 V . Then (v; g) and (v0; g0) are adjacent in �  if v and v0 are
adjacent in � and g0 = g �  (vv0).

Observe that, up to isomorphism, �  does not depend on the �xed vertex
u0. Note further that �  inherits a combinatorial embedding (�  ; �  ) via M .
We de�ne M  to be the connected embedded graph corresponding to�  and
(�  ; �  ).

Example 6.1. Consider a graphM embedded into the torus, with a single vertex
v and loops e1; e2. Let  be the Z2

2-valued map de�ned by  (e1) = (1 ; 0) and
 (e2) = (0 ; 1). Then M  is a graph embedded in the torus on four vertices.
The covering M  ! M is depicted schematically in Figure 6.1. In this �gure,
the borders are identi�ed in accordance with their colors and as indicated by the
colored arrow tips. The vertices ofM  are labeled byg 2 Z2

2 instead of (v; g).

Lemma 6.8. With notation as above, let ` : M  ! M be the map given on
vertices by(v; g) 7! v. Then ` is a covering and the map ` is a globalG-tension
on M  .

Proof. The map ` is clearly surjective. We show that it is a covering. Consider a
vertex (v; g) of M  and let W be a walk in M from u0 to v with h (W ) = g. We
can extend the walk W in M exactly to the neighbors of v. If these neighbors
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(0; 0) (0; 1)

(1; 0) (1; 1) e1

e2

Figure 6.1: The coveringM  ! M

are di�erent from v, then they correspond to di�erent vertices in M  . By our
de�nition of neighborhood (see Section 5.2), this also works in case there is a loop
at v. This shows that the neighborhood of a vertex(v; g) in M  is in bijection
with the neighborhood of v in M .

To show that  ` is a global G-tension, let W be a closed walk inM  starting
at (v; 1). Then h ` (W ) = h (`(W )) = 1 , since the end vertex ofW is (v; 1).
If W 0 is a closed walk starting at a vertex (v0; g), with v0 2 V(M ) and g 2 G,
di�erent from (v; 1), we can conjugateW 0 with a path P from (v0; g) to (v; 1). It
is now easy to see that this walk also hash ` (W 0) = 1 , as 1 = h ` (PW0P � 1) =
h ` (P)h ` (W 0)h ` (P) � 1.

For a local G-�ow  on M , let  � denote the local G-tension on M � corre-
sponding to  (see Lemma 5.6).

Theorem 6.9. A nowhere-identity local G-�ow  on M gives rise to a proper
G-coloring of M �

 � , where M �
 � is the dual embedded graph ofM  � .

Proof. Combine Lemmas 6.5 and 6.8.

Theorem 6.9 can be strengthened to a duality type theorem for embedded graphs
(Theorem 6.11) that generalizes coloring-�ow duality for planar graphs. To do
so, we introduce some terminology.

Let  be a local G-tension on M and let s : L ! M be a covering. Then
we say that s is a global covering with respect to if  s is a global G-tension on
L . A global covering p : L ! M with respect to  is called minimal if for every
global coveringr : L 0 ! M with respect to  , there is a coveringq : L 0 ! L such
that p � q = r .
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Proposition 6.10. Let  be a localG-tension on M . The map ` : M  ! M
from Lemma 6.8 is a minimal global covering with respect to .

Proof. That ` is a global covering is a reformulation of Lemma 6.8. To prove
minimality of `, let r : L ! M be a global covering with respect to . Let
u 2 V (L) be such that r (u) = u0. We de�ne a map q : L ! M  as follows. For
a vertex v0 in L , let W be a walk in L from u to v0. Then we de�ne q(v0) :=
(r (v0); h (r (W ))) . Since r is a global covering with respect to , the map q is
well-de�ned. The map q is surjective because we can lift any walk inM to a walk
in L with the same height. By construction, the neighborhood of a vertexv0 in
L is in bijection with the neighborhood of q(v0) in M  . Hence,q is a covering.
Because` � q = r by construction, we are done.

A global covering tensionon M consists of a coverings : L ! M and a
global G-tension  on L with the following properties: for every e 2 E(M ) we
have  (e1) =  (e2) for all e1; e2 2 s� 1(e), and the map  � s� 1 on edges of
M (which is well-de�ned by the �rst property) is a local G-tension. A global
covering tension with coverings and global G-tension  is called minimal if s is
a minimal global covering with respect to  .

Theorem 6.11. A local G-�ow on M gives rise to a minimal global covering
tension on M � and vice versa.

Proof. Let  be a local G-�ow on M . By Lemma 6.8 and Proposition 6.10 we
know that the global covering tension consisting of the covering̀ from Lemma 6.8
and global G-tension  �

` , where  � is the local G-tension on M � corresponding
to  , is a minimal global covering. Conversely, we clearly have that a minimal
global covering gives a localG-tension onM � and hence a localG-�ow on M .

Corollary 6.12. When M is a connected plane graph, the correspondence in
Theorem 6.11 yields coloring-�ow duality for planar graphs.

Proof. If M is a plane graph and a local G-�ow of M , then M � is a plane
graph and  � is a local G-tension on M � . Because all walks with the same
starting vertex and end vertex are homotopic in a plane graph, � is a global
G-tension. Hence, for two walksW and W 0 in M � , both starting at a vertex
v and both ending at a vertex w, we have h � (W ) = h � (W 0). In particular,
this means that the covering mapM �

 � ! M � is an isomorphism, showing that
a local G-�ow on M gives a globalG-tension on M � and vice versa. Applying
Lemma 6.5 �nishes the proof.

We remark that the covering graph M  can be interpreted as the derived
graph of a voltage graph, see [36]. In [71] the authors count tension-continuous
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mappings, i.e., maps between graphs such that a tension on the codomain lifts
to a tension on the domain. It would be interesting to generalize this concept
to local-tension-continuous mappings for embedded graphs and to consider the
corresponding counting problem.
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Chapter 7

A Tutte polynomial for
embedded graphs

Omnis ars naturae imitatio est

Seneca (4 BC � 65 AC)

We construct a new polynomial invariant of graphs embedded in a com-
pact surface, orientable or non-orientable, which contains as specializations the
Krushkal polynomial, the Bollobás�Riordan polynomial, the Las Vergnas poly-
nomial, and their extensions to non-orientable surfaces, and hence in particular
the Tutte polynomial. Other evaluations include the number of local �ows and
local tensions taking non-identity values in a given �nite group.

This chapter is based on joint work with Andrew Goodall, Guus Regts and
Lluís Vena [33].

7.1 Introduction

In [35, De�nition 3.9] Goodall, Krajewski, Regts and Vena introduced an exten-
sion of the Tutte polynomial for graphs to orientable embedded graphs, called the
surface Tutte polynomial. Among its evaluations are the number of local �ows
and local tensions taking non-identity values in any �nite group. In this chapter
we supplement the results from [35] by de�ning a surface Tutte polynomial for all
embedded graphs. While extending the surface Tutte polynomial from orientable
embedded graphs to non-orientable embedded graphs suggested itself as a natural
step to take, and some of the theorems we prove in this chapter are generalizations
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of the theorems in [35], the added obstacles due to non-orientability demanded
additional development of technique in order to achieve a lifting of a theorem
about orientable embedded graphs to a theorem about embedded graphs. (A
like remark could be made for Bollobás and Riordan's extension of their poly-
nomial from orientable embedded graphs [4] to include non-orientable embedded
graphs [5].)

The surface Tutte polynomial of an embedded graph is formally more akin
to the universal V -function of Tutte [90, 92] (see also [89, Chapter IX]) than it
is to the dichromate in that it has an unbounded number of variables (although
for a given embedded graph the number of variables is �nite): Tutte's universal
V -function of a graph has variables indexed by the nullities of the connected
components of subgraphs; the surface Tutte polynomial of an embedded graph
has variables indexed by the compact surfaces of the connected components of
embedded subgraphs. Having in�nitely many variables is unavoidable if the num-
ber of nowhere-identity local G-�ows is to be included as an evaluation, because
of the way the number of such �ows depends on the dimensions and the types of
the irreducible representations ofG (and not just on the order of G). (Tutte [91]
showed that the number of nowhere-zero �ows of a graph taking values in an
additive abelian group depends only on the order of the group.) While the sur-
face Tutte polynomial is not itself an invariant of the underlying � -matroid of
an embedded graph, it contains specializations that do have this property, in-
cluding, apart from the Krushkal polynomial, an as yet unstudied four-variable
� -matroid invariant that we introduce in Section 7.4.2. (In this respect the sur-
face Tutte polynomial is similar to the U-polynomial of Noble and Welsh [73],
a graph invariant in in�nitely many variables, which is not itself an invariant of
the underlying matroid of the graph, even though it contains many such matroid
invariants as specializations, including the Tutte polynomial.)

Organization

In this chapter we make extensive use of the preliminaries that have been given
in Chapter 5. We especially draw on the notation and terminology as introduced
in Section 5.4. An outline follows to help orient the reader.

The subject of this chapter, the surface Tutte polynomial for embedded graphs,
is introduced in Section 7.2. We derive some elementary properties of the surface
Tutte polynomial and show that it includes Butler's extension [11] of the Krushkal
polynomial [54] to embedded graphs (non-orientable as well as orientable).

Section 7.3 deals with local �ows and local tensions of embedded graphs. The
key result of this chapter is Theorem 7.5, giving an explicit formula for the num-
ber of local �ows of an embedded graph taking non-identity values in a given
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�nite group, and generalizing Theorem 6.3 to non-orientable embedded graphs.
The main steps in the proof of Theorem 7.5 are given in Section 7.3.3, after stat-
ing some of its immediate corollaries in Section 7.3.2, including those evaluations
of the surface Tutte polynomial that give the number of nowhere-identity local
�ows and the number of nowhere-identity local tensions of an embedded graph.
One of the two key ingredients needed in the proof of Theorem 7.5 is a combinato-
rial version of the classical classi�cation theorem for compact connected surfaces.
The other key ingredient is a result on counting homomorphisms from the fun-
damental group of a surface to a given �nite group. This result is mentioned and
partially proved by Frobenius [25], Frobenius and Schur [26], and Mednykh [68],
but only proved fully by Hamermesh [39] and Jones [49] (see the remark following
Theorem 7.11 for a more detailed explanation). We have included a proof that
is, as far as we know, new and only uses elementary representation theory.

As well as the number of nowhere-identity local �ows and nowhere-identity
local tensions, the surface Tutte polynomial contains other signi�cant embed-
ded graph invariants as specializations. In Section 7.4 we consider evaluations
analogous to those of the Tutte polynomial of a connected graph that enumerate
spanning trees, spanning forests and connected spanning subgraphs. In this sec-
tion we also introduce a di�erent normalization of the surface Tutte polynomial
in Proposition 7.15 and a four-variable specialization of it in De�nition 7.5 similar
in form to the Krushkal polynomial.

7.2 The surface Tutte polynomial

First we recall the de�nition of the Tutte polynomial of a graph.
The number of vertices, edges and connected components of a graph� are

denoted by v(�) ; e(�) and k(�) respectively; r (�) := v(�) � k(�) is the rank of �
and n(�) := e(�) � r (�) its nullity .

The Tutte polynomial T(�; x; y) of a graph� = ( V; E) is given by the following
bivariate subgraph expansion

T(�; x; y) :=
X

A � E

(x � 1)r (�) � r (� nA c ) (y � 1)n (� nA c ) ; (7.1)

where Ac := E n A is the complement ofA � E .
The rank and nullity of an embedded graphM are, similarly as for graphs,

de�ned by

r (M ) := v(M ) � k(M ) and n(M ) := e(M ) � r (M ):
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(See Section 5.4.1 for notation.) Thedual rank and dual nullity are de�ned by

r � (M ) = f (M ) � k(M ) and n� (M ) = e(M ) � r � (M ):

Whereas the rank and nullity of an embedded graph coincide with the rank and
nullity of its underlying graph, the dual rank and dual nullity implicitly involve
the Euler genus. For graphs, rank and nullity are related by (matroid) duality,
with r (� � ) = n(�) for a planar graph � , while for rank and nullity as embedded
graph parameters we have by Euler's formula (5.12) thatr (M ) = n� (M ) � s(M )
and n(M ) = r � (M ) + s(M ).

Next we recall some notions from Sections 5.3 and 5.4. LetM = ( V; E; F )
be an embedded graph. For a subsetA � E , the embedded graphsM=A and
M nAc are obtained from M by contracting all edges in A and deleting all edges
in Ac = E nA, respectively. We recall that �( M ) denotes the surface in which the
underlying graph (V; E) of M is embedded. ByC we denote the set of compact
connected surfaces up to homeomorphism.

De�ne in�nite sequences x = ( x; (xS )S2C ) and y = ( y; (yS )S2C ) of indetermi-
nates (variables indexed by compact connected surfaces, apart from the variables
x and y). For any embedded graphM , de�ne

x �( M ) :=
Y

conn : cpts
C of M

x �( C ) and y�( M ) :=
Y

conn : cpts
C of M

y�( C ) ; (7.2)

where the products run over connected componentsC of M . We now have all the
de�nitions needed to introduce the embedded graph invariant that is the subject
of this chapter.

De�nition 7.1. The surface Tutte polynomial of an embedded graphM =
(V; E; F ) is the multivariate polynomial

T (M ; x; y ) :=
X

A � E

xn � (M=A ) yn (M nA c ) x �( M=A ) y�( M nA c ) ; (7.3)

where x �( N ) and y�( N ) have been de�ned in (7.2) for any embedded graphN .

For an orientable embedded graph the surface Tutte polynomial of De�ni-
tion 7.1 coincides with the polynomial de�ned in [35, De�nition 3.9] after making
the substitution xS = xg(S) for every S 2 C, where g(S) denotes the genus ofS.
Consequently, [35, Proposition 3.14] implies that under these substitutions the
surface Tutte polynomial of a plane graphM with underlying graph � reduces
to the Tutte polynomial of � , with

T (M ; x; y ) = ( x0y0)k (�) T(�; y0x + 1 ; x0y + 1) : (7.4)
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Proposition 7.1. The surface Tutte polynomial T (M ; x; y ) of an embedded
graph M is multiplicative over the connected components ofM .

Proof. Deletion and contraction are distributive over disjoint unions, the param-
eters n� and n are additive over disjoint unions, and the connected components
of a disjoint union of embedded graphs are the disjoint union of the connected
components of the embedded graphs in the disjoint union.

Similarly to the Tutte polynomial under matroid duality, the surface Tutte
polynomial T under surface duality involves a simple switch of variables.

Proposition 7.2. For an embedded graphM we haveT (M ; x; y ) = T (M � ; y ; x),
where M � denotes the dual ofM .

Proof. This follows since n� (M ) = n(M � ) and (M nA) � = M � =A by Proposi-
tion 5.7, and the range of the summation (7.3) de�ning T (M ) is all subsets of
edges, which is closed under complementation.

In [11] Butler de�nes an extension of the Krushkal polynomial to graphs
embedded in non-orientable surfaces and proves that it contains the Bollobás-
Riordan polynomial (as de�ned in [5]), the Las Vergnas polynomial (as de�ned
in [56]) and the Tutte polynomial as specializations. Using Butler's de�nition,
the Krushkal polynomial of an embedded graphM = ( V; E; F ) is given by

K(M ; x; y; a; b) :=
X

A � E

(x � 1)k (M nA c ) � k (M ) yn (M nA c ) as(M=A ) bs(M nA c ) ; (7.5)

in which s(M ) = 2 k(M ) � � (M ) is the Euler genus ofM (as per De�nition 5.4
and Euler's formula (5.12)). We remark that Butler's de�nition of the extended
Krushkal polynomial in [11] involves a factor 1=2 in the exponents ofa and b in
every summand in (7.5) (and consequently,K is a polynomial in the variables
x; y; a1=2 and b1=2). For notational convenience, we use the de�nition of K as
given in (7.5).

Recall that for any compact connected surfaceS 2 C, we write s(S) for the
Euler genus ofS.

Proposition 7.3. The surface Tutte polynomial specializes to the Krushkal poly-
nomial. For an embedded graphM = ( V; E; F ), we have

K(M ; X; Y; A; B ) = ( X � 1)� k (M ) T (M ; x; y );

in which x and y are set equal to the following values:x = 1 ; y = Y , and
xS = As(S) and yS = ( X � 1)B s(S) for S 2 C.
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Proof. Making the given substitution in the surface Tutte polynomial

T (M ; x; y ) =
X

A � E

xn � (M=A ) yn (M nA c ) x �( M=A ) y�( M nA c ) ;

gives, using Euler's formula, the specialization
X

A � E

Y n (M nA c )
Y

conn : cpts
C of M=A

As(C ) �
Y

conn : cpts
D of M nA c

(X � 1)B s(D ) :

Using additivity of the Euler genus over disjoint unions and collecting together
the factors in each product this is the same as

X

A � E

Y n (M nA c ) (X � 1)k (M nA c ) As(M=A ) B s(M nA c ) :

A comparison with the de�nition of the Krushkal polynomial above establishes
the proposition.

As the Krushkal polynomial specializes to the Tutte polynomial, it follows that
the surface Tutte polynomial of an embedded graphM contains the Tutte poly-
nomial of the underlying graph of M not only when M is plane (equation (7.4))
but for embedded graphs in general. For an arbitrary embedding of a graph� in
a surface as an embedded graphM , we have

T(�; X; Y ) = ( X � 1)� k (M ) T (M ; x; y )

in which x and y are set equal to the following values:x = 1 ; y = Y � 1, and
xS = 1 and yS = X � 1 for every S 2 C.

7.3 Local �ows and local tensions

In this section � returning to the original motivation behind our de�nition of the
surface Tutte polynomial � we give evaluations of the surface Tutte polynomial
that count the number of local �ows and local tensions of an embedded graph
taking non-identity values in any given �nite group.

7.3.1 Enumerating local �ows and local tensions

We denote the number of local G-�ows of M by q1
G (M ) and the number of

nowhere-identity local G-�ows of M by qG (M ). The number of local G-tensions
of M is denoted byp1

G (M ) and the number of nowhere-identity local G-tensions
of M by pG (M ). The following proposition is a reformulation of Lemma 5.6.
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Proposition 7.4. Let M be an embedded graph andG a �nite group. Then
qG (M � ) = pG (M ) and q1

G (M � ) = p1
G (M ), where M � is the dual of M .

To determine the number of local �ows, we use some representation theory of
�nite groups, for which preliminaries have been given in Sections 2.4 and 5.1.

For a �nite group G, recall that bG is the set of irreducible representations (up
to isomorphism) of G and that for � 2 bG, the degree of� is denoted byd� . Given
a �nite group G and g 2 Z, de�ne

R G (g) :=

( P
� 2 bG d2� 2g

� if g � 0,
P

� 2 bG F (� ) � gd2+ g
� if g < 0,

(7.6)

whereF denotes the Frobenius-Schur indicator (see equation (5.9) in Section 5.1).

Theorem 7.5. Let G be a �nite group and let M = ( V; E; F ) be an embedded
graph. The number of nowhere-identity localG-�ows of M is given by

qG (M ) =
X

A � E

(� 1)jA c j jGj jA j�j V j
Y

conn : cpts
C of M nA c

R G (�g(C)) ; (7.7)

where Ac = E n A for A � E , where �g(C) denotes the signed genus ofC and
where R G (�g(C)) is de�ned in (7:6).

A brief sketch of the proof of Theorem 7.5 goes as follows. First we use Propo-
sition 7.4 to reduce the problem of �nding the number of local �ows for embedded
graphs to �nding the number of local tensions, which will turn out more conve-
nient. Utilizing a combinatorial version of the classi�cation theorem for compact
connected surfaces, we are faced with �nding the number of local tensions for
'bouquets of normal form', which are a special type of embedded graph on a sin-
gle vertex in which the loops are arranged in a simple way. Counting the number
of local tensions for such bouquets is the content of Theorem 7.11. Finally, the
inclusion-exclusion principle is used to determine the number of nowhere-identity
local tensions. The exact statements and details of the argument can be found
in Section 7.3.3.

7.3.2 Corollaries to Theorem 7.5

Theorem 7.5 implies that the number of nowhere-identity localG-�ows and, by
Propositions 7.2 and 7.4, the number of nowhere-identity localG-tensions can be
found as evaluations of the surface Tutte polynomial.
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Corollary 7.6. Let G be a �nite group and let M be an embedded graph. The
number of nowhere-identity localG-�ows of M is given by

qG (M ) = ( � 1)e(M ) � v(M ) T (M ; x; y ); (7.8)

in which x and y are set equal to the following values:x = 1 ; y = �j Gj; xS = 1
and yS = �j Gj � 1R G (�g(S)) for S 2 C, where �g(S) is the signed genus ofS.

The number of nowhere-identity localG-tensions of M is given by

pG (M ) = ( � 1)e(M ) � f (M ) T (M ; y ; x); (7.9)

with the samex and y as above.

Let D8 denote the dihedral group of order eight and letQ8 denote the quater-
nion group. The number of nowhere-identity local G-�ows of an orientable em-
bedded graph with G equal to D8 and with G equal to Q8, coincide, as is shown
by DeVos [19] and remarked upon at the end of Section 6.3. Theorem 7.5, how-
ever, shows that this does not extend to non-orientable embedded graphs, as we
explain in the following example.

Example 7.2. DeVos [19] showed directly that for orientable embedded graphs
the number of nowhere-identity local D8-�ows equals the number of nowhere-
identity local Q8-�ows. In [35] and below Corollary 6.4 it was observed that this
also follows from the formula in equation (7.10), as the multisets of dimensions
of irreducible representations ofD8 and Q8 agree. However, the types of repre-
sentations according to the Frobenius-Schur indicator di�er: F (� ) = 1 for every
� 2 cD8, while the group Q8 has a unique2-dimensional representation� 2 cQ8 for
which F (� ) = � 1. Therefore, for a non-orientable embedded graph the number of
nowhere-identity local D8-�ows may di�er from the number of nowhere-identity
local Q8-�ows. An example is given by a loop in the projective plane.

We do not know whether there are two nonisomorphic groupsG1 and G2 for
which R G1 (g) = R G2 (g) for all g 2 Z.

The general expression (7.7) for the number of nowhere-identity localG-�ows
of M in Theorem 7.5 takes a simpler form when restrictingG or M to certain
classes. We highlight three cases in the following series of corollaries.

Corollary 7.7. Let G be a �nite group for which F (� ) 6= 0 for each � 2 bG and
let M = ( V; E; F ) be an embedded graph. Then

qG (M ) =
X

A � E

(� 1)jA c j jGj jA j�j V j
Y

conn : cpts
C of M nA c

� X

� 2 bG

�
F (� )d�

� � (C )
�

;

where � (C) denotes the Euler characteristic ofC.
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Proof. In equation (7.7), if F (� ) 6= 0 for each � 2 bG, then F (� )2� 2g(C ) = 1
for an orientable connected componentC of an embedded subgraph ofM , as
F (� ) 2 f� 1; +1g for each � 2 bG.

All symmetric groups have the property as described in Corollary 7.7.
If the embedded graphM is orientable, then for every subsetA of the edges

of M , each connected component ofM nAc is orientable as well and the gen-
eral expression (7.7) for the number of nowhere-identity localG-�ows of M in
Theorem 7.5 takes a simpler form, as does its proof (for which see Theorem 6.3
or [35]).

Corollary 7.8. Let G be a �nite group and let M = ( V; E; F ) be an orientable
embedded graph. The number of nowhere-identity localG-�ows of M is given by

qG (M ) =
X

A � E

(� 1)jA c j jGj jA j�j V j
Y

conn : cpts
C of M nA c

� X

� 2 bG

d� (C )
�

�
; (7.10)

where � (C) is the Euler characteristic of C.

Theorem 7.5 also takes a simpler form whenG is an abelian group, the ir-
reducible representations of which all have dimension one. For a �nite abelian
group G, let dG be de�ned by 2dG = jf g j 2g = 0gj. If G is understood, we write
dG = d.

Corollary 7.9. Let G be a �nite abelian group of orderjGj = 2 dm, whered = dG .
Then, for an embedded graphM = ( V; E; F ), the number of nowhere-zero local
G-�ows of M is given by

qG (M ) =
X

A � E

(� 1)jA c j jGjn (M nA c ) m� kno (M nA c ) ;

wheren(M nAc) denotes the nullity ofM nAc and kno (M nAc) denotes the number
of non-orientable connected components ofM nAc, respectively.

Proof. SinceG is abelian, d� = 1 for all � 2 bG. Thus any � 2 bG equals its char-
acter � � . Let � 2 bG and let h 2 G. Then, using the fact that � is multiplicative
and G is abelian, we have

� (h)2F (� ) =
1

jGj

X

g2 G

� (h2)� (g2) =
1

jGj

X

g2 G

� ((gh)2) = F (� ):

This implies that either F (� ) = 0 or � (h)2 = 1 , for all h 2 G. Hence, ifF (� ) 6= 0 ,
then F (� ) = 1 . For i 2 f� 1; 0; 1g, set L i := f � 2 bG j F (� ) = ig. Then L � 1 is
empty, and � 2 L 1 if and only if � (g) 2 f� 1; 1g for each g 2 G.
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As j bGj = jGj, equation (7.7) simpli�es to

qG (M ) =
X

A � E

(� 1)jA c j jGj jA j�j V j+ ko (M nA c ) jL 1jk (M nA c ) � ko (M nA c ) ;

where ko(M nAc) denotes the number of orientable connected components of
M nAc. It now remains to determine jL 1j.

By the classi�cation theorem for �nite abelian groups we can write

G �=
rY

i =1

Zn i ;

for somer � 1 and ni 2 N that are prime powers. Let

T := f i 2 [r ] j ni eveng:

(Then jT j = dG .) We claim that jL 1j = 2 dG . In order to see this, note �rst that
for � 2 bG we can write

� = � 1 � � � � r ;

where � i 2 dZn i for i 2 [r ]. Now � is real-valued if and only if

� i =

(
� triv for i 2 [r ] n T;

� triv or � sign for i 2 T;

where � triv is the trivial character (taking value just 1) and � sign is the character
of a cyclic group of even order taking values1 or � 1. This is because any
irreducible representation of a cyclic groupZn with n > 1 and 2 - n other than
� triv or � sign takes some values inCnR. This proves the claim and the statement
of the corollary follows.

Corollary 7.9 may be proved directly, without using Theorem 7.5, cf. Corol-
lary 8.4 in Chapter 8, where Corollary 7.9 is translated into the language of signed
graphs.

7.3.3 Proof of Theorem 7.5

To prove Theorem 7.5 we require a number of auxiliary de�nitions and results.
Let M = ( �; �; � ) be an embedded graph. Recall that� consists of, for each

vertex v of M , a cyclic permutation of the edges incident with v. Hence, every
edge ofM occurs twice among all permutations in � . In the remainder of this
section, whenever an edgee with � (e) = 1 occurs in a permutation of � , we let
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e� 1 denote the other instance ofe in a permutation of � . If � (e) = � 1, then we
write e twice among all permutations in � (so not oncee and oncee� 1). Similarly,
if � � (e) = 1 , where � � is the signature mapping of the dual embedded graphM �

of M , then both e and e� 1 occur among the permutations of� . We write e twice
among all permutations of � in case� � (e) = � 1.

A bouquetis an embedded graph which has just one vertex.

De�nition 7.3. A bouquet M = ( �; �; � ) with vertex v is of normal form if the
permutation � v in � takes the form

� v =
�

a1 a2 a� 1
1 a� 1

2 � � � a2g� 1 a2g a� 1
2g� 1 a� 1

2g

�
; (7.11)

when M is orientable, and

� v =
�

a1 a1 a2 a2 � � � ag ag
�

; (7.12)

when M is non-orientable.

For an orientable bouquet of normal form we have

� =
�

a1 a2 a� 1
1 a� 1

2 � � � a2g� 1 a2g a� 1
2g� 1 a� 1

2g

�
:

Therefore, the number of faces is equal to1. Since there is one vertex and there
are 2g edges, this gives Euler characteristic2 � 2g, and by Euler's formula the
(orientable) genus isg.

For a non-orientable bouquet of normal form we have

� =
�

a1 a1 a2 a2 � � � ag ag
�

:

Therefore, the number of faces again is equal to1, there is one vertex, and there
are g edges. The Euler characteristic is2 � g, and by Euler's formula the (non-
orientable) genus isg.

Remark 7.10. Let M be a bouquet of normal form embedded into a compact sur-
face� . If � is of genusg, then its fundamental group � 1(�) has the presentation

� 1(�) �=

( 

a1; : : : ; ag; b1; : : : ; bg j a1b1a� 1

1 b� 1
1 � � � agbga� 1

g b� 1
g = 1

�
or;



c1; : : : ; cg j c2

1 � � � c2
g = 1

�
;

according to whether � is orientable or non-orientable, respectively. LocalG-
tensions ofM therefore correspond one-to-one with homomorphisms from� 1(�)
to G.
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Theorem 7.11. Let M be a bouquet of normal form of Euler genuss and signed
genus�g. Let G be a �nite group. The number of local G-tensions on M is given
by

p1
G (M ) = jGjs� 1R G (�g); (7.13)

where R G (�g) is de�ned in (7:6).

Theorem 7.11 has an interesting history. Frobenius stated and proved The-
orem 7.11 for an orientable bouquet of normal form of genus1 [25]. Using this
result as the inductive step, Mednykh stated the formula in (7.13) for orientable
bouquets of normal form of higher genera, but did not give a proof [68]. A proof
of Theorem 7.11 for the orientable case was given by Jones in [49]. Frobenius and
Schur stated Theorem 7.11 for non-orientable bouquets of normal form, but only
proved it when the genus of the bouquet is1 [26]. For the case of higher genera,
a proof of the result appears in the book [39] by Hamermesh. Theorem 7.11 also
implicitly appears in [70].

While a proof of Theorem 7.11 can be found in the literature, we provide a
proof of Theorem 7.11 that is, as far as we know, new and elementary, requiring
only basic representation theory.

Proof of Theorem 7.11. We �rst assume that M is non-orientable. Then we ob-
tain the single tension equation

h2
1 � � � h2

s = 1

with hi 2 G, for i = 1 ; : : : ; s. We then write

p1
G (M ) =

X

h1 ;:::;h s 2 G

1
�
h2

1 � � � h2
s

�
;

where1(h) is one if and only if h = 1 and zero otherwise. By equations (5.3) and
(5.4) we have

p1
G (M )

(5.3)
= jGj � 1

X

h1 ;:::;h s 2 G

� reg
�
h2

1 � � � h2
s

�

(5.4)
= jGj � 1

X

h1 ;:::;h s 2 G

X

� 2 bG

d� � �
�
h2

1 � � � h2
s

�
: (7.14)

With the aid of Lemma 5.3 (in the fourth equality below) we see that

p1
G (M ) = jGj � 1

X

� 2 bG

d�

X

h1 ;:::;h s 2 G

� �
�
h2

1 � � � h2
s

�
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= jGj � 1
X

�

d�

X

h1 ;:::;h s

tr (� (h1)� (h1) � � � � (hs)� (hs))

= jGj � 1
X

�

d� tr
�� X

h1

� (h1)� (h1)
�

� � �
� X

h s

� (hs)� (hs)
��

= jGj � 1
X

�

d� tr
��

F (� )jGj
d�

I d�

� s �

= jGjs� 1
X

� 2 bG

F (� )sd2� s
� ;

which �nishes the proof for non-orientable bouquets of normal form.
In case M is orientable, we can apply Theorem 6.1 with class functionc =

� reg =
P

� 2 bG d� � � . Then Pc(M ) = jGj � q1
G (M ), where q1

G (M ) denotes the
number of local G-�ows of M . As M is self-dual (i.e., M is equivalent to its
dual M � ), Proposition 7.4 implies q1

G (M ) = p1
G (M ). Hence we �nd p1

G (M ) =
jGj � 1 � Pc(M ). Equation (6.12) �nally �nishes the proof for orientable bouquets
of normal form.

We can enumerate localG-tensions of an arbitrary embedded graphM by
�rst applying a sequence of operations reducingM to a bouquet of normal form
of the same genus and orientability asM .

Theorem 7.12. Let M be a connected embedded graph. Then the numberp1
G (M )

of local G-tensions on M is given by

p1
G (M ) = jGjn

� (M ) � 1R G (�g(M )) ; (7.15)

where n� (M ) is the dual nullity of M and whereR G (�g(M )) is de�ned in (7:6).

To prove Theorem 7.12 we use the classi�cation theorem for compact con-
nected surfaces. Before stating it we need some terminology and de�nitions.

De�nition 7.4. Let M = ( �; �; � ) and M 0 be connected embedded graphs. Then
M 0 is an elementary subdivision of M if M 0 is obtained from M by one of the
following two operations:

(P1) Subdividing an edge.Let e = uv be an edge ofM with � (e) = 1 . Then we
delete e from M and replace it by a new vertexw and new edgese0 = uw
and e00= wv.

(P2) Splitting a face. A face f in M with � f =
�

a1 � � � ap ap+1 � � � an
�

is replaced by two facesf 0 and f 00, in M 0, with � f 0 =
�

a1 � � � ap d
�

and � f 00 =
�

d� 1 ap+1 � � � an
�
, where d is a new edge not belonging

to M .
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The operations (P1) and (P2) preserve genus and orientability. They also
preserve the number of localG-tensions up to a factor of jGj; more precisely, we
have the following result.

Lemma 7.13. Let M and M 0 be two connected embedded graphs. IfM 0 is an
elementary subdivision ofM , then

jGj � v (M ) p1
G (M ) = jGj � v (M 0) p1

G (M 0):

Proof. If M 0 is obtained from M by operation (P1), then clearly v(M 0) = v(M )+
1. Furthermore, p1

G (M 0) = jGjp1
G (M ), as replacing an edgee in M in the way

described in De�nition 7.4, yields precisely one extra degree of freedom for spec-
ifying a local G-tension in M 0. Hence this case is �ne.

If M 0 is obtained from M by operation (P2), then clearly v(M 0) = v(M ).
Also, p1

G (M 0) = p1
G (M ), as every localG-tension on M uniquely yields a local

G-tension on M 0, and vice versa. This �nishes the proof.

We may now state the classi�cation theorem for compact connected surfaces
(Dehn-Heegaard [17]). As a reference for this theorem, we refer to the classical
book [82] by Seifert and Threlfall. For a more modern account of the theorem,
we refer to the relatively recent book [28] by Gallier and Xu.

Theorem 7.14. Every connected embedded graph can be converted to a bouquet
in normal form by using operations (P1) and (P2), and their inverse operations.

This allows us to enumerate localG-tensions of an embedded graph.

Proof of Theorem 7.12. Let M be a connected embedded graph. We apply The-
orem 7.14 to obtain a bouquetM 0 of normal form of the same genus and ori-
entability type as M . We then calculate that

p1
G (M ) = jGj � v (M 0)+ v(M ) p1

G (M 0)

= jGj � 1+ v(M ) p1
G (M 0)

= jGj � 1+ v(M ) jGjs(M 0) � 1R G (�g(M 0))

= jGjv(M )+ s(M ) � 2R G (�g(M ))

= jGjn
� (M ) � 1R G (�g(M )) ;

where we use Lemma 7.13 in the �rst equality, Theorem 7.11 in the third equality
and Euler's formula in the �fth equality.

By enumerating nowhere-identity local G-tensions we arrive at a proof of
Theorem 7.5 (counting nowhere-identity localG-�ows).
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Proof of Theorem 7.5. Fix an embedded graphM = ( V; E; F ) and a �nite group
G. Partitioning local G-tensions according to the setA of edges on which the
tension value equals the identity, we have

p1
G (M ) =

X

A � E

pG (M=A):

Inclusion-exclusion then gives

pG (M ) =
X

A � E

(� 1)jA j p1
G (M=A): (7.16)

We use Theorem 7.12 to give an expression forp1
G (M=A) as a product of its

values on each of the connected components ofM=A. Plugging in this expression
into equation (7.16) and using Proposition 7.4, equation (7.7) follows.

7.4 Other evaluations of the surface Tutte poly-
nomial

In this section we give evaluations of the surface Tutte polynomial that are topo-
logical analogues of the number of spanning trees and the number of spanning
forests, equal to evaluations of the ordinary Tutte polynomial. In Section 7.4.3
we brie�y return to the partition function de�ned in Chapter 6. We start with
the analogue of spanning trees.

7.4.1 Quasi-trees of given genus

A quasi-tree is an embedded graph which has a single face. In other words, a
quasi-tree is the dual embedded graph of a bouquet. In particular, for a plane
graph a quasi-tree is just a spanning tree of the underlying graph. Aquasi-tree
of an embedded graphM is a spanning embedded subgraph ofM that is a quasi-
tree.

Recall that for an embedded graphM , we have r (M ) = v(M ) � k(M ) and
r � (M ) = f (M ) � k(M ). We furthermore recall that C denotes the set of compact
connected surfaces up to homeomorphism and that forS 2 C, we write s(S)
for the Euler genus of S. The following renormalization of the surface Tutte
polynomial is useful for some of the specializations given in this section.

Proposition 7.15. Given an embedded graphM = ( V; E; F ), the specialization
eT (M ; x; y ) of the surface Tutte polynomialT (M ; x; y ) given by replacingxS and
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yS by x � s(S) xS and y� s(S) yS , respectively, for S 2 C, is equal to

eT (M ; x; y ) =
X

A � E

x r (M=A ) yr � (M nA c ) x �( M=A ) y�( M nA c ) : (7.17)

Proof. The surface Tutte polynomial is by de�nition given by

T (M ; x; y ) =
X

A � E

xn � (M=A ) yn (M nA c ) x �( M=A ) y�( M nA c ) ;

in which n� (M ) = e(M ) � f (M ) + k(M ) and n(M ) = e(M ) � v(M ) + k(M ).
Euler's formula (5.12) gives � s(M ) = � 2k(M ) + v(M ) � e(M ) + f (M ). Upon
making the substitutions as above, the product over variablesxS becomes

x � s(M=A ) x �( M=A ) ;

and the product over variablesyS becomes

y� s(M nA c ) y�( M nA c ) ;

in which we use the additivity of the Euler genus s over disjoint unions of em-
bedded graphs. An easy calculation shows that for any embedded graphN , we
have n� (N ) � s(N ) = r (N ) and n(N ) � s(N ) = r � (N ), and the statement of the
proposition now follows.

Before considering a particular evaluation of eT (M ; x; y ), we need a technical
lemma concerning the Euler genus.

Lemma 7.16. For a subsetA of edges of an embedded graphM = ( V; E; F ) we
have

s(M nAc) + s(M=A) � s(M ); (7.18)

where Ac = E n A. Furthermore, there is equality in (7:18) if and only if

k(M nAc) � k(M ) � f (M nAc) + k(M=A) = 0 and (7.19)

k(M=A) � k(M ) � v(M=A) + k(M nAc) = 0 : (7.20)

Proof. Let A � E . Using Euler's formula (5.12) together with f (M=A) = f (M )
and v(M nAc) = v(M ), we have

s(M nAc) + s(M=A) = 2 k(M nAc) + 2 k(M=A) � v(M nAc) � v(M=A)+

e(M nAc) + e(M=A) � f (M nAc) � f (M=A)

= s(M ) + [ k(M nAc) � k(M ) � f (M nAc) + k(M=A)]+
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[k(M=A) � k(M ) � v(M=A) + k(M nAc)]: (7.21)

We claim that for all B � E we have

k(M nB c) � k(M ) � f (M nB c) + k(M=B ) � 0: (7.22)

Suppose inequality (7.22) holds for anyM and B . Then we calculate

k(M=B ) � k(M ) � v(M=B ) + k(M nB c) = (7.23)

k((M=B ) � ) � k(M � ) � f ((M=B ) � ) + k((M nB c) � ) =

k(M � nB ) � k(M � ) � f (M � nB ) + k(M � =Bc) � 0;

where in the �rst equality we move to the dual, in the second equality we use
Proposition 5.7 and where the �nal inequality follows from (7.22). Hence (7.22)
and (7.23) with B = A, together with (7.21) prove the lemma.

It remains to prove inequality (7.22). We �rst show that for distinct edges a
and b, we have

k(M=b) + k(M na) � k(M na=b) + k(M ): (7.24)

To see (7.24), we make a case distinction. Observe �rst thatk(M=b) � k(M ) + 1
and k(M na) � k(M ) + 1 . If k(M=b) = k(M na) = k(M ), then (7.24) holds as
k(M na=b) � k(M ). If k(M=b) = k(M ) + 1 , then k(M na=b) = k(M=bna) �
k(M=b) = k(M ) + 1 , where we use Lemma 5.8 in the �rst equality. The same
argument shows that if k(M na) = k(M ) + 1 , then k(M na=b) � k(M ) + 1 . This
proves (7.24) when the ordered pair(k(M=b); k(M na)) equals(k(M ); k(M ) + 1)
or (k(M )+1 ; k(M )) . Finally, if k(M=b) = k(M na) = k(M )+1 , then k(M=bna) =
k(M ) + 2 , as contracting b disconnects a connected component ofM and one of
the resulting connected components still containsa as a bridge.

Applying inequality 7.24 repeatedly, for all B � E and a 2 B c, we calculate

k(M=B ) + k(M na) � k(M na=B) + k(M ); (7.25)

Rearranging terms in (7.25) and using induction on the number of edges (in the
second inequality below), �nally yields (7.22):

k(M=B ) � k(M ) � k(M na=B) � k(M na)

� f ((M na)n(B cna)) � k((M na)n(B cna))

= f (M nB c) � k(M nB c):

Hence, the lemma follows.

A simple but useful corollary of Lemma 7.16 is that neither deletion nor
contraction of edges increases the Euler genus.
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Corollary 7.17. For a subset A of edges of an embedded graphM we have
s(M nAc) � s(M ) and s(M=A) � s(M ).

The following corollary deals with a situation in which there is equality in
inequality (7.18).

Corollary 7.18. Let M = ( V; E; F ) be a connected embedded graph and let
A � E . Then M nAc is a quasi-tree ofM if and only if M � nA is a quasi-tree of
M � . In either of the two (equivalent) cases above, we have:

s(M nAc) + s(M=A) = s(M ):

Proof. By taking the dual embedded graph and by taking the complement of a
set of edges, it su�ces to prove the �only if� implication of the equivalence in the
�rst part of the corollary. From the proof of Lemma 7.16 (to be more precise,
inequality (7.22)) it follows that for every subset B � E we have

k(M nB c) � k(M ) � f (M nB c) + k(M=B ) � 0: (7.26)

Assume that M nAc is a quasi-tree, i.e., k(M nAc) = 1 = f (M nAc). Then
inequality (7.26) with B = A shows that k(M=A) � k(M ). The inequality
k(M=A) � k(M ) always holds, sok(M=A) = k(M ) = 1 , since M is connected.
We then calculate that

k(M � nA) = k((M � nA) � ) = k(M=A) = 1 :

Next, we claim that v(M=A) = 1 . To prove the claim we use induction on the
cardinality of Ac. If Ac = ; , then M=A has no edges. Ask(M=A) = 1 , it follows
that v(M=A) = 1 . Assume now that Ac 6= ; and let a 2 Ac. Then k(M na) �
k(M nAc) = 1 , henceM na is connected. Furthermore, f ((M na)n(Ac n f ag)) =
f (M nAc) = 1 . Hence(M na)n(Ac n f ag) is a quasi-tree ofM na. The induction
hypothesis now implies that v((M na)=A) = 1 . By Lemma 5.8, v((M=A)na) = 1 ,
hencev(M=A) = 1 . This proves the claim.

It now follows that

f (M � nA) = v((M � nA) � ) = v(M=A) = 1 :

Thus, M � nA is a quasi-tree ofM � , proving the �only if� implication.
Since k(M nAc) = k(M=A) = k(M ) = f (M nAc) = v(M=A) = 1 , equa-

tions (7.19) and (7.20) of Lemma 7.16 are satis�ed, proving the second assertion
of the corollary.
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In [35], it was proved that the surface Tutte polynomial of a connected
orientable embedded graphM has an evaluation enumerating the number of
quasi-trees ofM of a given genus. For a general connected embedded graph, we
have a similar result (Theorem 7.19). First, we introduce some notation. For
i 2 Z, let ei be the vector

ei := (0; ( � i; �g(S) )S2C ); (7.27)

consisting of a0 in the �rst coordinate together with a vector indexed by compact
connected surfaces, which has a0 in each coordinate indexed by anS 2 C for
which �g(S) 6= i , where �g(S) denotes the signed genus ofS, and a 1 in the coor-
dinate indexed by the compact connected surface of signed genusi . (In (7.27),
� i; �g(S) denotes the Kronecker delta function of i and �g(S).) For an embedded
graph M and for i; j 2 Z, de�ne

P(M ; i; j ) := eT (M ; ei ; ej ); (7.28)

where eT has been de�ned in Proposition 7.15. WhenM is understood, we some-
times write P(M ; i; j ) = P(i; j ).

Theorem 7.19. Let M = ( V; E; F ) be a connected embedded graph. Fori; j 2 Z,
the parameter P(i; j ) (de�ned in (7:28)) counts the number of quasi-treesM nAc

of M of signed genusj , for which M � nA is a quasi-tree ofM � of signed genusi ,
where A � E .

Proof. Let A � E be a subset ofE giving a nonzero contribution to the sum
P(i; j ) (via (7.28) and the de�nition of eT in (7.17)). Then each component
of M=A has signed genusi and each component ofM nAc has signed genusj
(from the fact that xS = 1 = yS0 for the unique S; S0 2 C with �g(S) = i and
�g(S0) = j while all other variables are set to 0). We furthermore know that
r (M=A) = r � (M nAc) = 0 (from the fact that x = 0 = y), whence

v(M=A) = k(M=A) and f (M nAc) = k(M nAc): (7.29)

We claim that k(M=A) = k(M nAc) = 1 . To prove the claim, we calculate that

k(M=A) + k(M nAc) = [ s(M=A) � k(M=A) + v(M=A) + f (M=A) � e(M=A)] +

[s(M nAc) � k(M nAc) + v(M nAc) + f (M nAc) � e(M nAc)]

= [ s(M=A) + f (M=A) � e(M=A)] +

[s(M nAc) + v(M nAc) � e(M nAc)]

= s(M=A) + s(M nAc) + f (M ) + v(M ) � e(M )
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� s(M ) + f (M ) + v(M ) � e(M )

= 2 ;

where we use Euler's formula (5.12) in the �rst and last equality, equations (7.29)
in the second equality and Lemma 7.16 in the inequality. Hence,k(M=A) =
k(M nAc) = 1 . Using equations (7.29) again, it now follows that M nAc is a
quasi-tree ofM of signed genusj , while M � nA �= (M=A) � is a quasi-tree ofM �

of signed genusi .
Conversely, if A � E is such that M nAc is a quasi-tree of signed genusj

and M � nA is a quasi-tree ofM � of signed genusi , then A contributes 1 to the
sum (7.17) with the given values assigned to the indeterminates, i.e., with the
values de�ning P(i; j ). Hence, the evaluationP(i; j ) of eT counts exactly what is
stated in the theorem.

7.4.2 Quasi-forests

We now consider a topological analogue of spanning forests. Aquasi-forest of
an embedded graphM is a spanning embedded subgraph ofM each of whose
connected components is a quasi-tree, i.e., a spanning embedded subgraphM 0

of M for which f (M 0) = k(M 0). To describe the evaluations of the surface
Tutte polynomial that follow, it is convenient to further specialize the polynomial
eT (M ; x; y ) de�ned in Proposition 7.15 to a quadrivariate polynomial, similar in
form to the Krushkal polynomial.

De�nition 7.5. For g � 0, set xg = a2g, x � g = ag, yg = b2g and y� g = bg in
eT (M ; x; y ) to give the quadrivariate polynomial

eQ(M ; x; y; a; b) :=
X

A � E

x r (M=A ) yr � (M nA c ) as(M=A ) bs(M nA c ) : (7.30)

Remark 7.20. � -matroids are to embedded graphs as matroids are to graphs [7,
14]. The parameters of rank, dual rank, and Euler genus are parameters of the
underlying � -matroid of M (much as the rank and nullity of a graph are param-
eters of the underlying graphic matroid). The polynomial eQ(M ; x; y; a; b), thus
involving just parameters of the underlying � -matroid of M , may be extended
from embedded graphs to� -matroids more generally. See [35, Remark 4.11] for
an elaboration of this remark (in the context of orientable embedded graphs,
but the observations there hold for non-orientable embedded graphs too). The
surface Tutte polynomial of M , on the other hand, is not an invariant of the
underlying � -matroid of M , as the disjoint union of embedded graphsM 1 and
M 2 is not distinguishable by its � -matroid from the embedded graph obtained by
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identifying a vertex from M 1 with a vertex from M 2 (likewise, Tutte's universal
V -function is not a matroid invariant, while the Tutte polynomial is a matroid
invariant).

Recall the following specializations of the Tutte polynomial:

T(�; x + 1 ; 1) =
X

A � E
r (� nA c )= jA j

x r (�) �j A j ;

T(�; 1 ; y + 1) =
X

A � E
r (� nA c )= r (�)

yjA j� r (�) ;

giving respectively generating functions for spanning forests of� according to the
number of edges and generating functions for connected spanning subgraphs.

Proposition 7.21. For an embedded graphM = ( V; E; F ) we have

eQ(M ; x; 0; 1; 1) =
X

A � E :
M nA c quasi-forest

x r (M=A ) ;

eQ(M ; 0; y; 1; 1) =
X

A � E : each conn. cpt
of M=A is a bouquet

yr � (M nA c ) :

Proof. The �rst expression follows from the de�nition of eQ(M ; x; y; a; b) (see
de�nition (7.30)) and the fact that r � (M nAc) = f (M nAc) � k(M nAc) = 0
if and only if each connected component ofM nAc has just one face (i.e., is
a quasi-tree). The second expression follows dually from the observation that
r (M=A) = v(M=A) � k(M=A) = 0 if and only if each connected component of
M=A has exactly one vertex (is a bouquet).

Corollary 7.22. For an embedded graphM = ( V; E; F ) we have

eQ(M ; 1; 0; 1; 1) =
�
�
�
�

A � E j M nAc is a quasi-forest
	 �

�
� ;

eQ(M ; 0; 1; 1; 1) =
�
�
�
�

A � E j each connected component ofM=A is a bouquet
	 �

�
� :

The evaluations of Corollary 7.22 are analogous (and for plane graphs identical)
to the following evaluations of the Tutte polynomial for a graph � = ( V; E), giving
the number of spanning forests and number of connected spanning subgraphs:

T(�; 2 ; 1) =
�
�
�
�

A � E j n(� nAc) = 0
	 �

�
�
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=
�
�
�
�

A � E j � nAc is a forest
	 �

�
� ;

and

T(�; 1 ; 2) =
�
�
�
�

A � E j r (� nAc) = r (�)
	 �

�
�

=
�
�
�
�

A � E j all edges of� =A are loops
	 �

�
� :

7.4.3 The partition function Pc(M )

In Chapter 6 we have de�ned the partition function Pc(M ) of an orientable em-
bedded graphM and a class functionc of a �xed �nite group G. Recall that if
M = ( V; E; F ) is connected, then by Theorem 6.1,

Pc(M ) = jGj jE j
X

� 2 bG

djF j�j E j
� mjV j

� ; (7.31)

where c =
P

� 2 bG m� � � , with m� 2 C for all � 2 bG.
If c = � reg , the character of the regular representation, thenm� = d� for

every � 2 bG and Corollary 7.6 shows that in this casePc(M ) can be related to
evaluations of the surface Tutte polynomial T (M ). Generally (i.e., for general
class functions c) Pc(M ) is not an evaluation of T (M ). To see this, consider
for instance the plane graphM whose underlying graph isPn , the path with n
vertices, for somen 2 N. Let G = Z2 = f 0; 1g and let c be the class function
on G de�ned by c(0) = 0 and c(1) = 1 . Then Pc(M ) equals1 if n is even, and
Pc(M ) equals 0 if n is odd. On the other hand, using equation (7.4) together
with the fact that the Tutte polynomial T(Pn ) of Pn equalsxn � 1, we compute
that T (M ) = x0y0(y0x + 1) n � 1. Considering the casesn = 1 and n = 2 shows
that Pc(M ) is not an evaluation of T (M ), for these choices ofM and c.

7.5 Concluding remarks

The surface Tutte polynomial of an embedded graph contains as evaluations the
number of nowhere-identity local G-�ows and the number of nowhere-identity
local G-tensions, together with other evaluations analogous to those of the Tutte
polynomial of a graph, such as the number of quasi-forests of an embedded graph.
Moreover, the surface Tutte polynomial coincides with the Tutte polynomial on
plane graphs and behaves with respect to surface duality in the same way as
the Tutte polynomial does with respect to matroid duality. This leads to the
intriguing question as to what other properties of the Tutte polynomial (for planar
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graphs) lift up from plane graphs to analogous properties of the surface Tutte
polynomial of an arbitrary embedded graph. Here we highlight two areas that
seem to us of signi�cant interest.

Evaluations that count Evaluations of the Tutte polynomial of a graph with
combinatorial interpretations � such as the number of acyclic orientations � are
also evaluations of the surface Tutte polynomial of an embedding of the graph, as
the surface Tutte polynomial of an embedded graph contains the Tutte polyno-
mial of the underlying graph as a specialization. More interesting are evaluations
of the surface Tutte polynomial with combinatorial-topological interpretations
that do not depend on just the underlying graph of the embedded graph, but
which nonetheless coincide with evaluations of the Tutte polynomial for plane
graphs. So, for example, is there an extension of the notion of acyclic and totally
cyclic orientation to embedded graphs in the same vein as the extension of the
notion of group-valued tensions and �ows from graphs to embedded graphs as
local tensions and �ows, and forests toquasi-forests? And if so, are these objects
enumerated by an evaluation of the surface Tutte polynomial? The chromatic
polynomial of a graph evaluated at � 1 gives the number of acyclic orientations:
are there like interpretations of nowhere-zero localZn -tensions and nowhere-zero
local Zn -�ows of an embedded graph forn = � 1? The same question can be asked
for other group sequences, such as the dihedral groups(D2n ) (see also [63]).

Deletion�contraction recurrence and edge activities The Tutte polyno-
mial is universal for graph invariants multiplicative over disjoint unions that sat-
isfy a deletion-contraction recurrence applicable to all edge types (bridge, loop,
ordinary); Tutte's universal V -function is universal for such graph invariants
whose deletion-contraction recurrence is only applicable to non-loops (bridge,
ordinary). The operation of edge contraction in an embedded graph does not
usually correspond to contraction of the edge in the underlying graph; deletion
and contraction are dual operations under surface duality (just as deletion and
contraction of edges in graphs are dual at the level of cycle matroids of graphs).
The Bollobás�Riordan polynomial of an embedded graph is universal for embed-
ded graph invariants satisfying a deletion-contraction recurrence for non-loops
with a value on bouquets of normal form that takes a special form (much as
the Tutte polynomial of a graph can be thought of as a V-function taking a
particularly simple form on graphs just consisting of loops). The Krushkal poly-
nomial likewise satis�es a deletion-contraction recurrence for non-loops, so that
its values on bouquets determine it. What form does a deletion-contraction recur-
rence take for the surface Tutte polynomial T (M ; x; y ), or for its specialization
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eQ(M ; x; y; a; b) de�ned in De�nition 7.5? How many edge types does the recur-
rence involve? For the Tutte polynomial, and for V -functions more generally,
there are three: ordinary, bridge, and loop. In Chapter 8, on the specialization of
the surface Tutte polynomial giving a Tutte polynomial for signed graphs, we es-
tablish a deletion�contraction recurrence involving four edge types. Huggett and
Mo�att [45] de�ne edge activities for an embedded graph (and more generally for
colored ribbon graphs) and spanning quasi-tree activities analogously to the in-
ternally and externally active edges and spanning tree activities of a graph (only
there are ten types of activity rather than two). This yields a similar expression
for the coe�cients of various specializations of the surface Tutte polynomial in
terms of spanning quasi-tree activities, including the Bollobás�Riordan polyno-
mial and the Krushkal polynomial. Butler [11] gave a di�erent quasi-tree ex-
pansion for the Krushkal polynomial (for orientable or non-orientable embedded
graphs), although the terms involved are Tutte polynomials of graphs associated
with embedded subgraphs rather than the simpler terms featuring in [45]. Wang
and Sachs [94] give a spanning tree expansion of Tutte's universalV -function
according to internal and external acitivity. Can we adapt this and the approach
of Huggett and Mo�att to obtain a quasi-tree expansion of the surface Tutte
polynomial?
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Chapter 8

A Tutte polynomial for signed
graphs

L'homme sensible, comme moi, tout entier à ce
qu'on lui objecte, perd la tête et ne se retrouve

qu'au bas de l'escalier

Denis Diderot (1713�1784)

We construct a polynomial invariant for signed graphs, which contains among
its evaluations the numbers of nowhere-zero �ows and colorings taking values in
a given �nite abelian group, as well as the number of acyclic orientations and the
number of totally cyclic orientations. In this, it parallels the Tutte polynomial,
which contains the chromatic polynomial and �ow polynomial as specializations,
and the number of acyclic orientations and totally cyclic orientations as evalua-
tions. Our �signed Tutte polynomial� is universal for deletion-contraction invari-
ants of signed graphs (�Recipe Theorem�). We furthermore in this chapter count
the number of tensions in a signed graph and relate tensions to colorings.

This chapter is based on joint work with Andrew Goodall, Guus Regts and
Lluís Vena [34].

8.1 Introduction

In Chapter 7 we introduced a polynomial invariant for embedded graphs (in De�-
nition 7.1) and denominated it the �surface Tutte polynomial� because of some of
the properties that it shares with the Tutte polynomial of ordinary graphs, such
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as including among its evaluations the number of nowhere-identity local �ows and
the number of nowhere-identity local tensions. Signed graphs are graphs whose
edges carry either a positive sign or a negative sign. Underlying an embedded
graph represented by a combinatorial embedding is a signed graph, namely the
underlying graph of the embedded graph with a positive or negative sign attached
to each edge according to its signature. Just as for embedded graphs, for signed
graphs there exist notions of �ows (de�ned by Bouchet [6]) and tensions (de�ned
by Chen and Wang [12]), but only if the �ow and tension values are taken from
a (�xed) abelian group. Colorings of signed graphs have been de�ned by Za-
slavsky [98].

In this chapter we introduce a trivariate Tutte polynomial for signed graphs
as a specialization of the surface Tutte polynomial, parallelling the specialization
of the surface Tutte polynomial of an orientable embedded graph to the Tutte
polynomial of the underlying graph. Our signed graph Tutte polynomial coin-
cides, up to a change of variables, with a polynomial that appears in the slides of
a talk given by Krieger and O'Connor in 2013 [53] (and as far as we are aware,
nowhere else). It di�ers from that introduced by Kau�man [50] � in particular
it is invariant under switchings of signs at a vertex � and is tailored to include
the number of nowhere-zeroG-�ows (for which we derive a subset expansion,
independently found by Qian [79]), whereG is a �nite abelian group, as evalua-
tion. It is universal for signed graph invariants satisfying a deletion-contraction
recurrence and furthermore includes the Tutte polynomial of both the underly-
ing signed-graphic matroid and the underlying cycle matroid as specializations.
(The evaluation giving the number of nowhere-zeroG-�ows is not an evaluation
of either of the latter two.)

We extend Zaslavsky's notion of signed graph colorings to colorings taking
values in a �nite set equipped with an involution. We count these colorings and
show that the resulting formula is an evaluation of our signed graph Tutte poly-
nomial. Finally, we count the number of tensions in a signed graph and show that
colorings taking values in a �nite abelian group can still be related to tensions,
but the relation is more subtle than that of graph tensions to graph colorings.

Organization

We give an outline of the organization of this chapter.
In Section 8.2 we give preliminaries on signed graphs. Then, in Section 8.3,

we introduce the subject of this chapter: the signed Tutte polynomial. It is uni-
versal for signed graph invariants satisfying a deletion-contraction recurrence of
a certain form (Theorem 8.2), which we explain in Section 8.4. In the subse-
quent Sections 8.5.1, 8.5.2 and 8.5.3 we discuss �ows, colorings and orientations,
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respectively, of signed graphs. We derive subset expansions for the number of
nowhere-zeroG-�ows (Corollary 8.4) and the number of colorings taking values
in a �nite set equipped with an involution (Corollary 8.8). In Theorem 8.9 we
show which evaluations (at individual points) of the signed Tutte polynomial yield
the number of acyclic orientations and the number of totally cyclic orientations
of a signed graph. Finally, in Section 8.6, we introduce tensions of signed graphs,
count the number of tensions in Corollary 8.11 and describe which tensions come
from colorings in Theorem 8.12 and Proposition 8.13.

8.2 Preliminaries on signed graphs

A signed graph is a pair � = (� ; � ), where � = ( V; E) is a graph and � is a
function � : E ! f� 1; 1g associating a sign to each of the edges of� . A closed
walk C = ( v0; e1; v1; : : : ; vn � 1; en ; v0) in � is calledbalancedin � if

Q n
i =1 � (ei ) = 1 ,

and unbalancedotherwise. The signed graph� = (� ; � ) is called balancedif each
cycle of � is balanced in � and unbalancedotherwise.

Let � = (� ; � ) be a signed graph. Recall thatk(�) denotes the number of
connected components of the underlying graph� . We de�ne k(�) := k(�) . We
denote bykb(�) and by ku (�) the number of balanced and unbalanced connected
components of� , respectively. Thus k(�) = kb(�) + ku (�) .

Switching at a vertex v means switching the sign of every non-loop edge that
is incident with v, while keeping the sign of all other edges of the signed graph
(in particular, the loops at v). We say that two signed graphs � 1 = (� 1; � 1)
and � 2 = (� 2; � 2) are equivalent if the graph � 1 is isomorphic to the graph � 2,
and if, under such an isomorphism, the signature� 1 can be obtained from � 2

by a sequence of switchings at vertices (equivalently, if the symmetric di�erence
of the sets of negative edges in� 1 and � 2 form a cut). The property of being
balanced or unbalanced is constant on equivalence classes of signed graphs, as
being balanced or unbalanced is invariant under switching at a vertex.

A loop or bridge of � = (� ; � ) is an edge of� that is a loop or bridge of � ,
respectively. An edge of� is called positive or negative according to its sign. A
signed graph is abouquet if it has precisely one vertex.

The deletion of an edgee in � = (� ; � ) yields the signed graph� ne = (� ne; � 0),
where � 0 is the restriction of � to E n f eg and where � ne is the graph obtained
from � by deleting e as a graph edge. The deletion of a subsetA � E in � is
de�ned by deleting the edges inA one by one.

The contraction of a non-loop edgee with positive sign in � = (� ; � ) is
de�ned to be the signed graph� =e= (� =e; � 0), where � 0 is the restriction of � to
E n f eg and where� =e is the graph obtained from � by contracting e as a graph
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edge. Note that by switching we can always ensure that the sign of a non-loop
edge is positive. If e is a positive loop, then we de�ne � =e = � ne. In order
to de�ne contraction of negative loops we would need to follow Zaslavsky [98]
and enlarge the de�nition of signed graphs to include half-arcs and free loops,
but we shall leave contraction of negative edges unde�ned as we shall not need
it. For this reason, we do not de�ne the contraction � =A by an arbitrary subset
of edgesA, but only for subsets of positive edges (after possible switching �
Zaslavsky [99] shows that the order in which the edges are contracted does not
a�ect the outcome).

8.3 A Tutte polynomial for signed graphs

In Chapter 7 we introduced (De�nition 7.1) the surface Tutte polynomial of an
embedded graph, which contains the Tutte polynomial of the underlying graph of
the embedded graph as a specialization and has evaluations giving the number of
nowhere-identity local �ows and nowhere-identity local tensions of an embedded
graph (Corollary 7.6).

The following trivariate polynomial for signed graphs � the subject of this
chapter � is another specialization of the surface Tutte polynomial, as we describe
below.

De�nition 8.1. The signed Tutte polynomial of a signed graph� with underlying
graph � = ( V; E) is

S� (X; Y; Z ) :=
X

A � E

(X � 1)k (� nA c ) � k (�) (Y � 1)jA j�j V j+ kb (� nA c ) (Z � 1)ku (� nA c ) :

The polynomial S� is constant on equivalence classes of signed graphs and
multiplicative over disjoint unions of signed graphs. The surface Tutte polynomial
T (M ) of an embedded graphM contains S� as a specialization as follows. To
speci�y an embedding of a signed graph� = (� ; � ) into a compact surface, we
�x a rotation system � of � and embed the graph� using the combinatorial
embedding (�; � ). The resulting embedding is non-orientable precisely when�
is unbalanced, cf. [69] or the remarks following Theorem 5.4. For an arbitrary
embedding of� into a compact surface as an embedded graphM , we have

S� (X; Y; Z ) = ( X � 1)� k (M ) T (M ; x; y );

in which x and y are set equal to the following values: x = 1 , y = Y � 1,
xg = 1 for all g 2 Z, yg = X � 1 if g � 0 and yg = ( X � 1)(Z � 1)=(Y � 1) if
g � � 1. In particular, if � is balanced, then the polynomialS� coincides, while
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ignoring the variable Z , with the Tutte polynomial of the underlying graph � , i.e.,
S� (X; Y; Z ) = T� (X; Y ) for all Z (this also follows directly from the de�nition of
S� , using the fact that being balanced is hereditary).

A variant of the polynomial S� , in which the exponent k(� nAc) � k(�) of
X � 1 for an A � E in the subset expansion is replaced bykb(� nAc) � kb(�) ,
appears in the slides of a presentation by Krieger and O'Connor in 2013 [53]. In
fact, S� is a specialization of Krieger and O'Connor's polynomialSKO

� :

S� (X; Y; Z ) = ( X � 1)� ku (�) SKO
� (X; Y; 1 + ( Z � 1)(X � 1)):

They show that a suitable renormalization of SKO
� equals the Euler character-

istic of a chain complex of trigraded modules. This builds upon earlier work
on the categori�cation of, in chronological order, the Jones polynomial by Kho-
vanov [51], the chromatic polynomial by Helme-Guizon and Rong [44] and the
Tutte polynomial (for graphs) by Jasso-Hernandez and Rong [48]. Working with
S� instead of SKO

� is more convenient for reasons that will be explained in the
forthcoming paper [34], where we extendS� to ordered pairs of matroids and
consider duality.

In [50] Kau�man de�ned a trivariate polynomial Q(A; B; d ) for signed graphs
that for balanced signed graphs also reduces to the Tutte polynomial of the un-
derlying graph. The polynomial of De�nition 8.1 di�ers from the polynomial of
Kau�man since it is invariant under switchings, while the polynomial Q(A; B; d )
generally is not. For instance, for the signed graph with underlying graphK 2, in
which the edge carries a positive sign the polynomial of Kau�man equalsA + Bd,
while for K 2 with a negative sign on the edge it equalsAd + B .

8.4 Deletion-contraction and the Recipe Theorem

The signed Tutte polynomial satis�es a deletion-contraction recurrence that we
now explain. While the deletion-contraction recurrence of the Tutte polynomial
of a graph involves three types of edges (bridge, loop and ordinary), there are
four edge types for the polynomialS� . We may assume that the signature of a
non-loop edge is positive.

Proposition 8.1. Let � be a signed graph and lete be an edge of� .

1. If e is a bridge, then

S� = S� =e + ( X � 1) � S� ne:

2. If e is a positive loop, then

S� = Y � S� ne:
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3. If e is neither a loop nor a bridge, then

S� = S� =e + S� ne:

4. If � is a bouquet with` � 0 loops that all have a negative sign, then

S� = 1 + ( Z � 1) � (1 + Y + ::: + Y ` � 1):

Proof. Of the �rst three statements we prove only the �rst, as the other two are
proved similarly. Assume that e is a bridge. Split the summation in S� in two
parts

S� = S0
� + S00

� ; (8.1)

according to whether a subsetA � E contains e, in which case the corresponding
term is contained in S0

� , or not, in which case the corresponding term is contained
in S00

� . We relate S0
� to S� =e and S00

� to S� ne.
For A � E n f eg, let Ac = E n A and let A r = ( E n f eg) n A. Let A � E n f eg

and write V 0 for the vertex set of � =e. We calculate

k((� =e)nA r ) � k(� =e) = k(� n(A [ f eg)c) � k(�) ; (8.2)

jAj � j V 0j = jA [ f egj � j V j; (8.3)

ku ((� =e)nA r ) = ku (� n(A [ f eg)c); (8.4)

kb((� =e)nA r ) = kb(� n(A [ f eg)c): (8.5)

Then S0
� = S� =e by equations (8:2); (8:3); (8:4) and (8:5). We calculate

k((� ne)nA r ) � k(� ne) = k(� nAc) � k(�) � 1; (8.6)

kb((� ne)nA r ) = kb(� nAc); (8.7)

ku ((� ne)nA r ) = ku (� nAc): (8.8)

Then S00
� = ( X � 1) � S� ne by equations (8:6); (8:7) and (8:8). So in total (8.1)

becomesS� = S� =e + ( X � 1) � S� ne, in case e is a bridge, proving the �rst
statement.

For the last statement, assume that � is the bouquet with ` negative loops.
The contribution of A = ; to S� is 1. Let A � E be a subset of sizei > 0. Then

(X � 1)k (� nA c ) � k (�) (Y � 1)jA j�j V j+ kb (� nA c ) (Z � 1)ku (� nA c ) = ( Y � 1)i � 1(Z � 1);

hence

S� = 1 + ( Z � 1) �
X̀

i =1

�
`
i

�
(Y � 1)i � 1 = 1 + ( Z � 1) � (1 + Y + ::: + Y ` � 1):
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The Tutte polynomial of a graph where a bridge is contracted, is equal to the
Tutte polynomial of that graph with the bridge removed. As the next example
shows, bridges behave di�erently for signed graphs.

Example 8.2. Consider the signed graph� on two vertices, with a unique
(positive) bridge e and two negative loops, one at each vertex (see Figure 8.1).
Then S� =e = Y Z + Z � Y , while S� ne = Z 2.

a b
e

� �

Figure 8.1: �

Example 8.2 also demonstrates that, unlike the Tutte polynomial of a graph, the
signed Tutte polynomial may have negative coe�cients.

The Tutte polynomial for graphs (see (7.1)) is universal for deletion-contraction
graph invariants in the sense that if U is a graph invariant multiplicative over
disjoint unions and satisfying

U� =

(
xU� =e if e is a bridge of � ,

� U � =e + �U � ne if e is an ordinary edge of� ,

and if � is a bouquet of ` � 0 loops then U� = y`  , then

U� = � r (�) � jE j� r (�)  k (�) T�

�
x
�

;
y
�

�
;

whereT� is the Tutte polynomial of the graph � . (See e.g. [10].) A similar �recipe
theorem� holds for the signed Tutte polynomial, which we shall apply to obtain
combinatorial interpretations of various of its evaluations in Sections 8.5.1, 8.5.2
and 8.5.3.

Before stating the theorem, we introduce the notion of circuit path edges. An
edge of a signed graph� is a circuit path edge if it is contained in a path between
two vertex-disjoint unbalanced cycles of� , such that the path meets the cycles
exactly in its endpoints. Note that for a circuit path edge e of � that is also a
bridge of � , we haveS� =e = S� ne. For reasons that become apparent later (in
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Section 8.6 to be more precise), in the following theorem we make a distinction
between a bridge that is also a circuit path edge and a bridge that is not a circuit
path edge.

Theorem 8.2. [The �Recipe Theorem"] Let U denote the collection of signed
graphs. Let R : U ! Z[x; y; z; �; �;  ] be an invariant of signed graphs such that
for all signed graphs� with vertices V and an edgee of � we have

R� =

8
>>>><

>>>>:

xR � =e if e is a bridge, but not a circuit path edge,

�R � =e + x � �
 R� ne if e is a bridge and a circuit path edge,

y R� ne if e is a positive loop,

� R � =e + �R � ne if e is an ordinary graph edge,

and if � is a bouquet of` � 0 loops, all with negative sign, then

R� = � `  + � (z �  )
y` � � `

y � �
:

Then R is up to a scale factor an evaluation of the signed Tutte polynomial:

R� = � jV j� k (�)  ku (�) � jE j�j V j+ k (�) S�

� x
�

;
y
�

;
z


�
:

Before proving Theorem 8.2, we remark that if�� = 0 , then we interpret the
expressions in Theorem 8.2 with an�; � or  in the denominator as the result of
�rst expanding the expressions as polynomials and then substituting the values
of �; � or  .

Proof of Theorem 8.2. ConsiderR� = ajV j� k (�) bjV j� kb (�) cjE j S� (X; Y; Z ): By the
recurrence forS� (Proposition 8.1), we have

R� =

8
>>>><

>>>>:

abcX R� =e if e is a bridge, but not a circuit path edge,

ac
�
bR� =e + ( X � 1)R� ne

�
if e is a bridge and a circuit path edge,

cY R� ne if e is a positive loop,

abc R� =e + cR� ne if e is an ordinary graph edge,

and if � is a bouquet of ` � 0 loops, all with negative sign, then

R� = bc` (1 + ( Z � 1) � (1 + Y + : : : + Y ` � 1)) :

Introducing the parameters x = abcX; y = cY; z = bZ; � = abc; � = c and  = b
yields the theorem.
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8.5 Enumerations

In this section we give evaluations of the signed Tutte polynomial that are signed
graph analogues of the number of nowhere-zero �ows, the number of colorings
and the numbers of acyclic and totally cyclic orientations, equal to evaluations
of the ordinary Tutte polynomial. We start with �ows in signed graphs.

8.5.1 Flows

Flows on signed graphs taking values in an abelian group were introduced by
Bouchet [6]. For the rest of this section, we �x a �nite abelian group G.

Given a signed graph� = (� ; � ), with � = ( V; E), recall that a bidirection of
E compatible with � is a map ! on half-edges of� taking values in f� 1g such
that for every edgee = uv we have! (u; e)! (v; e) = � � (e).

De�nition 8.3. A G-�ow of a signed graph(� = ( V; E); � ) is a map  : E ! G
such that for each v 2 V we have

X

e2 E :v2 e

! (v; e) (e) = 0 ; (8.9)

where ! is a �xed bidirection compatible with � . A G-�ow  is nowhere-zeroif
 (e) 6= 0 , for all e 2 E .

For any given edgee = uv, the number of nowhere-zeroG-�ows does not
depend on the exact values of! (v; e) and ! (u; e) but only on the value of their
product, which is equal to � � (e). The number of nowhere-zeroG-�ows is con-
stant on equivalence classes of signed graphs, as switching at a vertexv reverses
the orientation of those half-edges incident withv and just replaces the left-hand
side of equation (8.9) with its negation.

For a balanced signed graph, the number of nowhere-zeroG-�ows only de-
pends onjGj ([91]). If the signed graph is unbalanced, then it also depends on
the group structure of G, as described by Theorem 8.3 below, which gives a subset
expansion for the polynomial given in [21].

Recall that dG is de�ned by 2dG = jf g j 2g = 0gj. We write jGj = 2 dm, in
which d = dG . We de�ne q1

G (�) and qG (�) to be the number of G-�ows and the
number of nowhere-zeroG-�ows on a signed graph� , respectively.

Theorem 8.3. For a signed graph� = (� ; � ), with � = ( V; E), the number of
nowhere-zeroG-�ows of � is given by

qG (�) = ( � 1)jE j�j V j+ k (�) S�
�
0; 1 � j Gj; 1 � 2d �

:
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Proof. It is not di�cult to see that for a positive edge e of � we have

qG (�) =

(
(jGj � 1)qG (� ne) if e is a loop,

qG (� =e) � qG (� ne) if e is not a loop.

Indeed, for a positive loop e, any value x 2 G n f 0g assigned toe contributes
x � x = 0 to the sum (8.9), from which it follows in this case that qG (�) =
(jGj � 1)qG (� ne). Otherwise, if e is not a loop, then for a given nowhere-zero
G-�ow of � =e there is by the de�ning equations (8.9) for a �ow a unique value
we can assign toe to extend this �ow of � =e to a �ow of � . Those extensions
that take the value 0 on e are precisely the nowhere-zeroG-�ows of � ne. This
establishes the recurrence.

If � is a bouquet of` � 0 loops, all with a negative sign, then, as shown in [21]
(simplifying by the binomial expansion the expression given in their Lemma 2.1),

qG (�) =
1

jGj

�
2d(jGj � 1)` + ( � 1)` (jGj � 2d)

�
:

The expression ofqG (�) as an evaluation ofS� , now follows by taking x = 0 ; y =
jGj � 1; z = 1 � 2d; � = 1 ; � = � 1 and  = 1 in Theorem 8.2.

Using the subset expansion of the signed Tutte polynomial and Theorem 8.3,
we obtain the following expansion for the number of nowhere-zeroG-�ows.

Corollary 8.4. For a signed graph� = (� ; � ), with � = ( V; E), the number of
nowhere-zeroG-�ows of � is given by

qG (�) =
X

A � E

(� 1)jA c j jGj jA j�j V j+ kb (� nA c ) � 2d � ku (� nA c )
: (8.10)

Very recently, Corollary 8.4 was found independently and using di�erent meth-
ods by Qian [79, Theorem 4.3]. Corollary 8.4 is a special case of Theorem 7.5,
viz. Corollary 7.9. However, since we deal here with abelian groups, many of the
technical di�culties in the proof of Theorem 7.5 can be avoided. We accordingly
give another proof of Corollary 8.4.

Proof of Corollary 8.4. We show that for a connected signed graph� = (� ; � )
we have

q1
G (�) =

�
jGjn (�) if � is balanced,
2d jGjn (�) � 1 if � is unbalanced,

(8.11)

wheren(�) = e(�) � v(�)+ k(�) is the nullity of the graph � . The same inclusion-
exclusion argument as given in the proof of Theorem 7.5 then yields the formula
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in (8.10).
Let � = (� ; � ) be a connected signed graph. For a positive non-loop edge

e, we have q1
G (�) = q1

G (� =e). By iteratively contracting non-loop edges with
positive sign (and switching if necessary), we may assume that� is a bouquet
with e(�) = n(�) loops. If � is balanced, then all these loops are positive loops
and q1

G (�) = jGjn (�) , proving (8.11) in this case. If � is unbalanced, then we
may assume that all loops have negative sign (as a positive loop accounts for a
factor of jGj). Writing ` = n(�) , we calculate

q1
G (�) =

X

g1 ;:::;g ` 2 G

� 2g1 + ��� +2 g` ;0 =
X

g2 G:
2g=0

X

g1 ;:::;g ` 2 G

� g1 + ��� + g` ;g

= 2 d
X

g1 ;:::;g ` 2 G

� g1 + ��� + g` ;0 = 2 d jGj` � 1;

where � is the Kronecker delta function. This �nishes the proof.

Example 8.4. Fix a signed graph � . Then qZn (�) is a quasi-polynomial in n
of period 2 (i.e., there are polynomials f and g such that qZn (�) = f (n) when
n � 0 mod 2, and qZn (�) = g(n) when n � 1 mod 2).

8.5.2 Colorings

Zaslavsky [100] introduced a notion of signed graph coloring as follows.

De�nition 8.5. Let n 2 N. An n-coloring of a signed graph� = (� ; � ), with
� = ( V; E), is a function f : V ! f 0; � 1; :::; � ng such that for every edgee = uv
we havef (u) 6= � (e)f (v). A nonzero n-coloring is an n-coloring which does not
assign the value0 to any vertex.

In [66], Má£ajová, Raspaud and ’koviera call an n-coloring in Zaslavsky's
sense a(2n + 1) -coloring, and call a nonzeron-coloring in Zaslavsky's sense a2n-
coloring, with the advantage that the corresponding notion of chromatic number
of a signed graph agrees with the (usual) chromatic number of a balanced signed
graph (viewed as a graph). We will however use Zaslavsky's terminology.

Let � be a signed graph. Forn 2 Z � 0, de�ne � � (2n + 1) to be the num-
ber of n-colorings and � �

� (2n) to be the number of nonzeron-colorings of � .
Zaslavsky established subset expansions for these two chromatic polynomials of
signed graphs as follows.

Theorem 8.5 (Theorem 2:4 in [98]). Let � be a signed graph with underlying
graph � = ( V; E). Then

� � (2t + 1) =
X

A � E

(� 1)jA j (2t + 1) kb (� nA c ) and
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� �
� (2t) =

X

A � E :
A balanced

(� 1)jA j (2t)kb (� nA c ) :

Zaslavsky further showed that these chromatic polynomials evaluated at neg-
ative integers have interpretations similar to the chromatic polynomial of a graph
evaluated at negative integers in terms of colorings and compatible orienta-
tions [98, Theorem 3.5]. We return to this point in Section 8.5.3.

Theorem 8.5 immediately yields an expression for the number of (nonzero)
n-colorings as an evaluation of the signed Tutte polynomial.

Corollary 8.6. Let � be a signed graph with vertex setV . Then

� � (2t + 1) = ( � 1)jV j� k (�) (2t + 1) k (�) S�

�
� 2t; 0;

2t
2t + 1

�
and

� �
� (2t) = ( � 1)jV j� k (�) (2t)k (�) S� (1 � 2t; 0; 1):

We generalize Zaslavsky's notion ofn-colorings of signed graphs to colorings
taking values in a �nite set which is equipped with an involution. For the rest of
this section, we �x a �nite set X with an involution � on X , and write � = ( X; � ).

De�nition 8.6. An � -coloring of a signed graph� with vertex set V is a map
f : V ! X such that for every positive edgee = uv, we havef (u) 6= f (v), and
for every negative edgee = uv, we have�(f (u)) 6= f (v).

If X is an additive abelian group of order2n + 1 and if � is the involution
�(x) = � x, for x 2 X , then the de�nition of an � -coloring is equivalent with
Zaslavsky's de�nition of an n-coloring.

Let P� (�) denote the number of � -colorings of � . Let t := jf x j � (x) = xgj.
In the following theorem we show that P� (�) is an evaluation of S� .

Theorem 8.7. For a signed graph � with underlying graph � = ( V; E), the
number of � -colorings is given by

P� (�) = ( � 1)jV j� k (�) jX jk (�) S�

�
1 � j X j; 0; 1 �

t
jX j

�
; (8.12)

where t = jf x j � (x) = xgj.

Proof. For a signed graph � = (� ; � ) and e a positive non-loop edge of� , we
have

P� (�) = P� (� ne) � P� (� =e)

To see this, let e = uv be the given positive non-loop edge. Consider an� -
coloring f of � ne. If f (u) = f (v), then f de�nes an � -coloring of � =e and every
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� -coloring of the contracted signed graph is of this form. Iff (u) 6= f (v), then f
also is a� -coloring of � and again all � -colorings of � are of this type.

When e is a positive loop we haveP� (�) = 0 . Finally, if � is a bouquet
consisting of ` > 0 negative loops thenP� (�) = jX j � t, and if � has one vertex
and no edges thenP� (�) = jX j.

By Theorem 8.2 with � = � 1; � = 1 ;  = jX j; x = jX j � 1; y = 0 and
z = jX j � t, we obtain the given specialization ofS� for P� (�) .

Corollary 8.8. Let � be a signed graph with underlying graph� = ( V; E). Then

P� (�) =
X

A � E

(� 1)jA j tku (� nA c ) jX jkb (� nA c ) :

Corollary 8.8 may also be proved directly, without using Theorem 8.2.

Alternative proof of Corollary 8.8. For a map f : V ! X , de�ne I � (f ) � E (the
set of impropriety of f ) by

I � (f ) := f e = uv j � (e) = 1 ; f (u) = f (v)g[f e = uv j � (e) = � 1; � (f (u)) = f (v)g:

We also de�ne
i (�) := jf f : V ! X j I � (f ) = Egj; (8.13)

the number of colorings of� improper on every edge. Then

i (�) = tku (�) jX jkb (�) : (8.14)

To see why equation (8.14) holds, we may assume that� is connected. A map
f : V ! X for which I � (f ) = E then is uniquely determined by the value it
assigns to a �xed vertex of � . If � is balanced, there arejX j choices for this
value. If � is unbalanced, then the presence of an unbalanced cycle forces this
value x to satisfy � (x) = x, yielding t choices forx. This proves (8.14).

From equation (8.13) it follows that for A � E we have

i (� nAc) = jf f : V ! X j I � (f ) � Agj:

We then calculate that

P� (�) = jf f : V ! X j I � (f ) = ;gj =
X

f :V ! X

X

A � I � ( f )

(� 1)jA j

=
X

A � E

(� 1)jA j i (� nAc) =
X

A � E

(� 1)jA j tku (� nA c ) jX jkb (� nA c ) ;

where we have used inclusion-exclusion in the third equality above.
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8.5.3 Orientations

In this section we give combinatorial interpretations of the evaluationsS� (2; 0; 2)
and S� (0; 2; 0) of a signed graph� . While we introduce terminology for cer-
tain types of subgraphs of signed graphs that are characterized by the matroid-
theoretic notions of independent sets of edges, circuits, and bases, we shall, how-
ever, not consider matroids associated with signed graphs. For more information
on matroids, we refer to [76] (for general matroids) and [102] (for matroids asso-
ciated with signed graphs).

Let � = (� ; � ) be a signed graph. A bidirection! of the edges of� compatible
with � is also called anorientation , and we use this terminology in this section.
A sink (source) in an orientation ! of a signed graph� is a vertex v of � such
that for all half-edges of the form (v; e) we have! (v; e) = 1 (! (v; e) = � 1). In
other words, all the half-edges atv point inwards (outwards).

A circuit of a signed graph � is an edge set forming a balanced cycle of
length at least 1, or an edge set forming two unbalanced cycles sharing exactly
one common vertex (anunbalanced tight handcu�), or an edge set forming two
vertex-disjoint unbalanced cycles joined by a path meeting the cycles exactly in
its endpoints (an unbalanced loose handcu�). Recall that in the last case, the
edges of the path are called circuit path edges. Examples of the three types of
circuits are given in the following �gure.

d+ c� � a b� �

Figure 8.2: Examples of the three types of circuits

A circuit of � has acyclic orientation if as a subgraph of� it has an orientation
with no sources or sinks. (A walk traversing a balanced cycle or tight handcu�
yields a cyclic orientation of the corresponding circuit; for loose handcu�s, walks
traverse the circuit path edges twice, in opposing directions.) An orientation of�
is totally cyclic if each edge of� belongs to some cyclically oriented circuit of� .
An orientation is acyclic if no edge of� belongs to a cyclically oriented circuit,
i.e., there are no cyclically oriented circuits of� . If � is balanced, then an acyclic
orientation or a totally cyclic orientation of � precisely is an acyclic orientation
or a totally cyclic orientation (i.e., each component is strongly connected) of the
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underlying graph � of � . It is well-known that the evaluation T� (2; 0) of the
Tutte polynomial of � equals the number of acyclic orientations of� , and that
the evaluation T� (0; 2) of the Tutte polynomial of � equals the number of totally
cyclic orientations of � [95].

Zaslavsky [98] shows that the number of acyclic orientations of� is given up
to a sign by � � (� 1) (i.e., substituting t = � 1 into the formula for � � (2t + 1) in
Theorem 8.5). This can be derived by deletion-contraction and Theorem 8.2, and
in a similar way we �nd the number of totally cyclic orientations as an evaluation
of the signed Tutte polynomial.

For a signed graph� , let p(�) denote the number of acyclic orientations of�
and let q(�) denote the number of totally cyclic orientations of � .

Theorem 8.9. Let � be a signed graph. Then

p(�) = S� (2; 0; 2) and

q(�) = ( � 1)ku (�) S� (0; 2; 0):

Proof. As for p(�) , we prove that for a positive edgee in � , we have

p(�) =

8
><

>:

2p(� =e) if e is a bridge, but not a circuit path edge,

0 if e is a positive loop,

p(� =e) + p(� ne) if e is ordinary, or a bridge and a circuit path edge.

When � is a bouquet consisting of̀ � 1 negative loops,p(�) = 2 (the half-edges
in each loop must receive the same direction, outward or inward, and the same
choice of inward or outward must be made for each loop to avoid forming a cyclic
orientation of a tight handcu�). If � is a single vertex with no edge, then by
de�nition p(�) = 1 . Then, assuming the recurrence as stated above holds, by
Theorem 8.2 we havex = 2 ; y = 0 ; z = 2 and � = � =  = 1 , and the evaluation
p(�) = S� (2; 0; 2) follows.

The recurrence can be seen to hold as follows. Ife is a bridge, but not a circuit
path edge, then no circuit of � contains e. Hence, any acyclic orientation of� =e
yields two di�erent acyclic orientations of � , as there are two ways of bidirecting
e. The acyclic orientations of � thus obtained are all di�erent and they are all
possible acyclic orientations. This proves the �rst case.

For the second case, we observe that a positive loop always receives an ori-
entation that makes it a cyclically oriented circuit, hence no acyclic orientation
exists.

Suppose now thate is ordinary, or a bridge and a circuit path edge. Then,
given an acyclic orientation of � ne, either both orientations of e produce an
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acyclic orientation of � , in which case the original orientation of � ne is also an
acyclic orientation of � =e (otherwise one of the two orientations would produce
a cyclically oriented circuit of � obtained by taking one of the asserted cyclically
oriented circuits C of � =e together with the appropriate orientation of e to make
a cyclically orientated circuit C [ f eg in � ), or exactly one of the orientations
produces an acyclic orientation of� , but in this case does not correspond to an
acyclic orientation of � =e.

Likewise, for totally cyclic orientations, we prove that for a positive edgee in
� , we have

q(�) =

8
><

>:

0 if e is a bridge, but not a circuit path edge,

2q(� ne) if e is a positive loop,

q(� =e) + q(� ne) if e is ordinary, or a bridge and a circuit path edge.

When � is a bouquet consisting of` � 1 negative loops,q(�) = 2 ` � 2 (for each
loop choose one of two orientations, with the condition that not all loops are di-
rected the same way � then each loop is in some cyclically oriented tight handcu�).
If � is a single vertex with no edge, then by de�nition q(�) = � 1. Then, assuming
the recurrence as stated above holds, by Theorem 8.2 we havex = 0 ; y = 2 ; z = 0
and � = � = �  = 1 , and the evaluation q(�) = ( � 1)ku (�) S� (0; 2; 0) follows.

The recurrence can be seen to hold as follows, taking again each of the three
cases in turn. A bridge which is not a circuit path edge belongs to no circuit,
and in particular cannot belong to any cyclically oriented circuit of � . Hence no
totally cyclic orientation exists.

Either orientation of a positive loop gives a cyclic orientation of that loop as
a circuit of � . (This case can be subsumed under the next, as contraction of a
positive loop is the same as its deletion.)

For the last case, i.e.,e is ordinary, or a bridge and a circuit path edge in � ,
we may assume thate is contained in some circuit C of � , as otherwise� ; � =e
and � ne do not have totally cyclic orientations. After contraction of e, the circuit
C becomes a circuitC=e of � =e. Hence, a totally cyclic orientation � on � by
restriction yields a totally cyclic orientation on � =e. Let � 0 be the orientation
on � obtained from � by reversing the orientation on e. Then � 0 is a totally
cyclic orientation on � if and only if by restriction it is a totally cyclic orienta-
tion on � ne. The equality q(�) = q(� =e) + q(� ne) is �nally shown by observing
that every totally cyclic orientation on � ne, also is a totally cyclic orientation on
� =e.
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8.6 Tensions

In this section we de�ne the notion of a tension in a signed graph (following [12]),
count the number of tensions and relate tensions to colorings.

A walk W of � is a walk of � . Writing W = ( v0; e1; v1; : : : ; en ; vn ), the walk
W has sign de�ned by

� (W ) :=
nY

i =1

� (ei ):

The subgraph of � consisting of edgese1; : : : ; en (with repetitions removed) is
said to be the subgraphtraversed by W .

Assume now thatW is closed, i.e.,vn = v0. A direction of W is a f� 1g-valued
function ! W on half-edges(vi � 1; ei ), (vi ; ei ), for i = 1 ; : : : ; n, such that

�
! W (vi � 1; ei )! W (vi ; ei ) = � � (ei ) and
! W (vi ; ei )! W (vi ; ei +1 ) = � 1 for i = 1 ; : : : ; n,

(8.15)

where the indices are taken modulon. The �rst equation in (8.15) stipulates that
! W is compatible with � ; the second equation stipulates that the half-edges of
the walk passing throughvi are oppositely directed relative tovi (one goes in, the
other goes out). Multiplying the equations in (8.15) yields, for eachi = 1 ; : : : ; n,

! W (vi � 1; ei )! W (vi ; ei +1 ) = � (ei ): (8.16)

Multiplying together the equations (8.16) for i = 1 ; : : : ; n yields � (W ) = 1 .
Consequently, an unbalanced closed walk cannot be directed.

If a closed walkW has one direction! W , then paired with this is the reverse
direction � ! W . A closed walkW together with a direction ! W is called adirected
closed walk. A directed closed walk is said to beirreducible if it does not properly
contain any directed closed sub-walk.

The circuits, as de�ned in Section 8.5.3, are precisely the irreducible directed
closed walks (see for instance [13]). A circuit may be traversed by following an
irreducible directed closed walk that uses each of its edges precisely once for a
cycle edge and precisely twice for a circuit path edge.

Let � = (� ; � ) be a signed graph with underlying graph� = ( V; E). Let !
be a bidirection of E compatible with � . For a directed closed walkW , de�ne a
function [!; ! W ] : E ! f� 1; 0; 1g by

[!; ! W ](e) :=

8
<

:

1 if e = uv is traversed by W and ! (v; e) = ! W (v; e),
� 1 if e = uv is traversed by W and ! (v; e) 6= ! W (v; e),
0 otherwise,
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for e 2 E. The relative orientation [!; ! W ] is well-de�ned. Indeed, if e =
uv is an edge traversed byW , then, by multiplying the compatibility equa-
tion ! (u; e)! (v; e) = � � (e) = ! W (u; e)! W (v; e) by ! (v; e)! W (u; e), we have
! (u; e)! W (u; e) = ! (v; e)! W (v; e).

De�nition 8.7. Let G be a �nite abelian group and � = (� ; � ) a signed graph
with edge setE . A map  : E ! G is a G-tension of (� ; � ) if for every directed
closed walkW = ( v0; e1; v1; : : : ; vn � 1; en ; v0) we have

nX

i =1

[!; ! W ](ei ) (ei ) = 0 ; (8.17)

where ! is a �xed bidirection compatible with � . A G-tension  is nowhere-zero
if  (e) 6= 0 for all e 2 E .

Although De�nition 8.7 depends on (the relative value of) ! and ! W , the number
of G-tensions of� is independent of the orientation ! and the direction ! W of the
walk W , by simply adjusting a G-tension by a suitable change of sign according
to any changes in the relative orientation [!; ! W ].

De�nition 8.8. Let � = (� ; � ) be a connected signed graph. Aconnected basis
of � , if � is balanced, is a spanning tree of� , and, if � is unbalanced, is the union
of a spanning treeT of � and an edgee not in T such that the unique cycle in
the subgraph T [ f eg is unbalanced.

A connected basis of the disjoint union of connected signed graphs is the union
of connected bases of the connected components.

For a balanced connected signed graph, allbases(maximal subsets of edges
containing no circuit) are connected so the quali�er `connected' in `connected
basis' is redundant in this case. However, for unbalanced signed graphs, maximal
subsets of edges containing no circuit may be disconnected.

For a �nite group G and for a signed graph� , write GG (�) for the group of
G-tensions on� under coordinatewise addition.

Theorem 8.10. Let G be a �nite group, let � = (� ; � ) be a connected signed
graph and letB a connected basis of� . The map

GG (�) ! GB ;  7!  jB ;

given on a G-tension  by restricting  to B , is a bijection (it is even an iso-
morphism of groups).

If � is balanced, Theorem 8.10 is equivalent to the fact thatG-tensions of a
connected graph� are in bijection with G-valued maps on a (�xed) spanning tree
of � . We now prove Theorem 8.10 assuming that� is unbalanced.
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Proof of Theorem 8.10. Clearly, any G-tension gives by restriction a G-valued
map on the edges ofB . Hence, it su�ces to prove that any G-valued map on
the edges ofB can be uniquely extended to aG-tension on � . Suppose that all
edges inB are assigned values inG by a map  . As GG (�) is a group, we may
assume that (e) = 0 for all edgese of B . Therefore, it remains to show that any
G-tension  that is the identically 0 map on B , is the identically 0 map on � .

For any e 2 E n B , there is a unique circuit in the signed graph consisting of
the edgesB [ f eg and the signature � restricted to these edges. The edgee is
not a circuit path edge of this circuit as B is a connected basis. Hence, given the
values of  on B , the tension condition in equation (8.17) uniquely determines
the value on e of the extension of  to a tension  0 : E ! G of � . As  is the
identically 0 map on B , we �nd that  0(e) = 0 . This �nishes the proof.

Let p1
G (�) denote the number ofG-tensions of a signed graph� . Theorem 8.10

yields a formula for p1
G (�) .

Corollary 8.11. The number of G-tensions of a signed graph� with vertex set
V is equal to

p1
G (�) = jGj jV j� kb (�) :

Proof. By multiplicativity of the number of G-tensions of a signed graph over
disjoint unions, it su�ces to prove that for a connected signed graph � we have

p1
G (�) =

�
jGj jV j� 1 if � is balanced,
jGj jV j if � is unbalanced:

By Theorem 8.10, there is a bijection betweenG-tensions of � and G-valued
maps on a connected basis of� . If a connected signed graph� with vertex set V
is balanced, then a connected basis hasjV j � 1 edges, while if it is unbalanced,
then a connected basis hasjV j edges.

Using Theorem 8.10, we now describe a relation between tensions and col-
orings in signed graphs, thereby extending Theorem 5.1 in [12], in which only
abelian groups of odd order are considered. For the rest of this section, �x a
�nite abelian group G of order jGj = 2 dm, with m odd (so 2d = jf g j 2g = 0gj).
We call an � -coloring of a signed graph� (see De�nition 8.6), where � = ( G; � )
in which �(g) = � g for g 2 G, a G-coloring of � . Let PG (�) denote the number
of G-colorings of � . Theorem 8.7 gives an expression forPG (�) .

Let � = (� ; � ) be a signed graph with underlying graph� = ( V; E). De�ne a
map � : GV ! GE by

(�f )(e) := ! (v; e)f (v) + ! (u; e)f (u); (8.18)
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where f is a G-valued map on V , where e = uv is an edge of� , and where !
is a �xed bidirection on E compatible with � . The map � is called the di�er-
ence operator. Recall that GG (�) denotes the group ofG-tensions on � under
coordinatewise addition.

Theorem 8.12. Let � = (� ; � ) be a signed graph with underlying graph� =
(V; E). Then � : GV ! GE is a group homomorphism under pointwise addition,
whose image is a subgroup ofGG (�) , and

ker � �= Gkb (�) � (Zd
2)ku (�) :

Proof. It is not di�cult to see that � is a group homomorphism and that �f is a
G-tension for everyf 2 GV (see the �rst part of the proof of Theorem 5.1 in [12],
which holds for any �nite abelian group).

We now determine the kernel of� . It su�ces to show that when � is connected,

ker � �=

�
G if � is balanced,
Zd

2 if � is unbalanced.
(8.19)

Suppose that � is balanced. Then we may assume that� (e) = 1 for each edgee
of � . Let f 2 ker � . With this choice of � , equation (8.18) shows thatf must be
constant on � , proving the assertion in this case.

It remains to prove equality (8.19), when � is assumed unbalanced. We show
both `inclusions'.

� � �. Let f 2 GV . For g 2 Zd
2, de�ne f g 2 GV by f g(v) := f (v) + g, for v 2 V .

Then f g and f are di�erent maps (unlessg = 0 ) and �f g = �f , showing that ker �
contains a subgroup isomorphic toZd

2.
� � �. Let B = T [ f e0g be a connected basis of(� ; � ), in which T is a spanning

tree of � . By Theorem 8.10, we know that a tension is uniquely determined by its
values onB . We may assume that� (e) = 1 for each edgee of T, and � (e0) = � 1.
Let f 2 ker � . Then (8.18) shows that for every edgee = uv in T we must have
f (u) = f (v). Hence,f is constant on the vertices ofB . For the edgee0 = u0v0 of
B , equation (8.18) reads

0 = f (u0) + f (v0) = f (u0) + f (u0):

Therefore, f (u0) 2 Zd
2 and we are done.

For a balanced signed graph� , the di�erence operator � is surjective ([12,
Theorem 5.1]). If � is unbalanced, the image of� has the following characteriza-
tion.
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Proposition 8.13. Let � = (� ; � ) be an unbalanced connected signed graph with
unbalanced cycleC and let  be a G-tension of � . Then  is in the image of �
if and only if X

e2 E (C )

 (e) 2 2G;

where 2G := f 2g j g 2 Gg.

Proof. Write C = ( v0; e1; v1; : : : ; vn � 1; en ; v0). We may assume that � (ei ) = 1
for i = 1 ; : : : n � 1, and � (en ) = � 1. We take a bidirection ! de�ned on C as
follows: ! (vi ; ei +1 ) = � 1 for i = 0 ; : : : ; n � 2, and ! takes the value1 on all other
half-edges ofC. (Then ! is compatible with � on C.)

To see �only if�, let h 2 GV . Then

nX

i =1

(�h )(ei ) = 2 h(vn � 1) 2 2G:

Hence, the �only if� implication follows.
For the �if� implication, let  be a G-tension on � and take C and ! as

above. Write  (ei ) = ai , for i = 1 ; : : : ; n, and let g be an element ofG for whichP n
i =1  (ei ) = 2 g (by assumption, such ag exists). We construct f 2 GV such that

�f =  . Set f (vi ) = an � g+
P i

j =1 aj for i = 0 ; 1; : : : ; n � 1. Then (�f )(e) =  (e)
for each edgee on C. Using a spanning treeT for which T [ f en g is a connected
basis of� , and the G-tension  , it is now straightforward to determine the values
of f on vertices other than the vi in such a way that �f =  .

We end this chapter with a remark concerning nowhere-zeroG-tensions.

Remark 8.14. Note that (8.18) implies that if f 2 GV is a G-coloring of (� ; � ),
then �f is a nowhere-zeroG-tension. Counting nowhere-zeroG-tensions is more
delicate than counting nowhere-zeroG-�ows or G-colorings. The di�culty stems
from the fact that, in our context, contraction of negative edges in signed graphs
is not de�ned (for a way to extend the domain of signed graphs, such that con-
traction of negative edges is de�ned, see [98]). As a consequence, an inclusion-
exclusion argument as given in the proof of Theorem 7.5 cannot be used. In
our forthcoming paper [34], we explain how some special types of nowhere-zero
G-tensions can be counted.
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Applications of Representation Theory in Discrete Mathematics

In this thesis we present two new applications of the representation theory of
�nite groups in discrete mathematics. The �rst application is motivated by a
problem in coding theory. A code is a set of words of a �xed lengthn, with let-
ters taken from an alphabet f 0; 1; : : : q � 1g. A common way to indicate to what
extent two given words di�er from each other, is to count the number of positions
in which they have di�erent letters. This number is called the Hamming distance
between the two words. A code for which the Hamming distance between each
pair of distinct words is at least d := 2e + 1 (for some e � 0), is e-error cor-
recting for data transmission through unreliable communication channels (via a
principle called nearest-neighbor decoding). This is a desired property of codes
in communication theory and therefore it is of interest to �nd, for �xed d � 0,
such a code of maximal cardinality (so as to maximize the number of messages
that can be transmitted). This maximal cardinality is denoted by Aq(n; d).

Given n; q and d, determining the value of Aq(n; d) turns out to be a di�cult
mathematical problem; only for few values ofn; q and d the number Aq(n; d) is
exactly known [9]. Therefore, also estimates onAq(n; d) are studied. In [30] a
family of upper bounds is formulated which can be computed using semide�nite
programming and which is based on functions onk-tuples of words. Ask grows,
the upper bound gets sharper while the optimisation problem increases in size.
However, the semide�nite programs are highly symmetric. To be more precise:
there is an action of the isometry groupG (the group consisting of symmetries of
the space of words that leave invariant the Hamming distance between words) on
feasible solutions that shows that an optimal solution of the semide�nite program
can be takenG-invariant.

In this thesis we exploit the above-mentioned symmetry for the casek = 4 :
we derive an explicit block-diagonalization of the space ofG-invariant functions
on 4-tuples of words. This way, the semide�nite program reduces in size from
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exponential in n to polynomial in n. This enables us to solve the semide�nite
program with the aid of the computer for several values ofn; q and d. For in-
stance, in the case(n; q; d) = (7 ; 5; 5), initially the order of magnitude of the
number of variables is1018, while after the reduction this order of magnitude is
102. We improve upon the best known upper bound onAq(n; d) for �ve instances.
By adapting this method we also determine135 new upper bounds for a similar
parameter asAq(n; d) in the case of mixed binary/ternary codes, i.e., codes in
which every word has a �xed set of positions in which the letters0 and 1 may
occur and a �xed set of positions where0; 1 and 2 are allowed.

The second application of the representation theory of �nite groups in dis-
crete mathematics is of a di�erent kind. It deals with �ows in graphs that are
embedded in a compact surface. The embedding is such that every face of the
embedded graph is homeomorphic to an open disc.

For general graphs together with a �xed orientation of the edges, a �ow is
a map from the edge set of the graph to an abelian group, such that for every
vertex the sum of the values on the incoming edges equals the sum of the values
on the outgoing edges (Kirchho�'s law). Flows and related algorithms have nu-
merous applications in operations research. See [85] for an example in the Dutch
railway timetable. We consider nowhere-zero �ows: �ows not using the value
zero. For plane graphs they correspond with proper vertex colorings of the dual
graph. If the �ow takes values in a �nite additive abelian group, then the number
of nowhere-zero �ows is given as an evaluation of the so-called Tutte polynomial
of the graph. The Tutte polynomial is an important graph polynomial in two
variables which additionally contains the chromatic polynomial as specialization.

Flows in graphs on surfaces are de�ned similarly as �ows in graphs. However,
the �ow values now may be taken from a general group (written multiplica-
tively), not necessarily abelian. Namely, the graph embedding determines an
order, unique up to cyclic permutation, to multiply together the values on edges
incident with a vertex. The correspondence between nowhere-identity �ows of
an embedded graph and proper vertex colorings of the dual embedded graph
(an embedded graph whose construction generalizes the construction of the dual
graph of a plane graph) no longer holds. In this thesis we prove that there ex-
ists a correspondence that runs through a covering graph of the dual embedded
graph; the covering graph is an embedded graph that locally looks the same as
the covered embedded graph.

Besides the coloring-�ow correspondence the question rises how nowhere-
identity �ows in an embedded graph can be counted. While there exist various
embedded graph polynomials [4, 5, 11, 54, 55, 56] that, in some way, extend the
Tutte polynomial of a graph, none of these polynomials counts the number of
nowhere-identity �ows. In [35] a polynomial for embedded graphs is introduced
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that has this property, but solely for graphs on orientable surfaces. This polyno-
mial is called the surface Tutte polynomial.

Expanding on the work in [35], we extend the domain of the surface Tutte
polynomial to graphs on general compact surfaces, not necessarily orientable.
The polynomial thus obtained, which we again call the surface Tutte polynomial,
still contains the number of nowhere-identity �ows as an evaluation and has other
interesting properties.

To count nowhere-identity �ows in an embedded graph we �rst consider the
dual embedded graph. Flows in an embedded graph translate into tensions in
the dual embedded graph. Then we utilize the classi�cation theorem for compact
connected surfaces to reduce to counting in a special kind of embedded graph: a
bouquet (an embedded graph with one vertex) of normal form. It turns out that
in such bouquets counting tensions with values in a �nite group G amounts to
counting solutions of certain equations inG. At this point representation theory
enters. Finally, a simple inclusion-exclusion argument yields the desired result.

Similar as how an embedded graph contains an underlying graph, so it con-
tains, by forgetting a certain part of its structure, a signed graph. A signed graph
is a graph whose edges receive either a positive or a negative sign. In the last part
of this thesis we consider a polynomial invariant for signed graphs, obtained as a
specialization of the surface Tutte polynomial. We prove that this polynomial has
a universal property, which we �nally use to give combinatorial interpretations
of several of its evaluations.
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Samenvatting

Toepassingen van Representatietheorie in de Discrete Wiskunde

In dit proefschrift behandelen we twee nieuwe toepassingen van de representa-
tietheorie van eindige groepen in de discrete wiskunde. De eerste toepassing is
gemotiveerd door een probeem uit de coderingstheorie. Een code is een ver-
zameling woorden van een vaste lengten, met letters die we uit een alfabet
f 0; 1; : : : ; q � 1g nemen. Een gangbare manier om aan te geven in welke mate
twee gegeven woorden van elkaar verschillen, is door het aantal posities te tellen
waarin zij verschillende letters hebben. Dit aantal wordt de Hammingafstand
tussen beide woorden genoemd. Een code waarvoor de Hammingafstand tussen
elk tweetal verschillende woorden ten minsted := 2e+1 bedraagt, voor een zekere
e � 0, heeft eene-foutencorrigerende werking bij informatieoverdracht langs on-
betrouwbare communicatiekanalen (via een principe dat naaste-buurdecodering
heet). Dit is een wenselijke eigenschap van codes in de communicatieheorie en
daarom is het van belang om, bij een vastgekozend � 0, een dergelijke code van
maximale grootte te vinden (om het aantal te versturen berichten te maximali-
seren). Deze maximale grootte wordt metAq(n; d) genoteerd.

Voor gegevenn; d en q blijkt het bepalen van de waarde van Aq(n; d) een
lastig wiskundig probleem; slechts voor een beperkt aantal waardes vann; q en d
is zij precies bekend [9]. Daarom bestudeert men ook afschattingen vanAq(n; d).
In [30] is een familie van bovengrenzen geformuleerd die berekend kan worden
met behulp van semide�niet programmeren en die gebaseerd is op functies opk-
tallen van woorden. Des te hogerk is, des te scherper is de bovengrens maar des
te omvangrijker is het optimalisatieprogramma. De semide�niete programma's
kennen echter een hoge mate van symmetrie. Om preciezer te zijn: er is een wer-
king van de isometriegroepG (de groep bestaande uit permutaties van de ruimte
van woorden die de Hammingafstand tussen woorden bewaren) op toegestane
oplossingen van het optimalisatieprogramma die ervoor zorgt dat een optimale
oplossing van het semide�niete programmaG-invariant kan worden genomen.
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In dit proefschrift buiten we voor het geval k = 4 de hierboven beschreven
symmetrie uit: we leiden een expliciete blokdiagonalisatie van de ruimte van
G-invariante functies op 4-tallen van woorden af. Zodoende reduceert het se-
mide�niete programma in grootte van exponentieel in n naar polynomiaal in
n. Dit stelt ons in staat om het semide�niete programma voor verschillende
waarden van n; q en d met behulp van een computer op te lossen. In het geval
(n; q; d) = (7 ; 5; 5) bijvoorbeeld, is de orde van grootte van het aantal variabelen
oorspronkelijk 1018, terwijl deze orde van grootte na de reductie102 is. We verbe-
teren de best bekende bovengrens opAq(n; d) in vijf gevallen. Door aanpassingen
van deze methode bepalen we ook135nieuwe bovengrenzen voor een soortgelijke
parameter alsAq(n; d) in het geval van gemengde binaire/ternaire codes; dat zijn
codes waarin elk woord een vaste verzameling posities heeft waarin slechts de
getallen 0 en 1 voorkomen en een vaste verzameling posities heeft waarin0; 1 en
2 kunnen staan.

De tweede toepassing van de representatietheorie van eindige groepen in de
discrete wiskunde is van een andere aard. Zij heeft van doen met stromen in
grafen die ingebed zijn in een compact oppervlak. De inbedding is zodanig dat
elk facet van de ingebedde graaf homeomorf is aan een open schijf.

Voor algemene grafen met een vooraf gekozen richting van de lijnen, is een
stroom een afbeelding van de verzameling lijnen van de graaf naar een abelse
groep, zodat voor elk punt de som van de waarden van de inkomende lijnen
gelijk is aan de som van de waarden van de uitgaande lijnen (de wet van Kirch-
ho�). Stromen en daaraan gerelateerde algoritmen hebben tal van toepassingen
in de besliskunde. Zie [85] voor een voorbeeld met betrekking tot de Neder-
landse spoorwegdienstregeling. Wij beschouwen niet-nulstromen: stromen die de
waarde nul niet gebruiken. Voor planaire grafen corresponderen zij met geldige
puntkleuringen van de duale planaire graaf. Als we stroomwaarden in een ein-
dige additieve abelse groep nemen, blijkt het aantal niet-nulstromen gegeven te
worden als een evaluatie van het zogenaamde Tutte-polynoom van de graaf. Het
Tutte-polynoom is een belangrijk graafpolynoom in twee variabelen dat eveneens
het chromatisch polynoom als specialisatie bevat.

Stromen in grafen op oppervlakken worden op eenzelfde wijze gede�nieerd
als stromen in grafen. Ditmaal echter mogen de waarden op de lijnen in een
willekeurige (multiplicatief geschreven) groep, die niet noodzakelijkerwijs abels
is, genomen worden. Een graa�nbedding geeft namelijk een volgorde om groeps-
waarden op lijnen rondom een punt met elkaar te vermenigvuldigen, die uniek is
op cyklische permutatie na. De niet-identiteitstromen corresponderen niet meer
met geldige puntkleuringen van de duale ingebedde graaf (dit is een ingebedde
graaf wiens constructie lijkt op die van de duale graaf van een planaire graaf).
Echter, in dit proefschrift tonen we aan dat er een dergelijke relatie is, die loopt
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via een overdekkingsgraaf van de duale ingebedde graaf; een ingebedde graaf die
er lokaal net zo uit ziet als de overdekte ingebedde graaf.

Naast de stroom-kleurcorrespondentie dringt zich de vraag op hoe in een inge-
bedde graaf niet-identiteitstromen geteld kunnen worden. Hoewel er verschillende
polynomiale invarianten voor ingebedde grafen gede�nieerd zijn [4, 5, 11, 54, 55,
56], die alle op een bepaalde manier het Tutte-polynoom van een graaf uitbrei-
den, telt geen van alle polynomen het aantal niet-identiteitstromen. In [35] is een
polynoom voor ingebedde grafen geïntroduceerd dat deze eigenschap wel heeft,
maar enkel voor grafen die op oriënteerbare oppervlakken liggen. Dit polynoom
heet het oppervlak-Tutte-polynoom.

Uitgaande van [35], breiden we in dit proefschrift het domein van het oppervlak-
Tutte-polynoom uit naar grafen op willekeurige compacte oppervlakken, dus ook
niet-oriënteerbare oppervlakken. Het op deze manier verkregen polynoom, dat
we opnieuw het oppervlak-Tutte-polynoom noemen, bevat nog steeds het aantal
niet-identiteitstromen als evaluatie en heeft bovendien andere interessante eigen-
schappen.

Om het aantal niet-identiteitstromen in een ingebedde graaf te bepalen, bekij-
ken we eerst de duale ingebedde graaf. Stromen in een ingebedde graaf vertalen
zich in spanningen in de duale ingebedde graaf. Voorts kunnen we de classi-
�catiestelling van compacte samenhangende oppervlakken gebruiken om ons te
beperken tot het tellen in een bepaald type ingebedde graaf: een boeket (een
ingebedde graaf met één punt) in normaalvorm. In zulke boeketten blijkt het
tellen van spanningen met waardes in een eindige groepG neer te komen op het
tellen van oplossingen van speciale vergelijkingen inG. Hier doet de representa-
tietheorie haar intrede. Een eenvoudig inclusie-exclusie argument geeft tenslotte
het gewenste resultaat.

Gelijk een ingebedde graaf een onderliggende graaf bevat, zo bevat hij ook,
als we een bepaald deel van zijn structuur vergeten, een gesigneerde graaf. Dit
is een graaf wiens lijnen een positief of negatief teken hebben (maar niet beide).
In het laatste deel van dit proefschrift bekijken we een polynomiale invariant van
gesigneerde grafen, die we verkrijgen als specialisatie van het oppervlak-Tutte-
polynoom. We bewijzen dat dit polynoom een universele eigenschap heeft, die
we tenslotte gebruiken om combinatorische interpretaties te geven van enkele van
zijn evaluaties.
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