Combined Lattice–Boltzmann and rigid-body method for simulations of shear-thickening dense suspensions of hard particles
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Abstract
We present a high-fidelity simulation model for dense suspensions of spherical and non-spherical particles suspended in a Lattice–Boltzmann Method (LBM) based fluid. The non-spherical particles are composed of an arbitrary number of overlapping spheres of different sizes and arbitrary relative positions in the particle reference frame which stay fixed during the simulation. This approach allows to approximate a wide range of rigid particle shapes. Fluid Structure Interactions (FSI) are realized using a hybrid of immersed-boundary methods and bounce-back schemes, that employs coupling coefficients dependent upon particle overlap with the fluid lattice, resulting in smooth hydrodynamic interactions when particles move over the lattice. Numerical lubrication breakdown is overcome by applying appropriate corrections for small inter-particle gaps and hydrodynamic interactions are resolved down to scales much smaller than the LBM lattice spacing. For improved numerical stability in the limit of stiff particle-particle interactions, a generalized-α method together with a dynamically refined time-step is used for rigid body dynamics. An unbounded shear flow with large shear rates is realized by splitting the computational domain into multiple co-moving reference frames coupled through Galilean transformations of both fluid and particle phase. For fast simulations of hundreds of particles over physical times-spans of seconds, the LBM sub-model and FSI computations are accelerated on GPUs and MPI/OpenMP are used to parallelize the computation over networked/shared-memory resources. All these innovations together lead to a very powerful simulation environment for sheared dense suspensions, facilitating study of rheology close to the jamming limit. In this paper we present benchmark results and simulations of continuous and discontinuous shear-thickening of dense polydisperse frictional suspensions, demonstrating the accuracy and predictive power of the model over a large range of volume fractions of suspended particles and a large range of shear rates.

1. Introduction
Shear thickening is the phenomenon in which the viscosity of a suspension increases as a function of the shear rate or shear stress imposed on the system. This is a commonly observed phenomenon in dense suspensions [1–4]. Two realms of shear thickening exist, continuous shear thickening (CST) and discontinuous shear thickening (DST). CST involves a gradual increase in the viscosity of the suspensions with shear rate while DST entails an orders of magnitude increase in viscosity with small increments in shear rate.

From recent experimental [5–8], and computational [9–11] results, the emerging agreement is that the stress induced transition of particle contacts from being lubricated and frictionless to being frictional is the underlying mechanism behind shear thickening, as originally suggested by Huang et al. [12].

The first viable model that could successfully reproduce both continuous and discontinuous shear thickening in the Stokes regime was published by Mari et al. [10], owing to the friction model introduced in their system that allows a transition between lubricated and frictional rheologies depending on a critical load. This model was recently validated experimentally [8], Johnson et al. [13] presented a method to simulate shear thickening of frictional particles in an LBM based fluid by varying the boundary stiffness.
In the model of Mari et al. [10] the fluid forces were approximated as a combination of drag force and pairwise lubrication interactions. The fluid phase was not modeled explicitly in their work. Recently, Johnson et al. [13] used LBM to explicitly model the fluid field and combined it with the Discrete Element Method to simulate shear thickening as a consequence of system dilution. This model was limited to low Reynolds’ number flows, and lubrication interactions were not resolved explicitly. Their simulations included the action of gravity, which according to Johnson et al. leaves the possibility of a flow segregation dependent on the shear rate or shear stress.

The model proposed in this paper uses accurate hydrodynamics from the particle scale down to scales much smaller than the LBM lattice spacing, owing to the advanced LBM fluid structure interactions (proposed by Noble and Torczynski [14]) and accurate corrections to the lubrication forces when the inter-particle gaps are smaller than the lattice spacing. We further improved numerical stability through an adaptive refinement of particle timesteps when the inter-particle gaps are small and the lubrication and other inter-particle forces diverge. The model is able to simulate polydisperse particle systems by sampling individual particle diameters from superpositions of normal distributions of particle sizes. The particles in the model can be spherical or any combination of overlapping spheres. This allows to generate and simulate a wide range of particle shapes approximating typical particle shapes found in real suspensions. The particles interact with each other using hydrodynamics and contact forces. The particle contacts involve normal and frictional (static and kinetic) forces. Lees-Edwards boundary conditions [15], and their extension to multiple layered reference frames are used to simulate bulk behavior in unbounded shear flow. The model is not limited to low Reynolds’ number flows which allows to simulate and study inertial flow regimes. Gravity is not considered in this model, so that its effects can be excluded from the discussion of the mechanisms behind shear thickening.

2. Models and methods

2.1. Fluid

2.1.1. Lattice Boltzmann Method (LBM)

LBM [16–18] is a numerical method in which the Boltzmann dynamics of fluid particles is discretized in space and velocity space. In the macroscopic limit it approximates the Navier–Stokes equations for viscous incompressible flow. Being rooted in kinetic theory however, various interactions other than those found in ideal gases can be incorporated in a natural way, making it possible to simulate non-ideal gases, emulsions and a variety of other fluids. Velocity distributions can be modified and quantities can be evaluated locally which is highly beneficial in the realization of boundary conditions at the surface of moving particles.

LBM makes use of a regular grid of lattice nodes with a lattice constant $\Delta x$ and a finite number of velocity vectors pointing from one node to its nearest or next-nearest neighbors. We use a D3Q19 lattice [18] in this work. At each time step, the particle density $f_i = f_i(\mathbf{x}, t)$ at each node $\mathbf{x}$ is evolved according to:

$$f_i(\mathbf{x} + \mathbf{e}_i \Delta t, t + \Delta t) = f_i(\mathbf{x}, t) + \Omega(\mathbf{f}) + f_i$$

where $\Omega$ is the collision operator used to reshuffle the velocities at a node, and $f_i$ signifies the external forces (expressed in lattice units). In this work we use the LBGK collision operator that, using only one time-scale $\tau$, relaxes the distributions $\mathbf{f}$ towards their equilibrium values according to the theory by Bhatnagar et al. [19]:

$$\Omega(\mathbf{f}) = \frac{1}{\tau} (F^e(\mathbf{u}, \rho) - \mathbf{f}(\mathbf{x}, t))$$

where $F^e(\mathbf{u}, \rho)$ corresponds to the equilibrium distribution and the relaxation time $\tau$ can be related to the kinematic viscosity of the fluid $\nu$. We refer the reader to [18] for the details. As explained in Section 2.8, the fluid phase simulations are executed on GPUs. Using single precision in GPUs however, has a few limitations associated with the reduced accuracy such as mass not being conserved and fluctuations in fluid-particle interaction forces due to local instabilities at large density gradients. This is due to the poor resolution in the representation of $f_i$ when single precision is used. Skordos [20] proposed a technique to improve the numerical accuracy in this situation by rescaling the $f_i$ values as the difference from the zero velocity equilibrium case ($w_i$) i.e $h_i = f_i - w_i$. From this, it follows that the LBGK equation (Eq. (1)) is translated to:

$$h_i(\mathbf{x} + \mathbf{e}_i \Delta t, t + \Delta t) = h_i(\mathbf{x}, t) + \Omega(h^e_i - h_i) + F_i$$

(3)

2.2. Particles

Particles are described as spheres or any combination of overlapping spheres (see Fig. 1) to approximate other particle shapes that are found in experimental systems. The interactions between particles (close to contact lubrication, particle contact, friction) are also modeled on this basis.

2.2.1. Particle-particle interactions

Apart from far and mid-range hydrodynamic interactions mediated through the LBM fluid field, the interactions between the particles include contact, frictional and explicit lubrication interactions.

Contact repulsion. If particle surfaces were perfectly smooth, lubrication interactions diverging in the limit of small gaps between two particles would prevent contact. However, real surfaces have a finite roughness and particles can make contact already at finite effective distances. It was recently found experimentally [8] that particle contacts become frictional if the inter-particle forces, either a result of potential or dissipative interactions, exceed a critical force, confirming this hypothesis. Before this critical load is reached, particles stay stabilized and well lubricated.

Two particles in our model are considered in contact if their inter-particle gap is smaller than a small contact layer thickness of $h_{\text{cutoff}} = 0.1 \mu m$ mimicking surface roughness (see Fig. 2). We have run simulations with various cutoff values and found that the chosen cutoffs are small enough to not impact the results through an increase of the effective volume of the particles. On the other hand, the cutoffs are also sufficiently large to render the interaction potentials soft enough for a stable numerical integration. The normal force $F_{\text{rep}}$ between the particles due to contact repulsion is modelled as:

$$F_{\text{rep}} = \begin{cases} -c \left( \frac{h - h_{\text{cutoff}}}{h_{\text{cutoff}}} \right)^2 \mathbf{e}_h, & h \leq h_{\text{cutoff}} \\ 0, & \text{otherwise} \end{cases}$$

(4)

where $c$ is the repulsion coefficient, $h$ is the gap between the particles, and $\mathbf{e}_h$ is the connecting vector unit between the spheres. In the limit $h \rightarrow 0$ it diverges as $\sim h^{-1}$ preventing actual overlap of the particles. At $h = h_{\text{cutoff}}$, $F_{\text{rep}}(h_{\text{cutoff}})$ and its first derivative $\partial h F_{\text{rep}}(h_{\text{cutoff}})$ is zero. The latter is enforced in order to realize a smooth onset of the repulsion, further improving the numerical stability of the particle dynamics. Certainly in simulating very dense suspensions, such regularization to have a continuous and smooth onset of the repulsive force is required to obtain numerically stable dynamics. In the case of more complex particles built from multiple spheres, the repulsion is applied to each pair of spheres of both particles.
Friction force. Both static and sliding friction, are modeled in a similar fashion to Luding [21]. The idea is that once two particle's friction interaction layers overlap, a linear spring of length $\xi$ mimicking static friction will be initialized between the closest surface points and updated using the relative tangential velocity of the two surface points. Applying Coulomb's law, we say that the maximum static friction is $F_s \leq \mu_s|F_{\text{norm,fric}}|$. If the amplitude of the spring force $F_{\text{spr}} = -k\xi$ is smaller than the maximum possible static friction $F_s$ then the spring force is applied. If it exceeds $F_s$, kinetic friction $F_k = \mu_k|F_{\text{norm,fric}}|$ is applied as a tangential force at the surface points. In case of kinetic friction, the static friction spring is not broken, but its length is rescaled so that $F_{\text{spr}} = F_k$. This ensures a smooth transition back to static friction.

Critical load model. For particles in a suspension to interact frictionally, it is necessary to overcome stabilizing forces between the particles. It was found experimentally [8] that particles interact frictionally only if the inter-particle forces exceed a critical force. Before this critical load is reached, particles contacts remain lubricated and do not interact through friction.

In this work a minimal model of this mechanism is realized, called the Critical Load Model (CLM) [10]. If the normal force between two particle surfaces exceed a critical load $F_{CL}$, a frictional contact can be established.

$$F_{\text{norm,fric}} = \begin{cases} |F_{\text{spr}}| - F_{CL} & \text{if } |F_{\text{spr}}| \geq F_{CL} \\ 0 & \text{otherwise.} \end{cases}$$

The resulting $F_{\text{norm,fric}}$ from this model is then used as the normal force for the calculation of the friction. Since the contact repulsion is a potential interaction, a constant critical gap $h_{\text{fric}}$ can be derived that defines a friction layer around the particles (see Fig. 2).

2.3. Fluid-structure interaction

Particles and fluid exchange forces at the surface of the particles, using the Noble–Torczynski method [14] for fluid structure interaction. It can be seen as a hybrid of standard LBM bounce-back methods and immersed-boundary approaches. In the Noble–Torczynski method (NT) the fractional overlap $\epsilon$ of a particle with a lattice node at $x$ is used to calculate the particle-fluid interaction as an interpolation between free collision and bounce-back at the fluid nodes. The collision operator in the Lattice–Boltzmann equation then reads

$$\Omega^i = \left[ 1 - \sum_s B(\epsilon_s, \tau) \right] \Omega^{BGK}_i + \sum_s B(\epsilon_s, \tau) \Omega^{i}_{i}$$

where $B$ is a function of the overlap $\epsilon_s$ with particle $s$. In this work, we have used

$$B(\epsilon_s, \tau) = \frac{\epsilon_s}{1 + \tau - \epsilon_s^2}$$

The collision operator in case of full overlap with the particle reads

$$\Omega^i_s = f^{BG}(\rho, u_i) - f_i(x, t) - (f^{BG}_s(\rho, u) - f_s(x, t))$$

From this equation the exchanged momentum can be derived and the force on the particle '$s' at $x$ then reads

$$F_i = \frac{\Delta \Omega^i_s}{\Delta t} B(\epsilon_s) \sum_{i} \Omega^i_s \mathbf{e}_i$$

From this, the total hydrodynamic force and torque on the particle can be computed as a sum over all nodes $x$ for which $\epsilon_s > 0$.

The fractional overlap $\epsilon_s$ is estimated using the assumption that the radius of a sphere within a particle is larger than $\Delta x$. This allows to estimate the partial overlap of a sphere with the cubic lattice node as an intersection of a plane (the particle surface) with
a cube (the lattice node). This is still a non-trivial calculation because of the many cases that need to be distinguished here and that make further assumptions necessary. A discussion of a validity of these assumptions however would overlap with a discussion of the shape and inner structure of a Lattice–Boltzmann node which is undefined. The calculations of \( \epsilon \) is done at every time step for all lattice nodes \( x \) and particles \( s \) and takes about 25% of the total computing time. Since multiple particles can overlap with a single LBM node, a list of particles overlapping with that node stored together with their \( \epsilon_s(x) \) and additional information such as local particle velocity \( v_s(x) \) and distance to particle center \( x - r_s \) that are necessary when total forces, torques and stresses are computed.

The NT method has a number of advantages for simulations of dense suspensions with stiff interactions, the need for consistent lubrication corrections, and using a multiple Lees–Edwards approach explained in Section 2.6. In the majority of works combining LBM and rigid particles the momentum exchange method by Ladd [22,23] and the methods proposed by Aidun et al. [24] are applied which are based on bouncing back probability density \( f_s \) at links that intersect the fluid–particle interface. In this case, the underlying binary stair-case representation of particles on the fluid lattice, i.e. \( \epsilon \) being either 1 or 0, leads to peaks in the exchanged momentum when a fluid node turns solid and vice versa [25]. In this situation also the momentum from the removed or created fluid needs to be exchanged with the particle. In the stiff interaction limit of dense suspensions in dynamical jamming situations such discontinuities would quickly lead to numerical stability problems. We also find that the lubrication breakdown using the NT method is rather consistent, i.e. not dependent on the lattice positions of the two close particles and can therefore be corrected in a much more consistent way, see Section 2.3.1. The NT FSI is also more consistent than immersed-boundary methods which tend to overestimate lubrication interactions depending on the lattice position of the particles (or mesh points in that case), see [26].

### 2.3.1. Explicit lubrication corrections

Below a certain threshold gap, the lubrication force calculated from LBM is no longer accurate, and tends to stay constant [27] (see Fig. 3). Using the explicit calculation of lubrication forces [28], we can calculate corrections to the lubrication forces from LBM if the inter particle gap \( h \) is below a threshold gap \( h_c \). Similar to but slightly improving over the lubrication corrections proposed in [27], we use the following form for normal lubrication force

\[
F_{\text{nt}} = \frac{6 \pi \eta}{\left( \frac{R_1^2 + R_2^2}{R_1 + R_2} \right)^2} \frac{(h - h_c)^2}{hh_c^2} U_n \cdot \hat{n}, \quad h \leq h_c
\]

Similarly, the corrections to the tangential lubrication force for the rotational motion of a sphere past another [28] is expressed as

\[
F_{\text{t}} = 8 \pi \eta R_1 \frac{(4 + \beta)}{10(1 + \beta)^2} \left( \log \left( \frac{h}{h_c} \right) - \left( \frac{h}{h_c} - 1 \right) \right) U_t \cdot \hat{t},
\]

\[
h \leq h_c
\]

where \( \beta = R_2/R_1, \) \( R_1, R_2 \) being particle radii. \( \eta \) is the fluid viscosity. \( U_n \) and \( U_t \) correspond to the normal and tangential relative velocities of the particles at the closest surface points. \( \hat{n} \) and \( \hat{t} \) are unit vectors in the corresponding normal and tangential directions.

These forms of lubrication correction are modified so that both, their values as well as their first derivative, are continuous functions of the gap which contributes to the numerical stability of the time integration. In the range of small gaps, these corrections approximate analytical solutions well, as shown in Figs. 3 and 4.

In Fig. 3, we compare the hydrodynamic normal force between two approaching spherical particles of radius \( R = 8 \mu m \) at various interparticle gaps for a set of lattice spacings \( \Delta x \) to the analytical solutions to long and short range hydrodynamic interactions.

The vertical lines indicate the cutoff \( h_c = 1 \Delta x \). The hydrodynamic forces plateauing without lubrication corrections is also shown in the figure. With corrections applied, the interparticle forces approximate well the analytical solutions at smaller gaps. In the limit of large gaps, hydrodynamic forces on the particles converge to the Stokes situation of a single particle dragged through a viscous fluid. Deviations can be attributed to the finite size of the periodic simulation domain in which particles interact through many copies of the other particle and themselves.

In Fig. 4, we compare the hydrodynamic torque between two rotating spheres (\( \omega = 100 \text{ rad/s} \)) at different interparticle gaps for different lattice spacings \( \Delta t \). In the long ranges, the torque on
a rotating sphere is given by \( T_{\text{stokes}} = 8\pi \mu R^2 \omega \), and in the short ranges, the torque on particle 1 due to the lubrication interaction between particle 1 and particle 2 is given by,

\[
T_{\text{hub}} = 8\pi \eta R^3 \frac{2\beta}{5(1 + \beta)} \log \left( \frac{R_1}{R} \right)
\]  

(12)

It is seen that the model approximates the analytical solutions for large gaps, and in the short gaps the model is consistent with analytical solution for small enough lattice spacings.

2.4. Particle stresses

The mean value of the stress \( \sigma \) over a body of volume \( V \) can be calculated directly from the forces over the surface without solving the equilibrium stress distribution inside the solid \([29]\). In the simulations, the mean stresses inside a particle \( s \) due to hydrodynamic interactions on its surface is estimated by a sum of the local stress over all fluid nodes with a non-zero \( \epsilon_s \).

\[
\langle \sigma_{1,3}(s) \rangle(t) = \frac{1}{2V_s} \sum_{x} \epsilon_s \left( F_{1}(\mathbf{x}, t) r_j + F_{3}(\mathbf{x}, t) r_j \right)
\]  

(13)

Where \( \mathbf{r} = \mathbf{x} - \mathbf{r} \), is the vector from the center of mass of the particle to the point of action of force. Because the virtual fluid inside the particle is pinned to the movement of the solid matrix, the stresses evaluated inside the particle are negligibly small.

Similarly, but using a single term, mean stresses due to interactions \( F^{(s)} \) between particles \( s \) and particle \( u \), such as lubrication corrections, repulsion and friction, are evaluated as

\[
\langle \sigma_{1,3}^{(s)}(u) \rangle(t) = \frac{1}{2V_s} \left( F_{1}^{(u)}(t) r_j^{(c)} + F_{3}^{(u)}(t) r_j^{(c)} \right)
\]  

with \( r_j^{(c)} \) being the point of action on the surface of particle \( s \) relative to the particle’s center of mass.

2.5. Rigid body dynamics

Since non-spherical particles are also modeled, we employ a full rigid-body description of the dynamics of the particles \([30,31]\) for an introduction to rigid-body dynamics). The inertia tensor \( \mathbf{I}_b \) of each particle in the reference frame of the particle’s principle axes \( i, j, k \) and \( k \) is computed as a pre-processing step by first numerically evaluating

\[
I_{b,i} = \int_V \rho(\mathbf{r})(r_{p,j}^2 p_{,j} + r_{p,k}^2) \, dV
\]  

(14)

with \( \rho_{p,i} \) being a point in the particle reference frame and \( \rho(\mathbf{r}) \) being either \( \rho_{\text{solid}} \) or 0 depending on whether \( \mathbf{r} \) is inside or outside the particle, respectively.

The rotational state of a particle is represented using quaternions. This choice makes it necessary to derive rotation matrices from quaternions in order to compute inertia tensors and rotational states in the world frame, however, no numerical instabilities or drift occurs that are associated with the singularities of the rotation group \( \text{SO}(3) \) when using three angles to represent the rotational state.

Updates of the particle’s translational and rotational state are performed using the explicit generalized-\( \alpha \) method using the parameters proposed by Hulbert et al. \([32]\). The update is second-order accurate and parameters are such that non-physical high-frequency modes on the time-scale of the particle update are efficiently damped.

The algorithm for the translational state is as follows. First, the acceleration at the new time step \( t + \Delta t \) is computed as

\[
\dot{\mathbf{r}}(t + \Delta t) = \frac{\mathbf{F}/m - \alpha_m \mathbf{r}(t)}{1 - \alpha_m}
\]  

(15)

Additionally, the acceleration is evaluated at two different times between \( t \) and \( t + \Delta t \).

\[
\dot{\mathbf{r}}_p = \left( \frac{1}{2} - \beta \right) \dot{\mathbf{r}}(t) + \beta \dot{\mathbf{r}}(t + \Delta t)
\]  

(16)

\[
\dot{\mathbf{r}}_y = (1 - \gamma) \dot{\mathbf{r}}(t) + \gamma \dot{\mathbf{r}}(t + \Delta t)
\]  

(17)

Using these approximated accelerations, position and velocity of the particle are updated following

\[
\mathbf{r}(t + \Delta t) = \mathbf{r}(t) + \Delta t \dot{\mathbf{r}}(t) + \Delta t^2 \frac{\mathbf{r}(t + \Delta t)}{2}
\]  

(18)

The inter/extra-polation parameters are functions of a single damping parameter \( \lambda \).

\[
\alpha_m = \frac{2\lambda - 1}{1 + \lambda}
\]  

(20)

\[
\beta = \frac{5 - 3\lambda}{(1 + \lambda)^2(3 - 2\lambda)}
\]  

(21)

\[
\gamma = \frac{3}{2} - \alpha_m
\]  

(22)

The update of the rotational state has the same structure. In it, the inertia tensor plays the role of mass and its inverse in global reference frame can be computed as

\[
\mathbf{I}^{-1}(t) = R(\mathbf{q}(t)) \cdot (\mathbf{I}_b^{-1} \cdot R(\mathbf{q}(t)))
\]

(23)

where \( \mathbf{q}(t) \) is the quaternion describing the rotational state at time \( t \) and \( \mathbf{R} \) is the corresponding rotation matrix.

The angular velocity \( \omega \) and acceleration \( \alpha \) can be calculated as \( \omega = \mathbf{I}^{-1} \cdot \mathbf{L} \) and \( \alpha = \mathbf{I}^{-1} \cdot \mathbf{T} \), respectively, with \( \mathbf{L} \) and \( \mathbf{T} \) being the angular momentum and torque. The rotation matrix \( \mathbf{R} \) can be computed from the quaternion representing the rotational state of the particle.

2.6. Multiple Lees Edwards reference frames

Lees–Edwards boundary conditions are a common approach to simulate sheared flow in quasi infinite systems and are therefore the appropriate choice for studies of bulk rheological properties in the absence of walls. Implementation of Lees–Edwards boundary conditions in an LBM framework, however, introduces a limit on the shear rates as the fluid velocity, in lattice units, is bound to low Mach numbers. As a result, either the system size in velocity gradient direction or the Reynolds numbers are limited.

This limit can be shifted to \( N_t \) times larger shear rates by decomposing the domain into \( N_t \) Lees–Edwards layers in shear-gradient direction, each with their own reference frames where the above mentioned constraints apply (see Fig. 5). These reference frames are co-moving with the shear flow, with small velocities in lattice units. At the interface of these domains, Galilei transformations are applied as proposed in Wagner et al. \([33]\) for the LBM subsystem, and in Lorenz et al. \([15]\) where it also has been applied to suspended particles. Because fluid–solid boundary conditions were applied to LBM probability densities \( f \) in \([15]\) during the streaming step, interpolation and transformations had to be applied selectively to streamed \( f \)'s depending on whether they would bounce back into their original reference frame or not. In the current work, a node-local boundary condition is used and \( f \)'s can be streamed and transformed independently from fluid–solid boundary conditions which simplifies the situation significantly.

In order to complete a fully periodic boundary setup with multiple Lees–Edwards reference frames, the top interface of uppermost layer is linked to the bottom of the lowermost layer.
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The dynamical subcycling is applied to particle dynamics and the evaluation of all inter-particle forces including the lubrication corrections. Forces and torques from hydrodynamic interactions through the fluid field, which have no divergence and change rather smoothly on the fluid timescale $\Delta t_{\text{LBG}}$ (see Section 2.3), are estimated as a linear extrapolation using $F_{\text{LBG}}$ and $T_{\text{LBG}}$ evaluated at the last two full fluid timesteps. Other simple predictor schemes have been tested without observing significant deviations and we found that the method used here results in smooth hydrodynamic forces and torques.

The subcycling factor is evaluated and applied globally (i.e. for all particles). Extensions of this scheme where an optimal timestep is determined dynamically for each particle or particle pair are possible but would make synchronization of the particles necessary which would result in increased overhead for handling and communication in parallel simulations.

In this work, adaptive refinement of particle timesteps is based on Fourier “sensors” on the particles linear and rotational accelerations. Fourier modes of acceleration of particles are tracked, and if onsets of oscillations in the time signals of acceleration are found, the particle timesteps are reduced or increased accordingly. Adaptation of the particle timesteps is done by observing simple estimates of the first four high-frequency coefficients $c(t)$ of a simple discrete Fourier series using the last $h_{\text{max}} = 4$ values of translational and rotational particle acceleration, $a(t)$ and $\omega(t)$, which need to be stored and updated for each particle at each particle time step. The coefficients for translational accelerations are determined as

$$c_p^2(k) = \sum_{h=0}^{h_{\text{max}}-1} a_p(t-h) \cos \left( \frac{2\pi k h}{h_{\text{max}}} \right)$$

and in a similar way for the rotational accelerations $\alpha_p$.

The maximum coefficient $c_{\text{max}}(t)$, which is determined over all particles, wave numbers $k = 1$,$h_{\text{max}}$, and acceleration types $a$ and $\alpha$, is then used to set the new timestep according to

$$\Delta t_{\text{solid}} = \left( \frac{c_{\text{ceiling}}}{c_{\text{max}}(t)} \right)^e \Delta t.$$  

In it, $c_{\text{ceiling}}$ defines the maximum tolerated Fourier coefficient. For the simulations in this work, we find that $c_{\text{ceiling}} = 10^{-8}$ (in simulation units) results in a good compromise between fast integration (with large timesteps) and stability (small timesteps). The exponent $e$ in Eq. (25) defines how fast the timestep is changed. We found that $e = 0.05$ is an appropriate choice to adapt the timestep quick enough to suppress numerical oscillations that build up in situations with stiff particle interactions on one hand, and slow enough to prevent overshooting in this adaptive scheme on the other.

In Fig. 6, normalized histograms of the particle substeps per fluid timestep in simulations for three cases (a) only hydrodynamic forces, (b) hydrodynamic forces and contact forces, (c) hydrodynamic, contact and frictional forces, where $\phi = 0.5$, $\gamma = 10^5 s^{-1}$. The $Y$ axis has been normalized by the sample sizes of the respective cases.
that there is no steady state numerical solution for a purely viscous flow. This is because there is no other way for a gap between particles to bear compressive load than to shrink, which leads to increasingly smaller gaps, diverging lubrication interactions, and an increase of the particle timestep subcycling. Because in flowing systems the interactions between particle pairs (compressive, tensile) will change during the evolution of the microstructure on finite time-scales, typical particle gaps have a finite lower limit and the subcycling stays finite. We also observed situations in which the subcycling became so heavy that within finite computing time we could not judge whether the system was still flowing or (physically) jammed. In the next case, where contact forces are added, we observe that particle subcycling is significantly reduced as expected. Finally, when friction is also introduced into this system, it is observed that the subcycling increases again as a consequence of frictionally arrested particles, its associated dissipation, and consequently smaller inter-particle gaps.

2.8. Parallelization

The simulation code is written in modern Fortran (F2008) and parallelized using three different approaches. In shear-gradient direction the computational domain is decomposed into subdomains with their own reference frame as described in Section 2.6 that are handled by one MPI process each. These MPI processes can be distributed over a number of compute nodes. Galilean transformations of the LBM and particle subsystems are applied during the communication step. Communication envelope of the D3Q19 LBM subsystem is 1.5x wide while for the particle system it is chosen such that all information is available for interaction of particle pairs that lie across an interface. Within each subdomain (i.e. MPI process) computation of the LBM subsystem including mapping of the particles onto the lattice and FSI is carried out on GPGPU's using OpenCL (through the OpenCL wrapper [36]). Running multiple MPI processes per compute node allows to use multiple GPU cards on each node. The locality of LBM on a structured grid of thousands to millions of nodes and the node-local FSI method (see Section 2.3) is well suited for GPU computing, see e.g. [37]. For pure single-phase fluid problems a speed-up of about 20 can be achieved through OpenCL parallelization on a Nvidia GTX1080, including all overhead such as host-GPU communication which takes approximately 20% of the total execution time, compared to a similar implementation on one core of an Intel i7-4770K CPU. The computations of particle-particle interactions and dynamics are distributed over multiple OpenMP threads on the host CPU using the standard approach of spatially binning particles into grid nodes of the size of at least the maximum interaction range (reducing the \( N_p^2 \) scaling of the many-body problem to \( N_p N_m^2 \) with the total number of particles \( N_p \), the number of grid nodes \( N_m \), and the average number of particles per grid node \( N_m \)). The number of particles per subdomain is too low (max a few hundred) and the interaction neighborhood of moving particles is too unstructured to gain any speedup from using GPUs for the particle subsystem. Also, most of the computations on GPU (LBM, FSI) and CPU (particle interactions, dynamics) can run in parallel this way. Naturally, the load on the CPU scales with the momentary particle timestep subcycling factor while the GPU load from the fluid subsystem with a constant timestep stays practically constant, so in case of jammed dense suspensions the load on CPU can increase far beyond the GPU load. Since the subdomains do not change their size during a simulation, inhomogeneous distributions of particles can potentially lead to load imbalances between subdomains [38,39]. This was not observed for the dense systems studied in this work. The complexity of the physical system, adaptive numerical solvers and the parallelization scheme results in various non-trivial dependences influencing parallel performance which will be discussed in a future publication.

3. Results

3.1. Spherical particles

Simulations of shear thickening suspensions were performed on a system 64 \( \mu \text{m} \times 48 \mu \text{m} \times 64 \mu \text{m} \). The diameter of the particles were distributed in a binormal distribution with peaks at 8 \( \mu \text{m} \) and 11.2 \( \mu \text{m} \), with a standard deviation of 0.1 \( \mu \text{m} \). This distribution of particles with a size ratio of 1.4 is commonly used in the literature to avoid ordering and crystalization effects found in monomodal distributions [10,40,41]. For simulating dense suspensions, the volume fraction \( \phi \) is varied between 0.4 and 0.56, resulting in number of particles in the system ranging between 180 and 250 depending on the volume fraction. The shear rates are varied between 1/s and 1000/s. The particles have a contact interaction distance of 0.01a \( \approx 0.1 \mu \text{m} \). The critical load value for friction was set to 0.2 \( nN \) so as to have frictional contacts around a shear rate of 10/s for \( \phi = 0.56 \). The relevant simulation parameters are given in Table 1.

<table>
<thead>
<tr>
<th>System parameters used for simulation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>\begin{align*}</td>
</tr>
</tbody>
</table>
| System dimensions & 64 \mu \text{m} \times 48 \mu \text{m} \times 64 \mu \text{m} \\
| Particle size & 8 \mu \text{m} \ (50\%), \ 11.2 \mu \text{m} \ (50\%) \\
| Particle standard deviation & 0.1 \mu \text{m} \\
| Static friction coefficient (\( \mu_s \)) & 1.0 \\
| Kinetic friction coefficient (\( \mu_k \)) & 1.0 \\
| Contact interaction distance (\( h_{\text{contact}} \)) & 0.1 \mu \text{m} \\
| Contact repulsion coefficient (\( c \)) & 10^{-3} \text{N m} \\
| Critical Load (\( F_{\text{cl}} \)) & 0.2 \text{nN} \\
| Fluid Viscosity (\( \eta_f \)) & 1.002 \times 10^{-3} \text{Pa s} \\
| Max. Strain & 10 \\
| \Delta x_{\text{min}} & 1 \mu \text{m} \\
| Lubrication correction threshold gap (\( h_t \)) & 1 \mu \text{m} |
| \end{align*} |

We compared the viscosity at near zero shear rates against the Krieger–Dougherty prediction for zero-shear viscosity [42] for spherical particles:

\[
\eta_r = \left( 1 - \frac{\phi}{\phi_{\text{max}}} \right)^{-2.5 \phi_{\text{max}}} \tag{26}
\]

where \( \eta_r \) is the relative viscosity and \( \phi_{\text{max}} \) is the maximum packing fraction. A maximum packing fraction of \( \phi_{\text{max}} = 0.646 \) was calculated for the bimodal distribution as shown by Dames et al. [43], instead of the random close packing \( \phi_{\text{rcp}} = 0.64 \) for monomodal distributions. The results of the simulations match the Krieger–Dougherty predictions quite well (see Fig. 7). In the limit of small \( \phi \), the Krieger–Dougherty relation as well as the numerical results converge to Einstein’s viscosity [44,45] \( \eta_r = 1 + 2.5 \phi \) (data for \( \phi < 0.2 \) not shown).

At lower shear rates, the system stays in a Newtonian flow regime where the viscosity remains constant over the shear rates. The system shear thickens at higher shear rates, as evident from Fig. 8. For lower volume fractions, we observe a continuous increase in the relative viscosities, signifying CST, and at higher volume fractions, we observe orders of magnitude increase in relative viscosities over a small shear rate change, characteristic of DST. These results are in agreement with the results of Mari et al. [10].

3.2. Non spherical particles

Simulations of shear thickening were performed for non spherical particles created by overlapping 5 spherical particles (see Fig. 1). The longest diameter of the non spherical particles adhere
spherical particles in suspensions. A quaternion based description of the particle dynamics is used to simulate the motion of non spherical particles effectively. Explicit lubrication corrections are applied, and particle timestep sub-cycling is used to ensure numerical stability and accuracy. Noble–Torczyński method, which overcomes the limitations of the Ladd’s method is used for the fluid structure interaction. Lubrication benchmarks for Noble Torczyński method is presented for the first time. Finaly, shear simulations were performed on both spherical and non spherical particles and shear thickening was observed in both the cases. The model opens the possibility to explore shear thickening in different systems by virtue of its efficiency, accuracy and robustness. It is possible to add more interactions to the model (electrostatic, magnetic) between the particles to simulate different types of suspensions. These works are underway [48] and will be discussed in the following publications.
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