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1
Introduction

1.1 The urgency for energy e�ciency

Information and communication technology (ICT) is embedded in human lives
more than ever. That has resulted in a growing demand for energy in the ICT
sector. The increasing number of mobile users and desktop users con�rms this
new trend. Statistics show that the number of ICT users reached 3.6 billion in
2015. On top of that, the average time that each user spends every day to use
electronic devices, which is around 5.6 hours [54], almost doubled from 2008 to
2015. In 2012, ICT alone consumed about 900TWh of electricity, which is higher
than the electricity consumption of Japan in the same year [1, 244]. Researchers
estimated that ICT will account for about 2.5% of the total energy consumption
by 2020 [66].

Figure 1.1 represents the breakdown of the electricity consumption for the
main categories of the ICT sector in the years 2012 and 2017 [64]. The categories
that contribute the most to the total energy consumption of the ICT sector are
namely communication networks, data centers, personal devices and infrastruc-
ture manufacturing. The �gure highlights the trend on the growth of contribution
of data centers and communication networks over the years. This con�rms the
fact that many service providers have moved to the cloud.

Today, mobile devices are acting as interfaces to the cloud. Mobile users
bene�t from various software services running in the cloud data centers with
their portable devices, which do not necessarily have high computational power.
Higher energy e�ciency is the target for both the cloud computing and the mobile
computing �elds. In mobile computing, the aim is to extend the battery life of
the portable devices as they have limited energy stored in their batteries. On
the other hand, the primary concern for the cloud is the amount of consumed
energy. Cloud providers try to maximize the total energy e�ciency of their data
centers. For example, U.S. Environmental Protection Agency reported that the

1
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Chapter 1. Introduction

cost of data centers alone was$4.5 billion in 2006 [45].

Figure 1.1: The energy consumption breakdown for the ICT sector in 2012 and 2017 based on [64]

Di�erent solutions have been proposed regarding improving energy e�ciency
in various �elds (including mobile computing and cloud computing). However,
�eld-speci�c solutions do not always improve the total energy e�ciency of sys-
tems that are composed of di�erent technologies in di�erent �elds. Suppose we
have a cyber-foraging system1. If we implement a solution that focuses only on
the components in the mobile, then we can not necessarily globally ensure im-
provements for the system. Globally optimal solutions are more in
uential than
locally optimal ones as they take the whole life-cycle of the target system into
account.

1.2 The role of software architecture

Software de�nes how systems infrastructures should be utilized. Accordingly,
in the case of ine�ciencies in infrastructures utilization, one should investigate
the running software. It is important to note that infrastructures themselves
have a role in the energy e�ciency of software systems, and many vendors and

1Cyber-foraging is a technique to extend the resource limitations of mobile devices. In cyber-
foraging systems, mobile computing techniques and cloud computing techniques are combined
either to perform computation-intensive tasks or to store large amounts of data [260]. More
information is provided in Chapter 5.

2
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researchers have introduced new techniques to save energy on hardware [125]
[128]. However, the in
uence of ine�cient software can spread to the whole
(even energy e�cient) infrastructure, which can negate the total e�ciency level.
Therefore, energy e�ciency solutions should be applied to the software. Software
architecture is the right instrument for this purpose because it can primarily carry
over the design decisions that empower the software towards ensuring energy
e�ciency at runtime.

A wide range of studies approaches the problem of energy e�ciency at the
infrastructure level. For instance, [238, 240] and [173] focus on optimizing the
routing strategies to minimize the energy consumption of network connections
in data centers. In addition, dynamic voltage scaling (DVS) and vary-on/vary-
o� (VOVO) mechanisms are commonly deployed in server clusters [81, 120] and
data center networks [223]. Although the provided solutions show improvements
in energy e�ciency, they are technology-speci�c and system-speci�c. These so-
lutions remain disconnected from the software design aspects. Software design
must embed the software with the intelligence to react to runtime changes regard-
ing energy e�ciency. Software must be able to deploy energy e�ciency solutions,
assess their impact on system qualities at runtime, and if needed, decide on
infrastructural or architectural recon�guration. In this thesis, we argue and ulti-
mately demonstrate that enabling self-adaptability of software can help steering
the infrastructure-level solutions to meet quality requirements, such as energy
e�ciency.

1.3 Self-adaptability as the key solution

Self-adaptability is the ability of a system to function as expected in the presence
of runtime changes in user requirements and operating conditions. A change-
proof software architecture can self-adapt itself and its underlying infrastructure
based on new/emerging situations. Salamaet al. propose a taxonomy to describe
various facets of architectural stability [213]. One dimension of architectural sta-
bility is behavioral stability, which corresponds to the self-adaptability property.
The challenge is to create software systems that are externally stable in their
behavior and are internally self-adaptive. Self-adaptability could be enabled for
both functional requirements and quality requirements. Self-adaptation can in
particular help in situations where requirements have potential con
icts by mak-
ing runtime trade-o�s.

Some approaches have been presented to allow runtime self-adaptation in
di�erent �elds. For instance, in the mobile computing �eld, Floch et al. intro-
duce MADAM (mobility- and adaptation-enabling middleware). MADAM can
replace components of mobile applications at runtime [95]. In another example,
the SAFDIS (Self-Adaptation For DIstributed Services) framework focuses on

3
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runtime adaptation of service-based applications running in distributed environ-
ments [99]. The existing approaches mostly implement the MAPE-K (Monitor-
Analyze-Plan-Execute) model [46], which presents the self-adaptation function-
alities at runtime.

Although there are studies that optimize energy e�ciency by runtime self-
adaptation, there is no guideline for software architects on how to deploy them
at design time. Software architects need reusable architectural mechanisms. They
should be able to compare possible architectural mechanisms qualitatively and
quantitatively to make the best �tting design decisions.

1.4 Research Questions

As said before, improvements on energy e�ciency should and will attract more
of the e�ort of software architects and software engineers. To ensure energy
e�ciency of software systems over time (a.k.a environmental sustainability), self-
adaptability must be enabled, such that unexpected changes to energy consump-
tion can be recovered at runtime. In this thesis, we target the relationship be-
tween energy e�ciency of software systems and their self-adaptability with our
main research question (RQ) as follows:

RQ: How can we improve energy e�ciency of software systems by
enabling self-adaptation?

To answer this question, we �rst need to understand the state-of-the-art in
the �eld. We explore the existing approaches that investigate the link between
energy e�ciency and self-adaptability, i.e. they enable self-adaptation of software
systems for the purpose of higher energy e�ciency. The categorization of the
existing approaches will reveal a set of reusable approaches and techniques as a
reference guide for selection in various types of software systems. Additionally,
we can spot the gaps in improving energy e�ciency through self-adaptation.
Therefore, we de�ne our �rst sub-question as follows:

RQ1: What are the emerging approaches in the �eld of energy-
e�cient self-adaptation?

Once we identi�ed a reusable set of approaches highlighting self-adaptability
and energy e�ciency of software systems, we explore both bottom-up and top-
down approaches to guide software architects and system engineers. The former
highlights the impact of infrastructure-speci�c solutions on the energy e�ciency
of the running software systems, while the latter considers energy e�ciency so-
lutions that target the software design. With answering our next sub-questions,
we aim to position the role of each approach type in the big picture of energy
e�cient self-adaptive software systems.
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As for our bottom-up approach, we turn our focus on systems infrastructures,
in particular software-de�ned infrastructure, which can realize self-adaptability
with the means of programmability, if utilized to their optimal potential. With
the help of programmable infrastructures, software systems can be fully in charge
of their resources consumption. Computer networks have shown high potential
for improvements in energy savings of software systems. Therefore, we �rst gather
insights on existing networking solutions in cloud-based environments. Our �nd-
ings will characterize optimization algorithms that are employed to program the
systems infrastructure at runtime. Optimization algorithms perform as connec-
tors between software and hardware, in which they schedule the utilization of the
infrastructure in the most energy e�cient way. As our next step, we develop an
optimization algorithm, which we evaluate its quanti�able impact in a controlled
experimental environment.

RQ2: How can software-de�ned infrastructure help increasing en-
ergy e�ciency of software?

ˆ RQ2.1: What are energy e�cient solutions for networking in the cloud?

ˆ RQ2.2: How can optimization algorithms utilize infrastructure in an energy
e�cient way?

As for our top-down approach, we aim our attention at software design. We
look at design decisions that consider energy e�ciency of software systems. For
that purpose, we identify self-adaptation architectural tactics that can be em-
ployed in di�erent usage contexts. We design a number of simulation-based
and empirical experiments to quantitatively measure the e�ectiveness of self-
adaptation tactics on improving energy e�ciency. Our results can serve software
architects as reference guides. We show in a domain model which concepts should
be taken into account to build a self-adaptive software system, and how such con-
cepts are related.

RQ3: Can we guide architectural tactics to ensure energy e�ciency
of software systems?

ˆ RQ3.1: How can we evaluate the e�ectiveness of the self-adaptation archi-
tectural tactics in di�erent usage contexts?

ˆ RQ3.2: Which architectural tactics can ensure energy e�ciency of software
systems?

1.5 Research Methods

To answer our research questions we use a number of commonly-applied research
methods:

5
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ˆ Systematic Literature Review: This research method focuses on collecting
and analyzing relevant studies in a systematic procedure [141]. We use this
method to �nd the research gaps and the emerging approaches objectively
in Chapters 2 and 3. We start from the research questions to de�ne our
search queries. Executing the search query in search engines and �ltering
out irrelevant studies result in the list of primary studies, which are further
analyzed.

ˆ Simulation-based and Empirical Experimentation: This research method is
based onquasi-experimentation[31], in which subjects are pre-selected with
no randomization. We plan our experiments in terms of variable selection
and hypothesis formulations. To study the objects of our experimental
studies, we bene�t from both simulation-based and empirical experimen-
tations. in Chapter 4 we run simulation-based experiments to evaluate
our optimization algorithms in terms of energy e�ciency of the network-
ing component. Chapter 5 uses empirical experimentation to investigate
cyber-foraging architectural tactics for surrogate provisioning in terms of
their energy e�ciency and resilience. In Chapter 6, we employ both types
of experimentation namely, simulation-based and empirical to assess our
self-adaptation framework, which combines software architectural tactics
with optimization algorithms. With empirical experimentation, we study
the patterns of resource consumption in some well-known mobile applica-
tions. Then, we use the collected data as input in our simulation-based
framework to evaluate energy e�ciency of mobile apps.

ˆ Conceptual Modeling Method: We partially follow the steps introduced in
the KISS method for object orientation [143]. This method aims at mod-
eling the relevant concepts for a speci�c domain. We apply this method to
scope the domain of self-adaptation, as described in Chapter 7.

1.6 Thesis at a Glance

Figure 1.2 represents the overview of the thesis, including the correspondence
between the research questions and the research methods in the chapters. We
conduct a systematic literature review to answer RQ1 in Chapter 2. The re-
sults of the review lead us to our next research questions. With RQ2 we focus
on software-de�ned infrastructure as an essential element to achieve energy e�-
ciency. Chapter 3 targets RQ2.1 speci�cally by means of a systematic literature
review. It identi�es the trending solutions to make cloud-based networks more
energy e�cient. To answer RQ2.2, we introduce optimization algorithms for
cloud-based networks and compare them with the commonly deployed algorithms
in Chapter 4.

6
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The results of the two systematic literature reviews help us formulate self-
adaptation architectural tactics. In Chapter 5 we evaluate the self-adaptation
architectural tactics in the context of cyber-foraging applications. Chapter 6
focuses on mobile applications that are equipped with self-adaptation tactics.
We run simulation-based experiments to compare such mobile applications in
terms of energy e�ciency and other quality requirements. Finally, in Chapter 7,
we provide a domain model for self-adaptive software systems. We show all the
relevant concepts and their relations that are essential for a seamless adaptation
for the purpose of ensuring energy e�ciency in any software system.

Figure 1.2: The overview of the thesis, including the chapters, the research questions and the research
methods

7
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1.7 Publications

All chapters of this thesis are peer-reviewed publications. The �rst author has
designed, implemented and performed the studies. The interpretation of the
results are done with the help of the other contributing authors.

ˆ Chapter 2 (published): Alizadeh Moghaddam, F., Lago, P., Christina
Ban, I., \Self-adaptation Approaches for Energy E�ciency: a Systematic
Literature Review", In 2018 IEEE/ACM 6th International Workshop on
Green And Sustainable Software (GREENS) (pp. 35-42), IEEE, 2018.

ˆ Chapter 3 (published): Alizadeh Moghaddam, F., Lago, P., Grosso, P.,
\Energy-e�cient Networking Solutions in Cloud-based Environments: A
Systematic Literature Review.", ACM Computing Surveys (CSUR) 47.4:
64, 2015.

ˆ Chapter 4 (published): Alizadeh Moghaddam, F., Grosso, P., \Linear Pro-
gramming Approaches for Power Savings in Software-de�ned Networks.",
NetSoft Conference and Workshops (NetSoft), IEEE, 2016.

ˆ Chapter 5 (published): Alizadeh Moghaddam, F., Procaccianti, G., Lewis,
G. A., Lago, P., \Empirical Validation of Cyber-Foraging Architectural
Tactics for Surrogate Provisioning", Journal of Systems and Software, 2017.

ˆ Chapter 6 (published): Alizadeh Moghaddam, F., Simaremare, M., Lago,
P., Grosso, P., \A Self-adaptive Framework for Enhancing Energy E�ciency
in Mobile Applications", Sustainable Internet and ICT for Sustainability
(SustainIT), 2017.

ˆ Chapter 7 (published): Alizadeh Moghaddam, F., Deckers, R., Procca-
cianti, G., Grosso, P., Lago, P., \A Domain Model for Self-adaptive Soft-
ware Systems", Proceedings of the 11th European Conference on Software
Architecture: Companion Proceedings, ACM, 2017.
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2
Energy-E�cient Self-Adaptive Software

Systems - A Systematic Literature Review

The increasing energy demands of software systems have set an essential software
quality requirement: energy e�ciency. At the same time, the many contextual
changes faced by software systems during execution can hamper their functionality
and overall quality. To address both problems, self-adaptation approaches can
empower software systems, at both design-time and runtime, to adapt to dynamic
conditions. In this way, software systems can be more resilient to failure, hence
more trustful to satisfy the demands of modern digital society. In this chapter, we
perform a systematic literature review to study the state-of-the-art on existing self-
adaptation approaches for energy e�ciency. We analyze the identi�ed approaches
from three di�erent perspectives, namely publication trends, application domains,
and types of software systems. Our �ndings can help solution providers to make
guided decisions to enable self-adaptability in designing and engineering software
systems. The detailed analysis of the existing self-adaptation strategies and the
emerging approaches in this �eld provide us with the answers to RQ1.

2.1 Introduction

Energy e�ciency is attracting increasing attention. The ever-increasing demand
for more energy has urged the European Commission to identify energy e�ciency
as the primary quality requirement for achieving sustainability objectives, which
is pointed out in its energy e�ciency plan 2011 [61]. Information and communica-
tion technology (ICT) contributes to the total energy consumption signi�cantly.
Only in 2012 ICT consumed approximately 920 TWh, which is around 4.7% of the
total produced electricity [62]. Software and hardware technologies as the main
ingredients of ICT play an essential role in de�ning the level of energy e�ciency
of ICT. To improve energy e�ciency both software and hardware technologies

9
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can be targeted. However, software technologies determine the way hardware
is exploited [200], and as such can have a more dominant in
uence on reaching
e�ciency goals compared to hardware technologies.

Modern software systems cope with many contextual changes during execu-
tion, such as changes in environmental conditions and user requirements. Self-
adaptability must be enabled for such systems to guarantee the achievement of
functional and non-functional requirements. With self-adaptability, software sys-
tems can detect unexpected runtime changes and recover from those with avail-
able adaptation con�gurations. Runtime self-adaptation has been described in
the MAPE model in the form of four main functionalities [46]: Monitor , Analysis,
Plan, and Execute. These functionalities must be realized in a loop to enable an
autonomic adaptation to a runtime change. There are a number of studies explor-
ing self-adaptation approaches for software systems [146, 167, 263]. In this work,
however, we are especially interested in self-adaptation approaches aimed to im-
prove energy e�ciency. Accordingly, we study pre-existing approaches to uncover
the link between self-adaptability and energy e�ciency in software systems. We
perform a systematic literature review (SLR). The resulting primary studies are
analyzed, and the �ndings are presented as a guideline including categorizations
along various perspectives. As a result, we believe that a wide range of solution
providers (from software architects to system engineers) can bene�t from this
guideline by adopting the best-�tting approaches depending on their own speci�c
requirements. We gather our �ndings around the notion of approaches, which
are reusable generic sets of operations. Approaches, in turn, can be adopted
and specialized intosolutions, which are technology-oriented and system-speci�c.
Our results reveal the current and the possible future focus of software solution
providers on di�erent approach types.

The rest of the chapter is organized as follows. Section 2.2 describes the
research method we follow. In Section 2.3, we present the analysis of the identi�ed
primary studies. This relies on a meta-model illustrating the relevant information
extracted from the primary studies. Section 2.4 introduces the �ndings and
their categorization. We discuss our main observations in Section 2.5, and the
threats to validity are explained in Section 2.6. Related work on self-adaptation
approaches and energy e�ciency improvements is presented in Section 2.7, and
Section 2.8 concludes the chapter.

2.2 Research Method

We conducted an SLR to objectively select the primary studies to base our anal-
ysis on. According to [141], an SLR can be organized in four main steps:

1. Research Question Identi�cation: The main goal of this SLR is to review

10
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the existing self-adaptation approaches aimed to improve energy e�ciency
of software systems. We achieve this goal by formulating the following
research questions:

ˆ RQ1 . What are the types of approaches emerging over time? By
answering this research question we aim at characterizing the intensity
of scienti�c works targeting self-adaptation approaches over the years.
This may help evaluate possible trends in the coming years.

ˆ RQ2 . How can we categorize the application domains of the ap-
proaches? The answer to this question will help identify which types
of approaches can be more suitable for which domains.

ˆ RQ3 . How can we categorize the types of software systems targeted
by past research studies? The answer to this question maps the
approaches to the types of software systems, namely data-intensive
or computation-intensive. This will help selecting better �tting ap-
proaches for a given type of software system and with speci�c quality
requirements.

The research questions should be answered by extracting the relevant infor-
mation from the primary studies. Identifying the research questions helps
us with the next steps, to select and assess the primary studies.

2. Search Strategy Planning: Thanks to its accessibility, we have selected
Google Scholar as the source of relevant studies in our study. To run the
search, we have constructed a search query with speci�c syntax suitable for
Google Scholar:

(\(energy OR power) (e�ciency OR e�cient OR saving)") AND (\self-
adaptive (software OR system OR framework)" OR \(software OR system
OR framework) self-adaptation" OR \self-adaptive application")

We started with 687 studies as the result of the search query1. The rel-
evant studies are retrieved if they contain the keywords set up to cover
the research question. To ensure the e�ectiveness of our query, we checked
the results against a list of pilot studies that we identi�ed based on our
knowledge of the �eld. Pilot studies are in fact primary studies that should
appear among the results of the query execution.

3. Study Selection: We assessed the retrieved studies according to our inclu-
sion and exclusion criteria, which are summarized in Table 2.1. For e�-
ciency reasons, we performed the assessment in three rounds: title-based,
abstract-based, and body-based. In each round, a number of irrelevant

1The search query was executed in Google Scholar on January 29, 2018.
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studies were excluded, and the remaining studies were used as input for the
next round. The last round resulted in 95 primary studies, which we have
used for analysis.

Table 2.1: Our inclusion and exclusion criteria to assess the retrieved studies

# Criterion Description
Inclusion Criteria

I1 The study is writ-
ten in English.

For readability purposes, we include only
studies that are in English.

I2 The study is peer-
reviewed.

We ensure the quality of the primary studies
with selecting only from peer-reviewed stud-
ies.

I3 Self-adaptability is
investigated in the
study.

Self-adaptation approaches are the focus of
our study. We investigate approaches enabling
self-adaptability in software systems at di�er-
ent levels (from software design to system en-
gineering)

I4 The main focus of
the study is energy
e�ciency.

The objective of the studies is to improve on
energy e�ciency. We also take into account
other energy-related concepts, such as power
e�ciency and energy consumption.

Exclusion Criteria
E1 The body of the

study is not avail-
able.

The body text of the studies must be avail-
able. We exclude the studies that cannot be
retrieved publicly. It should be mentioned
that with our university license, we can ac-
cess top journal publications and conference
proceedings.

E2 The study does not
provide a solution.

The studies must contribute a solution to the
�eld. For instance, we exclude discussion
studies that do not provide self-adaptation so-
lutions for energy e�ciency.

E3 The study does not
contribute to the
link between energy
e�ciency and self-
adaptability

We exclude the studies that do not investi-
gate the link between energy e�ciency and
self-adaptability.

4. Primary Studies Management: During the study selection phase, we used
Google Scholar, in which we could assign customized labels to each retrieved

12
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Figure 2.1: The metamodel presenting the concepts and their relations extracted from the primary
studies

study. During the analysis phase, we used an Excel sheet to store relevant
information extracted from each primary study.

2.3 Data analysis

We used the coding method [236] to systematically analyze the primary studies.
Accordingly, one assigns codes that emerge from the text in each primary study.
The codes help compare and discover the similarities between the primary studies.
We categorize the extracted codes further to identify more generic concepts. This
process resulted in the metamodel (see Figure 2.1) that illustrates the uncovered
concepts and their relations. Among them we identify �ve main classes:

ˆ Objective: This is the goal that each study aims to achieve, whether it is
linked to self-adaptability, energy e�ciency, or both. Energy-related objec-
tives and self-adaptability objectives indicate the two types of objectives
that have been addressed. Objectives must be speci�ed before initiating
the process of forming approaches. At a higher level, objectives can arise
from a �nancial issue. For instance, an organization wants to lower the
energy bills. Thus, its objective can be minimizing the energy consump-
tion of its infrastructure, which is an energy-related objective. In another
example, for resource-scarce environments, the e�cient utilization of com-
puting resources is a necessity. In these cases, software systems have the
self-adaptability objectives. It should be noted that as a by-product the
energy e�ciency of such systems improves.

ˆ Constraint : This is a limitation to customize approaches due to environ-
mental conditions and user requirements. For example, �nancial limitations

13
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can narrow down the range of possible approaches to be adopted. Con-
straints can be zoomed in to more details and restrict a selected approach.
For instance, if the users of an application have strict requirements on the
output performance, then the energy-related solutions can only hinder per-
formance up to a certain level.

ˆ Approach: This is a viewpoint for solving the stated problem in the primary
studies and achieving the objectives. An approach comprises an ordered set
of (usually high-level) operations designed to deliver the proposed solution.
It is a process of working through the details of a problem to realize the
proposed solution. With an example we can describe an approach and its re-
lation to a corresponding solution. Assume there is a data center framework
that aims to optimize allocation of resources for input workload, which can
have a varying pattern during execution. A possible approach to enable
self-adaptability for such framework is to implement pattern recognition
models that can identify the pattern of each workload, and dynamically
select the optimum allocation plan. A solution for this example could be
the speci�c recognition algorithms implemented in the framework.

We identify two types of approaches in the primary studies: software design
approachesare concerned with the design of software systems throughout
their entire life-cycle; system engineering approaches, instead, focus on run-
time system-level adaptation con�gurations.

ˆ Solution: This is a speci�c low-level method to solve a problem. Solutions
realize approaches, which are generic and applicable for target software
systems. For instance, in cyber-foraging an implemented code partitioning
algorithm is a self-adaptation solution, while the approach is \to o�oad the
computation".

ˆ Evaluation Technique: This is a technique adopted to evaluate the outcome
of the proposed solution in each primary study. The evaluation technique
determines the degree of improvement on energy e�ciency when the self-
adaptation solution is applied. A wide range of techniques has been used
in our primary studies, such as qualitative discussions, mathematical for-
mulations, empirical experiments, and simulation experiments.

2.4 Results

The analysis of the primary studies helps answer our research questions. The an-
swer to the research questions will help software architects and software engineers
to choose the best �tting approaches for their software systems.
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RQ1. What are the types of approaches emerging over time?
As mentioned before, we have identi�ed two types of approaches, namely software
design approaches (SDA) and system engineering approaches (SEA). Some pri-
mary studies propose solutions that realize both types of approaches (SEA+SDA).
Figure 2.2 shows the distribution of each type of approaches in the list of our
primary studies throughout the years.

Figure 2.2: The emerging trend of the adopted approaches through-
out the years. Di�erent colors indicate di�erent types of approaches,
namely software design approaches (SDA), system engineering ap-
proaches (SEA), and both (SEA+SDA).

As shown in the
�gure, there is a grow-
ing trend for the both
SEA and SDA ap-
proach types until 2014,
when we witness a
peak in adoption of
the SEA and SDA
types. The second
peak is in 2017, in
which all the types of
approaches have been
investigated.

Mostly, the ap-
proach type SEA is
adopted more than
other types in each
year. We see that
only in 2012 and 2015,
the primary studies turn their attention more towards the type SDA. This means
that a lot of e�ort has been devoted to system engineering approaches in order
to realize runtime adaptation. Many scheduling algorithms and infrastructure
con�guration mechanisms are implemented at this stage. We expect to see an
increase in growth for all types of approaches in the coming years.

An example for type SEA is introduced in [185]. They provide a self-adaptive
framework that adjusts cluster con�gurations during runtime, to cover hetero-
geneity and cluster status variations. The framework has built-in learning al-
gorithms to compare current and previous con�gurations, and predict cluster
performance. All the MAPE functionalities are realized by including essential
components such as a monitoring network, a dynamic predictive model, and a
runtime scheduler.

Di�erently, Perez-Palacin et al. [195] present an approach of type SDA. They
introduce a reference architecture, or an adaptation framework, based on a three-
layer software architecture for self-managed systems. The reference architecture
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uses model-driven techniques to transform design patterns into di�erent Stochas-
tic Petri Nets subnets.

Figure 2.3: The distribution of the types of the self-adaptation ap-
proaches in di�erent application domains.

We have identi-
�ed a few studies
of type SEA+SDA.
For instance, Cioara
et al. [60] pro-
pose a methodology
for energy-aware man-
agement in data cen-
ters. They have de-
�ned an ontological
model for represent-
ing the key indica-
tors in data centers,
namely energy and
performance. The
model helps calculate
the level of energy e�-
ciency in data centers
at runtime and apply
recon�gurations when needed.

Figure 2.4: The distribution of types of software systems targeted by
the primary studies.

RQ2. How can
we categorize the
application domains
of the approaches?
The self-adaptation ap-
proaches are generic
guidelines that can be
applied to di�erent do-
mains. From the pri-
mary studies we iden-
tify several application
domains the approaches
are customized for. Fig-
ure 2.3 shows the pop-
ularity of each type
of self-adaptation ap-
proaches for di�erent application domains. The cloud computing domain has
bene�ted the most from the all types of approaches. The second popular do-
mains are computer systems and wireless sensor networks (WSN), in which many
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approaches focus on runtime resource optimizations. In particular, the limited
battery life of sensors in WSN has motivated a lot of e�ort on runtime adapta-
tions. In general, we can see from the �gure that the approaches of the type SEA
are usually proposed for speci�c domains. The reason is that these approaches
are mostly technology-driven, and hence domain-dependent.

Another observation is that many of the proposed approaches are not pro-
posed for a speci�c domain. We label these approaches asDomain-independent
that enable self-adaptability from a general-purpose point of view. For instance,
a primary study that introduces an online learning algorithm to make dynamic
adaptation decisions falls under this category. The domain-independent category
itself can be sub-categorized into more detailed categorizations such as require-
ments engineering, software design, and optimization algorithms. It should be
noted that general-purpose approaches are mostly from type SDA focusing on
self-adaptation software architecture.

Type SEA+SDA has been speci�ed for the cloud computing domain. This
domain has attracted the highest number of approaches, which is an indicator of
the the maturity of the cloud computing domain in general. Table 2.2 illustrates
the primary studies focusing on each application domain.

RQ3. How can we categorize the types of software systems targeted
by the primary studies?
The ratio between the size of computed data and the size of computing power
can show the types of software systems, which are namely, data-intensive and
computation-intensive. Most primary studies do not specify a system type, clas-
si�ed as Type-independent. Figure 2.4 shows the classi�cation of the primary
studies based on the types of software systems. From an overall perspective we
see that computation-intensive tasks are mostly the target for self-adaptation ap-
proaches. We see this pattern for the types SEA and SEA+SDA. However, the
same pattern does not apply to the type SDA, in which approaches are mostly
focused on data-intensive tasks rather than computational-intensive ones. Table
2.3 shows the primary studies that are proposed for the two system types.

2.5 Discussion

By zooming into the self-adaptation approaches, we can add more details to each
approach type as listed in Table 2.4. In particular, software design approaches
(SDA) target the software design at di�erent stages ranging from software devel-
opment life-cycle to execution time. We have identi�ed three categories of SDA
approaches onrequirements engineering, architecture modeling, and architecture
recon�guration . For instance, Bencomoet al. present a requirement engineer-
ing approach that systematically and incrementally builds software architectures
from system goals [35]. They use goal-based requirements speci�cation for self-
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Table 2.2: The application domains identi�ed in the primary studies

Application Domain Approach
Types

Primary Studies #

Domain-independent SEA / SDA /
SEA+SDA

[7, 13, 22, 35, 38, 48, 50, 56, 79, 83,
91, 102, 106, 107, 118, 163, 175, 176,
180, 195, 205, 207, 210, 219, 235,
253, 256, 261, 262, 270]

30

Cloud Computing SEA / SDA /
SEA+SDA

[18, 20, 21, 23, 60, 72, 74, 75, 89, 90,
133, 221]

12

WSN SEA / SDA /
SEA+SDA

[5, 11, 109, 126, 135, 136, 139, 185,
198, 216]

10

Computer Systems SEA [29, 80, 105, 117, 208, 232, 243, 251] 8
Networks-on-chip SDA / SEA [10, 87, 124, 183, 266] 5
Mobile Computing SEA / SDA /

SEA+SDA
[69, 96, 108, 179, 203] 5

Service-based Appli-
cations

SEA / SDA [70, 73, 174] 3

Smart Homes SDA / SEA /
SEA+SDA

[186, 206, 222] 3

IoT SEA / SDA [67, 181, 255] 3
Cyber-physical Sys-
tems

SDA / SEA [202, 218] 2

Electric Vehicles SDA / SEA [123, 217] 2
Real-time Embedded
Systems

SDA [212] 1

Smart Grid SDA [151] 1
Micro-architecture SDA [258] 1
FPGA SDA [88] 1
Cyber-foraging Sys-
tems

SEA+SDA [16] 1

NLP SEA [8] 1
Micro-electronics SEA [242] 1
Cryptography SEA [246] 1
Cellular Networks SEA [119] 1
Lighting Systems SEA [138] 1
HPC SEA [233] 1
Embedded Systems SEA [100] 1
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Table 2.3: The types of system tasks identi�ed in the primary studies

Software System Type Approach
Types

Primary Studies #

Computation-intensive SEA / SDA /
SEA+SDA

[5, 18, 21, 23, 60, 69, 72, 80, 87, 89,
90, 96, 105, 106, 107, 119, 133, 135,
174, 185, 202, 207, 210, 219, 221,
232, 235, 251]

28

Data-intensive SEA / SDA /
SEA+SDA

[7, 50, 67, 70, 73, 74, 79, 83, 91, 102,
124, 175, 176, 179, 181, 198, 212,
216, 253]

19

adaptive software systems.Architecture modeling approaches introduce reference
architectures that guide software architects in building self-adaptive software sys-
tems. The design patterns proposed by Saidet al. for self-adaptive real-time em-
bedded systems fall under this category of approaches [212]. Our analysis shows
that the proposed reference architectures mostly adopt a layered architectural
style. The second most common architectural style is the service-oriented style
that with an automated composition of software services can seamlessly adapt
to runtime changes. Another interesting category of the type SDA isarchitec-
ture recon�guration , which suggests modi�cations to the software architecture at
runtime. A nice example for this category is the work by Mizouni et al. that
presents a battery-aware cyber-foraging mobile application [179]. In their work,
architecture recon�gurations are introduced in the form of features availability
in the application, at both the mobile side and the surrogate side.

System engineering approaches(SEA) target the MAPE model functionali-
ties at the system level. The type SEA includes the speci�c solutions to realize
each of the MAPE functionalities in terms of speci�c tools and methods. We
have identi�ed two categories of SEA approaches namely,MAPE functionalities
and system architecture. Self-adaptation approaches that focus on the seamless
adaptation at runtime, usually cover all the MAPE functionalities at once. How-
ever, we have seen some approaches that investigate only one functionality. For
example, Mishra et al. propose a probabilistic graphical model-based learning
algorithm to enable energy savings [176]. Another category of the type SEA is
system architecture, which introduces an architecture for tools and technologies
to enable self-adaptability. The work presented by Alzamil et al. is an example
of this type [18]. They propose a system architecture for pro�ling and assessing
the energy e�ciency of cloud infrastructure resources.

Table 2.4 lists the primary studies relevant for each category of approaches.
As shown in the table, some primary studies fall under more than one category.
Most of the primary studies from the type SEA focus on theMAPE functionalities
rather than their system architectures. Di�erently, the primary studies from the
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type SDA focus more onarchitecture modeling rather than other categories. The
few number of primary studies onarchitecture recon�guration indicates that it
is a young �eld, and more advances in this category will emerge in the following
years.

Table 2.4: The categorization of self-adaptation approaches identi�ed in the primary studies

Approach Type Approach
Category

Primary Studies #

Software Design (SDA)
Architecture
Modeling

[10, 13, 22, 23, 48, 50, 56, 60, 74, 75,
88, 96, 102, 108, 124, 139, 151, 163,
174, 181, 195, 198, 206, 207, 212,
217, 218, 235, 258]

29

Requirement
Engineering

[35, 73, 90, 180, 205, 222, 253, 261,
262]

9

Architecture
Recon�gura-
tion

[16, 83, 91, 179, 270] 5

System Engineering (SEA)
MAPE Func-
tionalities

[5, 7, 8, 11, 20, 21, 29, 38, 48, 60,
67, 69, 70, 72, 75, 79, 80, 87, 89, 90,
102, 105, 106, 107, 108, 109, 117,
118, 119, 126, 133, 135, 136, 138,
139, 175, 176, 183, 185, 186, 202,
203, 207, 208, 210, 216, 219, 221,
222, 232, 233, 242, 246, 251, 255,
256, 266]

57

System Archi-
tecture

[18, 20, 29, 69, 80, 89, 100, 118, 123,
126, 135, 243]

12

2.6 Threats to Validity

In the following, we identify a number of threats to the internal and external
validity of our work, and explain our mitigation strategy.

The threats to internal validity target the design and execution of the re-
view. To prevent possible design errors, we have followed the steps described in
the systematic literature review protocol summarized in Section 2.2. In addition,
to mitigate a possible subjective execution of our review, three researchers in-
dependently followed the inclusion/exclusion criteria used to select the primary
studies.

The threats to construct validity target the alignment between the research
question and the measurements of the review. We evaluate the e�ectiveness of
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our search query with a list of pilot studies that has proven to answer the research
query based on our knowledge in the �eld.

The threats to external validity target the generalizability of our results. To
mitigate this type of threat, we have used generic keywords to construct a search
query that can capture as many relevant studies as possible. Furthermore, we
have validated the list of obtained primary studies against a list of pilot studies
as an objective common ground in the �eld.

2.7 Related work

The related work can be considered from two di�erent perspectives, namely self-
adaptability and energy e�ciency. Each perspective has received a lot of attention
from researchers in the last few years but we could not �nd any research paper
speci�cally focusing on the link between the two perspectives.

From the perspective ofself-adaptability , Macias-Escrivaet al. review vari-
ous methods and techniques employed in the design of self-adaptive systems [167].
They evaluate current progress on self-adaptability from the viewpoint of com-
puter sciences and cybernetics, based on the analysis of state-of-the-art strategies
reported in the literature. Krupitzer et al. present a comprehensive taxonomy for
self-adaptation. They further provide a structured overview on approaches for en-
gineering self-adaptive software systems [146]. Yanget al. conduct a systematic
literature review to explore the modeling methods and the activities regarding
requirements engineering for self-adaptive systems [263]. They also specify the
application domains and the quality attributes that the primary studies focus on.
Mahdavi-Hezavehi et al. review existing architecture-based methods to achieve
multiple quality attributes in self-adaptive software systems [171]. Muccini et
al. explore the existing self-adaptive approaches for cyber-physical systems [182].
They identify the self-adaptation concerns and application domains covered by
the primary studies. Energy e�ciency has been observed as the most dominant
application domain for cyber-physical systems.

In turn, from the perspective of energy e�ciency , Hammadi and Mhamdi
[111] conduct a survey on energy e�ciency solutions in data centers such as vir-
tualization, energy-aware routing, dynamic voltage/frequency scaling, dynamic
power management, renewable energy supply, and energy-aware cooling systems.
Orgerie et al. survey the solutions to improve the energy e�ciency of computing
and communication resources in distributed systems [190]. Alizadeh Moghaddam
et al. carried out a systematic literature review of the energy-e�cient networking
solutions in cloud-based environments [15]. Pinto and Castor provide an overview
on the contributions of the software engineering community to improve energy-
related qualities [196]. They mostly focus on the two main issues in this domain,
namely: lack of knowledgeand lack of tools.
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Di�erently from all other surveys we found in the literature, the work pre-
sented in this paper focuses on the link between self-adaptability and energy
e�ciency. In our study, we distinguish between software design approaches and
system engineering approaches that can make our �ndings bene�cial to both
software architects and system engineers.

2.8 Conclusion

The energy consumption of software systems has been the focus of many re-
search studies. Improvements in energy e�ciency can result from applying self-
adaptation to software systems. We believe the link between self-adaptability
and energy e�ciency is a promising target for building energy-aware software
systems. Therefore, we carry out a systematic literature review to identify
pre-existing approaches that focus on this link. We, in particular, look for
self-adaptation approaches for energy e�ciency in software systemsto answer
our RQ1, namely \What are the emerging approaches in the �eld of energy-
e�cient self-adaptation?". Our �ndings from the SLR indicate two types of
self-adaptation approaches that have been implemented by the primary studies,
namely software design approaches (SDA) and system engineering approaches
(SEA). The publication trends of the primary studies show an increasing growth
in the adoption of the self-adaptation approaches over the years. In particular,
more attention has been paid to the type SEA that focuses on runtime realization
of the MAPE (monitor-analyze-plan-execute) model functionalities.

Our results show that most approaches are application domain-independent,
i.e. can be applied to any domain. Cloud computing is the most common ap-
plication domain as the target of the approaches. Also, our �ndings show that
computation-intensive software systems have attracted the highest attention of
research work so far.

Our analysis shows that four primary studies address runtimesoftware ar-
chitecture recon�guration , which we identify as one of the categories of the type
SDA. In the coming years, we expect to see more attention dedicated to this
category of approaches as a response to the increasing maturity of this �eld. As
our future work, we aim to examine the e�ectiveness of software architecture
recon�guration combined with runtime adaptation mechanisms.
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3
Energy-E�cient Networking Component

in the Cloud - A Systematic Literature
Review

This chapter answers RQ2.1 with the focus on energy-e�cient solutions in the
networking component of cloud-based environments. The energy e�ciency im-
provements on the networking component can provide both mobile applications
and cloud-based software systems with higher e�ciency qualities. We follow a
systematic literature review method to identify adopted solutions in this �eld.
We categorize the solutions into types: Device, Network Architecture, Rout-
ing/Switching Protocol and Decision Framework. Amongst all, decision frame-
works have been investigated the most in the recent years. Decision frameworks
are mostly self-adaptive software systems that monitor the infrastructure (includ-
ing software-de�ned networks) and according to the runtime changes, plan the
best-�tted con�gurations to the networking components.

3.1 Introduction

Cloud-based environments consist of a single or multiple operational data centers
that provide resources to deploy cloud-based software systems. High electricity
bills have turned the attention of data centers providers towards energy consump-
tion, which is increasing rapidly. According to DatacenterDynamics 2012 Global
Census [245], there has been 63% increase in the total power consumption of
data centers globally between 2011 and 2012 from 24GW to 38GW. This sharp
increase shows the growing demand for energy supply in data centers. Energy
saving approaches do not necessarily aim to limit the demand for energy but to
�nd potential rooms for improvements. Statistics show that the average data
center workload is only 30% of the load in peak hours [142]. Reliability and
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availability are some of the primary quality requirements in the context of cloud
data centers, which lead to keep the non-utilized infrastructure up and running.

The distribution of energy consumption within a data center is not homoge-
neous: a signi�cant portion of energy consumption (80-90%) goes to infrastruc-
ture, servers, and cooling. The remaining portion (about 10-20%) is spent on
networking [115]. Baliga et al. determined that these proportions will change in
di�erent scenarios [27]. Based on speci�c network tra�c patterns or data com-
putations, energy consumption of each component would vary. Our focus is on
the energy e�ciency of the networking component, which shows high potential
for improvements in energy savings. The networking component is not the major
contributor to total energy consumption, but improvement in this area is still
important for the following reasons:

1. The network architectures of data centers are typically richly connected to
ensure availability with a lot of redundant network devices. Consequently,
a large number of network devices remain up and running all the time.

2. As mentioned earlier, the average load on network devices is around 30%
of the total capacity. This means that the network infrastructures are idle
most of the time that decreases energy e�ciency.

3. The currently employed network devices in data centers are not energy
proportional. Based on [115], network devices even at low load or in their
idle state consume around 90% of the power consumed in the highly utilized
state.

In this chapter, we survey existing solutions in cloud-based environments that
aim to improve the energy e�ciency of the networking component. Contrary to
other surveys in this research area, we adopt a systematic manner, namely the
\Systematic Literature Review" research method [141], to de�ne the search strat-
egy and identify our primary studies. We then analyze the primary studies using
the coding analytical method [236] to collect and extract the results. The codes
are analyzed and aggregated into a meta-model, which illustrates the identi�ed
classi�cation in the articles.

The rest of the chapter is structured as follows. After discussing related work
in section 3.2, section 3.3 describes the steps taken for collecting the primary
studies. Section 3.4 details the classi�cation of collected information and indicates
a corresponding meta-model. Section 3.5 focuses on the �ndings from the primary
studies. Existing implemented energy e�cient networking solutions are further
discussed in section 3.6. Section 3.7 explains the threats to validity. The chapter
closes with emerging opportunities of research in section 3.8 and our conclusions
in section 3.9.
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3.2 Related Work

Several studies in the literature have analyzed the existing energy e�cient solu-
tions in various domains.

There are surveys focusing only on the network infrastructure and not includ-
ing cloud-based environments. For instance [269] describes existing work done
in the energy e�ciency of optical networks and [40] and [42] provide the current
perspectives and emerging technologies on the energy e�ciency of network infras-
tructures in general. These studies are interesting from a general viewpoint, but
they miss the speci�c characteristics of networks suitable for cloud operations.

The energy e�ciency of cloud-based environments has been researched from
di�erent perspectives. Priya et al., [199] concentrate on energy models of di�er-
ent components in data centers and illustrate energy e�cient solutions of cloud
computing services (SaaS, PaaS and IaaS). On the other hand, Beloglazovet al.
[34] survey some ongoing projects from di�erent companies on energy e�cient so-
lutions in data centers, which include the networking component and its energy
e�ciency.

Other surveys have collected energy e�ciency solutions of cloud-based envi-
ronments split by di�erent components. Therefore, the networking component
has been included as well but partially as one of the in
uencing factors in the
total energy consumption of data centers. General energy e�ciency solutions are
gathered in [52, 147, 190], which cover \green" metrics applied in data centers,
and how energy saving solutions for servers and cooling are improving energy
e�ciency. Moreover, they discuss networking solutions as part of these solution
sets. Di�erently, we emphasize only energy e�cient networking solutions in data
centers and provide a deep analysis of existing solutions. Our analysis goes fur-
ther by including networking solutions investigated in large scale cloud-based
environments as well.

The original contribution of our work compared to the research presented
above is that we speci�cally focus on the networking component of the data cen-
ters o�ering cloud services and present the energy e�cient networking solutions
provided at di�erent scales: intra-, inter- and mixed-data center scales. We are
interested in identifying the solutions proposed to reduce energy consumption of
the networking component and the granularity at which they are applied. For
the �rst time in this research area, we use a systematic literature review method
to select our primary studies in a systematic manner. While this method is quite
common in other research �elds (like software engineering and knowledge man-
agement), it is not many times adopted in the �eld of computer networks. Using
this method, we provide a fresh perspective of the state-of-the-art in this research
area.
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3.3 Systematic Literature Review

Systematic literature review (SLR) is a research method to objectively collect the
relevant studies based on a prede�ned search query [141]. As the name implies all
the steps are taken via a systematic procedure, which provides a more objective
process to select relevant studies in comparison to other review methods. There
are four major steps in a SLR:a) De�nition of the research question; b) Search
strategy; c) Study selection; d) Primary studies management.

Following the �rst step ( de�nition of the research question), an initial list of
studies is created during thesearch strategystep. The list is used as a starting
point in the study selection step. Each study is examined according to our re-
search question. This requires the de�nition of selection criteria which acts as an
objective guidance in selecting primary studies. It is important to record all the
inclusion and exclusion rules. Inclusion criteria determine if one study can be a
candidate primary study; they are the minimum set of conditions that have to
be met by a primary study. After �ltering the studies based on the inclusion cri-
teria, the resulting relevant studies are evaluated according to exclusion criteria.
The remaining set of articles are calledprimary studies . Primary studies are
the output of the SLR method and the input for further analysis and discussion.
With the primary studies managementstep, we facilitate the process of study
selection. The following describes in more details each step of the SLR:

Research Question We set out to investigate the current solutions adopted
in cloud-based environments to improve the energy e�ciency of the network-
ing component. Namely we want to answer the question:What are the energy
e�cient networking solutions in cloud-based environments?

Search Strategy We use Google Scholaras input data source thanks to its
accessibility and reproducibility by others. We construct the search query based
on our research question with a combination of several relevant keywords and
boolean AND's/OR's. The keywords are chosen to maintain the proper balance
between generality and speci�city at the same time. To make sure that the query
we de�ne is e�ective in �nding relevant studies we verify its sensitivity using a
set of pilot studies.

Pilot Study: Based on our knowledge of the �eld, we found a list of 15 pilot
studies, which we expect to show up as primary studies. We trained the SLR
protocol with these pilot studies to make sure that each one of them is retrieved
by the query.

The resulting search query is formulated as:
Search Query: routing \data-center" network cloud (intitle:energy OR inti-

tle:power) -intitle:mobile -intitle:telecom -intitle:wireless -intitle:hoc -intitle:radio
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-intitle:smart
The speci�c syntax keywords shown in the search query are related to our

choice of input data source. For di�erent digital libraries the syntax would vary.
In order to make the search query more tangible, hereby we describe the search
operators:

ˆ intitle: term: It �nds the studies that have term in their title.

ˆ The - operator: It can be used before any word or operator to give a \NOT"
meaning to that part of search query. For example-intitle:wireless in our
search query targets the studies that do not have the term wireless in their
title.

ˆ \ phrase": Using quoted phrases, it is possible to search for studies con-
taining the exact phrase. In our search query we include \data-center" and
Google Scholaris able to collect studies containing either \data center" or
\data-center".

ˆ (): By using parentheses, it is possible to skip con
icts of operators. In
our search query all words and operators are put together with an implicit
\AND" operator between them. Because we need to use the \OR" operator
as well, we put it in the parentheses.

Figure 3.1: The steps taken in our systematic lit-
erature review, n being the number of remaining
studies in each step

Study Selection After running the
above query on Google Scholar we ob-
tained the relevant studies1. We as-
sessed each study for its actual rele-
vance through two sets of selection cri-
teria: Inclusion and Exclusion. Table
3.1 lists all the inclusion criteria we
used to identify our primary studies.
Table 3.2 lists all the exclusion crite-
ria that must not be seen in one of our
primary studies. As the end result of
this phase, we collect all relevant pri-
mary studies.

Instead of reading all the studies
at once, we completed the selection
process in multiple stages to acceler-
ate the procedure. We used the out-
put set of studies from each stage as

1The search query was run on 13 November 2013 in Google Scholar.
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Table 3.1: Inclusion Criteria

# Criterion Description
1 The study is writ-

ten in English.
There are some studies written in languages other
than English but because of providing an English ti-
tle or abstract, they show up in our query result.
Due feasibility reasons, only studies written in En-
glish will be included.

2 The study is peer-
reviewed.

To ensure satisfying quality of primary studies, only
peer-reviewed studies will be chosen since they are
already published by a professional scholarly society.

3 The networking
component is
considered.

There are plenty of energy e�ciency techniques in-
vestigated in cloud-based environments, which are
not focused on the networking component such as
cooling technologies. So it is needed to specify the
requirement to �nd studies that aim to improve en-
ergy e�ciency of the networking component.

4 Data and services
are in cloud-based
environments.

In order to investigate the solutions provided specif-
ically in cloud-based environments, we do not con-
sider cases that data and services need to be trans-
ferred from customer side to the cloud.

an input set for its next stage. In the �rst two stages, we processed the title
and the abstract of the relevant studies. Finally we assessed the whole body of
studies and we considered the output of this stage as our primary studies, which
will be used in the data analysis. Figure 3.1 represents the steps of SLR and the
number of remaining studies for each step.

We started from 640 studies as the result of our search query and we ended
up with 44 primary studies. From the removed 596 studies, around 45% were
removed during stage #3 (selection by abstract). In most cases, reading the
abstract eases the decision making process since it describes the main goal and
the scope of the study.

Primary Studies Management We used two applications in the process of
obtaining primary studies and analyzing them: the study selection of di�erent
stages is done inZotero2; we then import the primary studies in ATLAS.ti 3,
which makes qualitative analysis of large number of studies much easier.

2http://www.zotero.org/
3http://www.atlasti.com/index.html
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Table 3.2: Exclusion Criteria

# Criterion Description
1 The network in-

frastructure is not
wired/optical

We are not interested in wireless network infrastruc-
ture deployed in data centers. In the search query
some limitations on title are de�ned for example not
having \wireless", \smart", \mobile" and \ad hoc"
in the title.

2 Energy e�ciency is
not the primary re-
quirement.

According to our research question, the aim is to �nd
the energy e�cient solutions. So the studies investi-
gated to model and monitor power/energy consump-
tion of components in cloud-based environments will
not be the case, unless they provide energy e�ciency
solutions.

3 The main focus of
the study is not the
networking compo-
nent.

Energy e�ciency of cloud-based environments is de-
pendent on several components; one being as the net-
working component. Because of the high impact of
servers on total energy consumption of data centers,
most studies are focused on this part and the energy
e�ciency issue in the networking component is con-
sidered implicitly. For example VM consolidation in
data centers will e�ect the energy consumption of
the networking component. But if the study is only
covering considerations of potential congestion in the
network, then it will be removed from our list.

4 The study does not
include data center
environment.

As mentioned earlier we consider data centers as
cloud-based environment's infrastructure. Other
types of cloud IT infrastructure will not be included.

5 Missing study
source.

Some studies release their abstract publicly but the
body text can not be found because of either non-
public publications or other transfer issues. These
studies will be removed in the selection process.
However, it should be noted that with our univer-
sity license we can access most of the major scienti�c
journals.
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Figure 3.2: The meta-model showing the summary codes extracted from the primary studies

3.4 Data Analysis

We use Coding [236] as our analysis method, where from each study we extract a
number of codes that summarize the relevant valuable information with summa-
tive words/phrases. After collecting all coded data out of the primary studies,
the codes are clustered together based on relations between concepts to make
hidden patterns visible. Finally each cluster is mapped to a more general code,
which is shown in our meta-model as a class.

The meta-model has emerged from the identi�ed codes in the primary studies.
The aggregated codes are shown in the meta-model as classes and they are related
to each other based on the identi�ed patterns in the primary studies. Figure
3.2 illustrates our meta-model and the elements necessary for providing energy
e�cient solutions in all the primary studies. In the following we provide a more
detailed description of each class:

1. Motivation: It is the reason that makes cloud providers think of energy ef-
�cient solutions. The motivation can even be initiated from non-networking
triggers but can implicitly impact the energy consumption of the network-
ing component. High electricity costs, using renewable energy and di�erent
energy policies are some of the example motivations in data centers.

2. Constraint: In the service provisioning process, the main objective has
always been to meet quality requirements like performance and network
throughput. But due to the rapid growth of energy consumption in cloud-
based environments, energy e�ciency is also added to the list of e�ciency
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qualities that have high priorities. Optimum energy e�ciency in a system
might cause degradation in other e�ciency factors. For example aggre-
gating network tra�c into fewer number of network devices, improves the
energy e�ciency of the networking component while it introduces some in-
crease in packet delivery delays. This class puts emphasis on the trade-o�
that has to be made between the required level of energy e�ciency and
other e�ciency factors such as network throughput.

3. Strategy: A strategy introduces a high-level plan to achieve energy e�-
ciency, which will be realized with an implemented solution. For example
if the solution focuses onDevices, the strategy to improve energy e�ciency
could be \Replacing current devices with less energy consuming ones", or
if the Routing/Switching solution is established, the strategy could suggest
\Energy aware routes". A Strategy is in essence providing a high level of
abstraction in this classi�cation.

4. Solution: A cloud-based environment, which is a data center or a network
of multiple data centers, consists of a variety of components involved in
energy consumption of the networking part. A solution is described as a
method that aims to reduce energy consumption in one or more of these
components.

5. Technology: It is the speci�cation of how a solution is implemented and
deployed in order to satisfy the corresponding strategy, which is triggered by
motivations and limited by constraints. It is the lowest level of abstraction
in this classi�cation, which covers speci�c technical details.

6. Scale: The identi�ed energy e�cient networking solutions are deployed
in di�erent scales of cloud-based environments. As shown in the meta-
model based on the considered scale, the solution will be adopted. We have
identi�ed three di�erent scales:

ˆ Intra-data center network: This scale focuses on the solutions proposed
within one data center.

ˆ Inter-data center network: In this scale the concentration is on the
solutions implemented for data transmission between data centers. For
example in case of virtual machine (VM) migration to another data
center or moving data to remote data centers, the energy consumption
of the networking component should be considered.

ˆ Mixed-data center network: The suggested solutions in this scale not
only consider energy consumption within one data center but also take
care of energy e�ciency factors between data centers. Energy e�cient
related decisions have to be made while considering all e�ective factors.
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In this scale it has been tried to combine the energy consumption
within one remote data center with the energy consumption of transfer
routing path to that data center.

7. Energy E�ciency Evaluation: In order to assess the e�ectiveness of
the proposed solutions on energy e�ciency, various evaluation methods
are employed, which bene�t from the means of energy e�ciency metrics.
Each primary study provides theoretical arguments or statistical/testbed
experiments to prove the validity of the proposed solution and the deployed
technology. Some primary studies use the existing energy models from the
literature as a reference to calculate energy consumption values. Some also
generalize and simplify the energy models based on their scope and research
question. Another way is to apply external power metering tools, which can
pro�le more accurate measurements.

The meta-model not only introduces summarized classes but also their rela-
tions with an assigned name and multiplicity values. For example we observed
that Motivation plays the initiator role for the adoption of a certain Strategy
while Constraint limits it. The Solution class has aggregation relationship with
itself because of the \Decision framework" type, which can be derived from a set
of other solutions. Depending on theScale, one applicableSolution is adopted,
which is then implemented by a speci�c Technology. The Energy e�ciency eval-
uation class is meant to validate the proposedSolution and Technology in order
to assess the improvements they provide.

3.5 Results

Each class presented in the meta-model shows the primary elements for com-
posing an energy e�cient solution. ClassesMotivation and Constraint specify
the scope of a solution. The diversity of identi�ed items of these classes in the
primary studies does not raise speci�c observations. Therefore, we skip these two
and present the analysis of the classesStrategy, Scale, Solution, Technology and
Energy e�ciency evaluation .

3.5.1 Results regarding \Strategy"

Table 3.3 lists all the 11 strategies identi�ed in the primary studies. The \De-
scription" column provides a short summary of the intent of the strategy and
how energy e�ciency as the ultimate objective will be achieved. The primary
studies realizing each strategy are listed and are counted in the last column. We
use the number of primary studies in the last column of all the tables to sort the
table rows.
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The main goal with all strategies is to provide a plan for total energy con-
sumption reduction of cloud-based environments although they di�er in their
perspectives. For example some try to shape the network tra�c (\Tra�c pat-
terns" strategy) while some consolidate virtual machines in fewer number of phys-
ical machines (\Virtual machine consolidation" strategy). There are two types
of relations identi�ed between the networking component and energy e�ciency
achievement:

ˆ One type starts from energy consumption reduction and then re
ects that
in the networking component. For example in \Heat minimization" strat-
egy, the temperature increase in di�erent regions of the data center is the
trigger to execute the energy saving procedure. If one region passes the
heat threshold then the networking related energy saving procedures are
also executed to switch the network devices from their active mode to their
sleep mode.

ˆ The other type starts from the networking component and then in
uences
the total energy e�ciency. \Tra�c consolidation" is an example of this
type. So �rst aggregating network tra�c onto a fewer number of machines
takes place. Then the total energy e�ciency is improved in other aspects
of the data center.
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Overall it can be said that the former type focuses on the desired e�ects
namely improvement in energy e�ciency, while the latter concentrates on the
cause, which is the networking component.

As illustrated in table 3.3, \Sleeping mode/Switching o�" is the most fre-
quently used strategy. This strategy tries to make the group of the network
devices in the data centers behave more energy proportional to the network traf-
�c load. Studies show that the tra�c load in data centers follows a relatively
known pattern. For instance, at night the tra�c load drops dramatically. This
can result in considerable number of idle networking devices, which makes this
strategy a good choice to be applied. Some strategies progress further and aim to
even increase the number of idle network devices. That is why some strategies,
such as \Virtual machine consolidation" and \Tra�c consolidation", are investi-
gated in combination with \Sleeping mode/Switching o�" that deactivates idle
network devices to gain further improvements. Wanget al. introduce CARPO
[250] as an intra data center scale decision framework, which focuses on network
tra�c engineering to follow both \Sleeping mode/Switching o�" and \Tra�c
consolidation" strategies.

As it is clear from the table, each strategy is realized with one or more of the
solution types. The decision framework solution type is able to realize all but one
strategy at di�erent levels of granularity. Depending on the target component of
the data center, it is possible for other solution types to realize speci�c strategies.
For example \Energy aware devices" is only realized by a \Device" solution.

For the sake of discussion, we classify the strategies into more general groups,
which are shown for each strategy in the \Layer" column of the table. This clas-
si�cation is shown in italic format to di�erentiate it from the codes extracted out
of the primary studies. Four groups of strategies have been identi�ed based on
the granularity of the target components as: a) Data Center layer (DC); b) Appli-
cation layer (App); c) Network layer; and d) Device layer. Within some strategy
groups, there is no clear boundary between the solution domains covered by the
strategies. For instance in the \Network layer" group,\Tra�c minimization" and
\Tra�c locality" try to improve on the amount of network 
ows. The former
makes static/dynamic decisions on virtual machine allocations based on the net-
work tra�c between virtual machines while the latter concentrates more on the
network architecture of servers and switches in the data centers.

As shown in the table, both \Optical devices" and \Sleeping mode/Switching
o�" strategies are realized by all solution types. Replacing electrical switches with
optical ones, which are more energy proportional and whose energy consumption
is lower, fades out the need to shut down idle networking devices. Therefore,
we have seen no primary study realizing these two strategies at the same time.
\Energy aware routes" is another frequently studied strategy that puts the em-
phasis on the energy consumption of routing paths. The energy e�cient routing
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paths are established by either selecting the switches that consume less energy or
selecting the routing path with minimum total energy consumption. The energy
related decisions can be made through a centralized controller, or in a distributed
manner, in which each standalone router/switch will select the next hop based
on energy e�ciency metrics. The next interesting strategy is \Tra�c patterns"
with the idea of adapting the networking component based on the incoming tra�c
generated by the running applications. Setting the network devices as active/idle
is done in a more intelligent way in this case, since it can be estimated for the
coming time t what will be the tra�c load. Tra�c patterns are taken into ac-
count in two ways: static and dynamic. The former uses an initial tra�c matrix
while the latter collects tra�c information at runtime.

3.5.2 Results regarding \Scale"

We have identi�ed three di�erent scales in the primary studies. One is intra-data
center scale, which is concerned with the solutions and technologies implemented
within one data center. The other two require to adopt solutions that are investi-
gated on the data transfer network between data centers. We call them inter- and
mixed-data center scales and point them out as large scales in this chapter. This
appellation is not a comparison on the number of virtual machines running in
the cloud-based environment rather it is referring to the number of data centers
deployed in a cloud-based environment.

It is interesting to study the relation between the solution types and each
scale. Table 3.4 lists the solutions presented in inter-, intra- and mixed-data cen-
ter scales. As it illustrates, most of the primary studies (around 82%) have pro-
posed intra-data center network solutions. TheNetwork architecture and Device
solution types are not investigated for larger scales. Since in multi-domain trans-
fer networks, di�erent areas of administration and ownership exist, these solution
types can not be deployed in a centralized consistent way. We have identi�ed two
primary studies covering large scale cloud-based environments that propose the
\Device" solution type. They concentrate on the \IP over WDM (Wavelength-
division multiplexing)" optical networks as their backbone transfer network.
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From table 3.4 it can be concluded that Decision framework is the most
widely adopted solution type in all the scales. The table also shows how decision
frameworks make use of other solutions. For example [248] is an intra-scale deci-
sion framework that makes use of both solution typesNetwork architecture and
Routing/Switching. The permutations of applied solution types in decision frame-
works vary in di�erent scales. Extracted from the table, a decision framework
for an inter-data center scale is more probable to employ theRouting/Switching
solution type rather than the Device type.

3.5.3 Results regarding \Solution"

We have classi�ed the discovered solutions in the primary studies as the following:

ˆ Device: This solution type is provided when focus of the solution is to
improve energy e�ciency of networking devices. Only network switches
and links are put in this category, excluding servers since they are not
considered as part of the networking component.

ˆ Routing/Switching protocols: The main focus of this classi�cation is to
answer the question: how can energy e�ciency be improved in network
connections namely routing and switching? Redesigning routing/switching
algorithms or using current protocols but in more intelligent ways are some
examples of this type realized in the literature.

ˆ Network architecture: This solution type o�ers the optimum topology for
network devices and network links. As mentioned earlier, currently devel-
oped data centers are \richly-connected". Although this helps with the
achievement of reliability and availability qualities, it does not ensure high
energy e�ciency, which should be investigated to provide more improve-
ments.

ˆ Decision framework: It can be a combination of other solution types or be
implemented as a standalone solution. It provides a framework to make
static/dynamic decisions based on the information collected from data cen-
ters through a centralized/distributed method. We consider decision frame-
works as self-adaptive software systems, which can bene�t from other so-
lution types to monitor the infrastructure at runtime and recover from
runtime changes with recon�guring the networking component.

3.5.4 Results regarding \Technology"

The ideal situation for a primary study is to propose a generalizable solution that
can be applied to any cloud-based environment. Our primary studies mostly have
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suggested a general solution. Afterwards, they have evaluated the proposed idea
with speci�c IT infrastructure like a certain type of device or network archi-
tecture. We de�ne technology as implemented tools or speci�cations that are
required to realize the solution, and not the details regarding the evaluation
phase. Tables 3.5-3.7 detail the technologies that implement theDevice, the
Routing/Switching and the Network architecture solution types.

Device Technologies

Table 3.5 indicates the technologies implementing solution type \Device". Col-
umn \Type" illustrates the methods targeting devices in italic to be unlike other
columns showing the primary studies codes. Two methods are suggested for the
network devices; either replacing the current devices with optical ones or improv-
ing the current ones to be energy aware. 8 out of 10 technologies make use of
optical devices. Since optical networks are recognized as a remarkable alterna-
tive to traditional transfer networks, in the cloud-based environments, it bene�ts
from the energy e�ciency features of optical devices. Di�erent kinds of opti-
cal routers, optical switches, and other optical devices are examined to explore
the potentiality of data centers to be more energy e�cient. For example, [53]
has suggested space-time interconnection optical devices for data center network
architectures. Most primary studies of this type adopt the existing optical tech-
nologies in a smart way to minimize the energy consumption of data centers at
di�erent scales.
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There are two implementations focused on improving the current electrical
switches (#9 and #10). The main idea with these technologies is to make use of
fewer number of ports in a switch to reduce energy consumption. The incoming
tra�c load can be distributed into fewer number of output ports according to
optimized utilization rates. The idle ports and gradually the switch itself can be
put in the sleeping or the low power mode. Merge Network switch (#10) not
only deactivates idle ports but also tries to increase them by tra�c aggregating
methods. The advantage with these implementations is that energy awareness is
distributed all over the data center network and each switch makes locally op-
timal decisions (performing as greedy algorithms). Also there is no single point
of failure in such implementations. However, from a distributed and holistic
perspective these local optimizing solutions might introduce some overhead in
throughput and other e�ciency qualities. Besides, they can not ensure to utilize
the most energy e�cient set of active ports in the data center. These two tech-
nologies are suggested as standalone solutions but other device technologies can
be used in combination with other solution types like decision frameworks. In
total we have 14% of primary studies that propose a standalone device solution.

Routing/Switching Technologies

Table 3.6 describes all the technologies regarding the \Routing/Switching" so-
lution type. Primary studies investigating this solution type propose algorithm-
s/protocols by which, data center VMs will be able to transfer data in an energy
e�cient way. There is a diverse range of ideas displayed in the table that di�er
in several aspects, such as the target network layer and the purpose of use. For
example Green VLAN (#7) is a speci�c implementation for layer 2 in the OSI
model, while ECMP (#2) details a multi-path routing protocol for layer 3 in the
OSI model. The major number of technologies goes for layer 3 rather than layer
2 and only 2 out of 8 technologies are implemented for layer 2 (Green VLAN and
ExP).

Two types of Routing/Switching technologies are proposed in the primary
studies. They are shown in the \Impact" column of the table in the italic format
in order to be distinguished easier from other columns, which illustrate the codes
that emerged from the primary studies:

ˆ Direct : The Routing/Switching technology is not used along with other
solutions and it provides energy e�ciency improvement in the networking
component itself as a standalone solution. The improvement may come
from either the least energy consuming routes or transferring the tra�c
through fewer number of network devices.

ˆ Indirect : The Routing/Switching technology is used in combination with
other solutions and it does not necessarily need to be an energy aware
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protocol. For example, the energy consumption related decisions can be
delegated to a decision framework and the routing protocol performs as it
did before. That is why we see ECMP in the table, which is a non-energy
aware routing protocol. Our primary studies show that Routing/Switch-
ing technologies have been used in combination with theDevice and the
Decision framework solution types.

Another reason to make use of non-energy aware Routing/Switching algorithms
is because they are so widely used in cloud-based environments. In this case, the
primary study aims to increase the energy e�ciency of a cloud-based environ-
ment with having existing non-energy aware technologies deployed. Therefore an
energy-aware decision making component is added to the system as a decision
framework, which manages all the energy e�ciency related concerns.

Moreover, the energy e�cient route is more e�ective when it is recon�gured at
runtime due to the changes occurring in the incoming load tra�c. Some primary
studies, such as the one proposed by Fanget al. [85], make use of tra�c patterns,
which include information of the tra�c 
ows in the data center in order to make
more accurate energy e�cient related decisions.

Figure 3.3: A fatTree network architecture with 4-
port switches

EAR technology [224] is one of the
most frequently deployed ones in our
list. This algorithm makes a trade-o�
between energy e�ciency and other ef-
�ciency factors based on the quality
requirements. The idle networking de-
vices are eliminated gradually in steps
and in each step it is checked whether
the output network still responds with
the expected throughput or not.

As the table presents, Rout-
ing/Switching technologies are mostly
targeted for intra-data center scale;
however, inter-data center scale has got the attention of standalone Rout-
ing/Switching solutions recently. Max-Flow Min-Energy technology [238] is an
example of an inter-data center solution.

46



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 57PDF page: 57PDF page: 57PDF page: 57

Chapter 3. Energy-E�cient Networking Component in the Cloud - A SLR
Ta

bl
e

3.
6:

Te
ch

no
lo

gi
es

im
pl

em
en

te
d

fo
r

th
e

R
ou

tin
g/

S
w

itc
hi

ng
pr

ot
o

co
ls

so
lu

tio
n

ty
p

e

#
Te

ch
no

lo
gy

S
ca

le
D

es
cr

ip
tio

n
Im

pa
ct

P
rim

ar
y

st
ud

ie
s

O
C

R
1

E
A

R
In

tr
a

In
th

e
\E

ne
rg

y
aw

ar
e

ro
ut

in
g"

pr
ot

o
co

l,
nu

m
b

er
of

sw
itc

he
s

an
d

lin
ks

w
ill

b
e

m
in

im
iz

ed
.

S
in

ce
th

e
en

er
gy

e�
ci

en
cy

an
d

ot
he

r
e�

ci
en

cy
qu

al
i-

tie
s

(li
ke

p
er

fo
rm

an
ce

an
d

ne
tw

or
k

de
la

y)
us

u-
al

ly
ha

ve
an

in
ve

rs
e

re
la

tio
ns

hi
p,

in
th

is
pr

ot
o

co
l

th
e

el
im

in
at

in
g

pr
o

ce
ss

of
ne

tw
or

k
de

vi
ce

s
go

es
on

un
til

th
e

ne
tw

or
k

th
ro

ug
hp

ut
de

cr
ea

se
s

to
a

pr
e-

sp
ec

i�e
d

th
re

sh
ol

d
va

lu
e.

S
o

th
e

en
er

gy
ef

-
�c

ie
nc

y
in

th
e

da
ta

ce
nt

er
ne

tw
or

ks
is

ac
hi

ev
ed

w
hi

le
th

e
ne

tw
or

k
th

ro
ug

hp
ut

th
re

sh
ol

d
is

no
t

vi
ol

at
ed

.

D
ire

ct
[2

24
,

22
5,

22
6]

3

2
E

C
M

P
In

tr
a

\E
qu

al
-c

os
t

m
ul

ti-
pa

th
"

ro
ut

in
g

pr
ot

o
co

l's
fo

-
cu

s
is

to
m

ak
e

us
e

of
se

ve
ra

l
ro

ut
in

g
pa

th
s,

w
hi

ch
ha

ve
eq

ua
l

co
st

s.
T

he
fo

rw
ar

di
ng

de
ci

-
si

on
s

on
se

nd
in

g
th

e
da

ta
th

ro
ug

h
m

or
e

ou
tp

ut
p

or
ts

,a
re

m
ad

e
by

ea
ch

ro
ut

er
.

In
da

ta
ce

nt
er

s,
w

hi
ch

im
pl

em
en

t
ric

hl
y

co
nn

ec
te

d
ne

tw
or

k
ar

-
ch

ite
ct

ur
es

,E
C

M
P

is
us

ed
to

di
st

rib
ut

e
th

e
lo

ad
ov

er
m

ul
tip

le
pa

th
s

an
d

al
so

in
cr

ea
se

th
e

to
ta

l
ba

nd
w

id
th

fo
r

th
at


o
w

.

In
di

re
ct

[8
5,

23
0]

2

3
S

ho
rt

es
t

P
at

h
In

tr
a,

In
te

r
A

cc
or

di
ng

to
th

is
ro

ut
in

g
al

go
rit

hm
,

al
w

ay
s

th
e

sh
or

te
st

pa
th

b
et

w
ee

n
tw

o
no

de
s

is
se

le
ct

ed
.

In
di

re
ct

[4
7,

76
]

2

47



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 58PDF page: 58PDF page: 58PDF page: 58

Chapter 3. Energy-E�cient Networking Component in the Cloud - A SLR

4
E

E
R

In
tr

a
T

he
id

ea
b

eh
in

d
th

e
\E

ne
rg

y
e�

ci
en

t
ro

ut
in

g"
al

go
rit

hm
is

to
us

e
th

e
m

in
im

um
nu

m
b

er
of

ag
-

gr
eg

at
io

n/
co

re
sw

itc
he

s
in

a
da

ta
ce

nt
er

ba
se

d
on

th
e

tr
a�

c
lo

ad
at

a
sp

ec
i�c

tim
e

in
te

rv
al

.
A

ls
o

by
us

in
g

m
ul

ti-
pa

th
ro

ut
in

g,
th

e
tr

a�
c


o
w

s
w

ill
b

e
lo

ad
-b

al
an

ce
d

am
on

g
ch

os
en

ne
t-

w
or

k
de

vi
ce

s.

D
ire

ct
[2

48
]

1

5
M

ax
-F

lo
w

M
in

-E
ne

rg
y

In
te

r
U

si
ng

th
is

te
ch

no
lo

gy
,

th
e

da
ta

tr
an

sf
er

am
on

g
re

m
ot

e
da

ta
ce

nt
er

s
is

do
ne

by
ag

gr
eg

at
in

g
th

e
tr

a�
c


o
w

s
as

\tr
un

ks
"

an
d

th
en

ro
ut

in
g

th
em

th
ro

ug
h

th
e

le
as

t
en

er
gy

co
ns

um
in

g
pa

th
s.

D
ire

ct
[2

38
]

1

6
H

P
R

In
tr

a
H

P
R

st
an

ds
fo

r
\H

ig
h

p
er

fo
rm

an
ce

ro
ut

in
g"

an
d

its
ke

y
id

ea
is

to
pr

ov
id

e
th

e
hi

gh
es

t
ne

t-
w

or
k

th
ro

ug
hp

ut
fo

r
ea

ch

o

w
.

T
he

pr
o

ce
du

re
is

do
ne

in
st

ep
s.

F
irs

tt
he

ro
ut

in
g

pa
th

s
fo

r
ea

ch

o

w
ar

e
id

en
ti�

ed
,

th
en

th
e

pa
th

s
w

ith
lo

w
es

t
nu

m
b

er
of

as
si

gn
ed


o
w

s
w

ill
b

e
se

le
ct

ed
.

S
o

de
p

en
di

ng
on

th
e

or
de

r
of

pr
o

ce
ss

ed

o

w
s,

th
e

�n
al

se
t

of
ro

ut
in

g
pa

th
s

w
ou

ld
va

ry
.

In
di

re
ct

[2
25

]
1

48



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 59PDF page: 59PDF page: 59PDF page: 59

Chapter 3. Energy-E�cient Networking Component in the Cloud - A SLR

7
G

re
en

V
LA

N
In

tr
a

T
hi

s
te

ch
no

lo
gy

tr
ie

s
to

or
ga

ni
ze

V
LA

N
s

in
a

m
or

e
en

er
gy

e�
ci

en
t

w
ay

.
It

st
ar

ts
by

ch
ec

ki
ng

ou
t

ea
ch

V
LA

N
's

im
pa

ct
on

en
er

gy
co

ns
um

p-
tio

n
ac

co
rd

in
g

to
so

m
e

co
ns

tr
ai

nt
s

(f
or

ex
am

pl
e

th
e

nu
m

b
er

of
ho

st
s

b
el

on
gi

ng
to

th
at

V
LA

N
an

d
th

e
lo

ad
of

br
oa

dc
as

tt
ra

�c
in

th
at

V
LA

N
).

If
th

ey
do

no
ts

at
is

fy
th

e
re

qu
ire

m
en

ts
,t

he
y

w
ill

b
e

sp
lit

in
to

se
ve

ra
lV

LA
N

s.
T

he
re

fo
re

ea
ch

tw
o

ho
st

s
ar

e
ra

nk
ed

ba
se

d
on

th
e

am
ou

nt
of

tr
a�

c
b

et
w

ee
n

th
em

an
d

th
e

pa
th

lin
ki

ng
th

em
to

-
ge

th
er

.
A

cc
or

di
ng

to
th

e
ca

lc
ul

at
ed

ra
nk

in
gs

,
ne

w
V

LA
N

s
ar

e
ca

te
go

riz
ed

.

D
ire

ct
[1

14
]

1

8
E

xP
In

tr
a

E
xp

re
ss

P
at

h
is

a
ro

ut
in

g
m

et
ho

d
in

tr
o

du
ce

d
fo

r
op

tic
al

ne
tw

or
ks

an
d

th
e

ro
ut

in
g

pr
o

ce
ss

ta
ke

s
pl

ac
e

ba
se

d
on


o
w

s
an

d
no

t
pa

ck
et

s.
S

in
ce

al
l

th
e

pa
ck

et
s

of
a

sa
m

e

o

w
co

nt
ai

n
th

e
sa

m
e

va
l-

ue
s

of
id

en
ti�

ca
tio

n
pa

ra
m

et
er

s
su

ch
as

so
ur

ce
ad

dr
es

s,
so

ur
ce

p
or

ts
,

de
st

in
at

io
n

ad
dr

es
s

an
d

de
st

in
at

io
n

p
or

ts
,

th
en

on
ly

ro
ut

in
g

th
e

�r
st

pa
ck

et
of

ea
ch


o
w

w
ou

ld
b

e
su

�c
ie

nt
an

d
th

e
re

st
of

th
e

pa
ck

et
s

w
ill

fo
llo

w
th

e
sa

m
e

ro
ut

e.

In
di

re
ct

[1
40

]
1

49



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 60PDF page: 60PDF page: 60PDF page: 60

Chapter 3. Energy-E�cient Networking Component in the Cloud - A SLR

Network Architecture Technologies

Given the high number of servers and switches in data centers, it is important to
design a network architecture in a 
exible way to be functional in the presence of
quick bursty incoming load. Table 3.7 presents the network architectures studied
in our primary studies.

Currently many richly-connected network architectures are deployed in data
centers such as FatTree, BCube, VL2 and DCell. As the table shows, FatTree
is the most widely investigated topology in our primary studies. It is a popu-
lar, regular, symmetric and scalable network architecture. The organization of
network devices in FatTree is based on a switch-centric approach, providing 3 lay-
ers of switches: core, aggregation and ToR. Figure 3.3 shows a FatTree network
architecture with 4-port switches.

The primary studies illustrate that both \Device" and \Decision framework"
solution types are implemented in combination with the \Network architecture"
solution. FlattenedButter
y and Hybrid WDM PON network architectures [51,
53, 128] are examples of the network architecture solution types used in the
device solution type. The network architecture solution type is used mostly
as a supporting role along with the decision framework solution type. Only
two primary studies focus on network architecture as a standalone solution [53,
125]. Extracted from the table, 6 out of 14 network architectures are specialized
for optical interconnections. Although this number is almost half of the total
number of identi�ed technologies for this solution type, this ratio is not seen in
the number of primary studies providing optical technologies. It is because the
energy e�ciency in optical data center networks is nearly optimum and it is hard
to get extensive improvements on that. The network architecture technologies
are proposed only for intra-data center scale, because of di�erent ownerships and
maintenance methods in each domain.
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Decision Framework Technologies

The \Decision framework" solution type is considered as a self-adaptive software
system that can either be composed of other solution types or be implemented as
a standalone solution. Decision frameworks aim to control energy consumption
of the networking component by collecting relevant information from di�erent
components. Each decision framework follows a speci�c approach and accord-
ingly other solutions and technologies are selected. Di�erent permutations of the
solution types are selected for each decision framework, which we categorize as
the following:

ˆ Tra�c Engineering: In order to minimize the energy consumption of
the networking components, decision frameworks following this approach
try to shape the network load. Decision frameworks collect and correlate
context-dependent information as a basis for making static/dynamic de-
cisions. Based on how the tra�c engineering is done, di�erent types of
strategies would be realized. For example [125] proposes a decision frame-
work, which collects statistical information from network switches. Then
based on utilization rates, a network subset with minimum number of net-
working devices and minimum needed capacity is selected to transfer the
tra�c. In this case the tra�c is consolidated and the idle networking devices
are deactivated, which means \Sleeping mode/Switching o�" and \Traf-
�c consolidation" strategies are realized. Di�erently we see in NESS [85]
that network devices are put in the sleeping mode according to pre-learnt
tra�c patterns, which shows \Sleeping mode/Switching o�" and \Tra�c
patterns" strategies are realized.

ˆ VM Assignment/Migration: Using this approach decision frameworks
try to place/reallocate the virtual machines in order to aggregate them into
fewer number of physical machines. In the VM migration process the energy
e�ciency of the networking component is addressed by decision frameworks.
\VM consolidation" strategy is realized by this type of decision frameworks.
To provide an energy e�cient networking solution this approach is used
along with other two introduced approaches.

ˆ Routing: According to this approach, decision frameworks try to choose
the best routing path, which is the route with the minimum energy con-
sumption compared to the other possible routes. The routing decisions can
also be made using an overlay virtual network, which abstracts physical
links in virtual links to provision network services with maximum energy
e�ciency. This approach is aligned with the \Energy aware routes" strat-
egy. For instance DCe-CAB [192] is a decision framework for the inter-data
center scale and places virtual machines in di�erent data centers. A data
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center is selected if not only the energy consumption of the data center sat-
is�es quality requirements but also the routing path to that speci�c data
center has the shortest path and the maximum e�ciency in quality require-
ments (minimum delay, minimum energy consumption).

Decision frameworks can follow more than one approach. One more remark
is that decision frameworks can be scaled up for large scale cloud-based envi-
ronments. Intra- , Inter- and mixed-data center scales can be supervised by
decision frameworks from an energy e�ciency perspective. Overall in the case of
large scale cloud-based environments, a decision framework is an excellent choice
because of their management possibilities for a network of heterogeneous data
centers.

3.5.5 Results regarding \Energy E�ciency Evaluation"

Each proposed energy e�cient networking solution has to be evaluated and ana-
lyzed. Primary studies present the energy saving results for each solution while
calculating the impact on other e�ciency factors like network delay and network
throughput. It is not a trivial task to measure, model and optimize energy con-
sumption of large scale data centers. Therefore 72% of experiments have been
done in simulations. Table 3.8 represents all the methodologies used for the en-
ergy e�ciency evaluation process and also speci�es the corresponding scale of the
target cloud-based environments.

55



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 66PDF page: 66PDF page: 66PDF page: 66

Chapter 3. Energy-E�cient Networking Component in the Cloud - A SLR

Ta
bl

e
3.

8:
E

ne
rg

y
e�

ci
en

cy
ev

al
ua

tio
n

m
et

ho
ds

id
en

ti�
ed

in
pr

im
ar

y
st

ud
ie

s

#
E

ne
rg

y
e�

ci
en

cy
ev

al
ua

tio
n

m
et

ho
d

S
ca

le
D

es
cr

ip
tio

n
P

rim
ar

y
st

ud
ie

s
O

C
R

1
S

im
ul

at
io

ns
in

tr
a,

in
te

r,
m

ix
ed

T
he

re
ar

e
pl

en
ty

of
si

m
ul

at
or

s
us

ed
to

si
m

ul
at

e
cl

ou
d-

ba
se

d
en

vi
ro

nm
en

ts
.

S
im

-
ul

at
io

ns
b

ec
om

e
ev

en
m

or
e

co
nv

en
ie

nt
w

he
n

th
e

im
pl

em
en

ta
tio

n
of

th
e

so
lu

tio
n

do
es

no
te

xi
st

ye
t.

Fo
r

ex
am

pl
e,

so
lu

tio
ns

to
im

pr
ov

e
cu

rr
en

t
ne

tw
or

k
sw

itc
he

s
ca

n
in

iti
al

ly
b

e
ev

al
ua

te
d

us
in

g
si

m
ul

at
io

n
ex

-
p

er
im

en
ta

tio
n.

[1
2,

51
,

65
,

76
,

84
,

85
,

11
0,

11
4,

12
2,

12
7,

12
8,

13
0,

13
2,

14
0,

15
2,

16
6,

16
8,

16
9,

17
2,

17
3,

19
2,

19
3,

21
1,

22
4,

22
5,

22
6,

22
8,

23
0,

23
7,

23
8,

24
0,

24
8,

25
0,

25
7]

34

2
E

m
pi

ric
al

ex
pe

rim
en

ts
in

sm
al

l
sc

al
e

in
tr

a,
in

te
r

In
th

is
m

et
ho

do
lo

gy
,

th
e

ex
p

er
im

en
ta

l
se

t-
up

is
pr

ep
ar

ed
in

ha
rd

w
ar

e
te

st
b

ed
s

in
sm

al
ls

ca
le

s.
T

he
nu

m
b

er
of

no
de

s
an

d
lin

ks
in

th
is

ki
nd

of
se

t-
up

is
m

uc
h

lo
w

er
th

an
w

ha
t

is
ut

ili
ze

d
in

re
al

is
tic

sc
en

ar
-

io
s.

[4
7,

53
,

11
5,

12
7,

16
8,

18
4,

24
1,

25
0]

8

3
N

um
er

ic
al

an
al

ys
is

in
tr

a,
in

te
r

In
th

is
w

ay
th

e
ou

tp
ut

re
su

lts
fr

om
a

lit
-

er
at

ur
e

st
ud

y
ar

e
us

ed
as

a
re

fe
re

nc
e

fo
r

re
as

on
in

g
pu

rp
os

es
.

[1
03

,
12

9,
14

8]
3

4
E

m
pi

ric
al

ex
pe

rim
en

ts
in

pr
od

uc
-

tio
n

da
ta

ce
nt

er
s

m
ix

ed
,

in
tr

a
T

he
b

es
tw

ay
of

ev
al

ua
tin

g
a

so
lu

tio
n

is
to

im
pl

em
en

ti
ti

n
re

al
is

tic
sc

en
ar

io
s.

B
y

us
-

in
g

da
ta

ce
nt

er
s

to
an

al
yz

e
th

e
so

lu
tio

n,
th

e
re

su
lts

w
ou

ld
b

e
m

or
e

re
pr

es
en

ta
tiv

e
an

d
ac

cu
ra

te
.

B
ut

it
is

no
t

al
w

ay
s

ea
sy

to
ge

t
a

pr
o

du
ct

io
n

da
ta

ce
nt

er
fo

r
th

is
pu

rp
os

e.

[1
25

,
13

1]
2

56



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 67PDF page: 67PDF page: 67PDF page: 67

Chapter 3. Energy-E�cient Networking Component in the Cloud - A SLR

Every evaluation method has its limitations and advantages. Using more
than one evaluation method could help the derived conclusions be more concrete.
For instance [127] evaluates their decision framework in both simulations and
empirical experiments.

Figure 3.4: Yearly distribution of each solution
type, from Dec 2008 to Nov 2013

Primary studies also have shown
how much they have gained in terms
of improvement in energy e�ciency.
eAware [230] as a modi�ed version of
an Ethernet switch and as an exam-
ple of the device solution type, can
save the total energy consumption of
network switches from 30% to 50%
while it introduces only 3%-20% in-
crease in the end-to-end packet delay.
The proposed MIMO OFDM DCN ar-
chitecture [125] has been evaluated
by means of large scale empirical ex-
periments and it can provide up to
25% energy e�ciency improvement in
comparison to the equivalent network architecture with commodity electrical
switches. GreenDCN decision framework [248], which is an intra-data center
scale solution, increases the energy saving of the networking component up to
50%.

ElasticTree decision framework [115] as a pioneer in making use of OpenFlow
technology in 2010 for energy e�ciency improvements in the networking com-
ponent (more detail in section 3.6), is able to save the energy consumed by the
networking component up to 25%-40%.

3.6 Discussion

To discover the trends in energy e�cient networking solutions we have split the
articles in 5 yearly periods (the last period being Dec 2012-Nov 2013).

As seen in �gure 3.4, the topic has been brought up from late 2008, with an
increasing number of primary studies each year to testify to a growing interest.
We can also see that the greatest attention has been paid to decision frameworks.
Although the other three solution types (Device, Routing/Switching and Network
architecture) are proposed less often, still they show an increasing trend.

The very �rst article on this topic is a decision framework from the �rst time
period for intra-data center scale [169]. Initially, decision frameworks were the
most natural solution: they simply required extensions to existing optimization
frameworks, where the energy e�ciency was an additional quality requirement.
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