Tubal subfertility and ectopic pregnancy. Evaluating the effectiveness of diagnostic tests
Mol, B.W.J.

Citation for published version (APA):
18. Evaluating the effectiveness of diagnostic tests

Ben W.J. Mol and Patrick M.M. Bossuyt

18.1 Introduction

This thesis reports on two diagnostic problems: the diagnostic work-up of tubal pathology in subfertile couples and the diagnosis of ectopic pregnancy. In the evaluation of the effectiveness of diagnostic tests, clinical research often focuses on the measurement of test performance, i.e., the capacity of a test to discriminate between patients with a particular disease and patients without that particular disease. However, although the discriminative performance of a test is an important determinant of the value of a test, this value depends also on the clinical context of the test, in which the prevalence of disease and available treatments also play a role. If the prevalence of a disease is either very high or very low, additional information to decide whether or not to perform a treatment is probably not required, and the value of the test will be limited. Furthermore, if an effective treatment for a disease that is to be detected is lacking, the value of the diagnostic test will be less than in the situation in which an effective treatment is available.

Many studies evaluating diagnostic tests only report on the discriminative capacity of a test in terms of sensitivity, specificity and likelihood ratios (LR). It may seem obvious that performance of a test with a good sensitivity and specificity on itself does not improve the health status of the patient. The patient will only benefit from adequate treatment, and diagnostic tests can be of value if they distinguish between patients that are likely to benefit from treatment and patients that are likely to be harmed by treatment. The aim of this chapter is to discuss how the effectiveness of a diagnostic test can be determined. The two problems dealt with in the previous parts of this thesis will serve as examples in this discussion.

In § 18.2 the traditional framework for the evaluation of diagnostic tests will be discussed. Parameters for the discriminative capacity of a test, such as sensitivity and specificity, LRs and Receiver Operating Characteristic (ROC) curves, as well as potential pitfalls in the assessment of test performance will be discussed. In § 18.2.1 it will be demonstrated that sensitivity and specificity of a test can vary between patients with different characteristics. § 18.2.2 will deal with the various methods that are available to assemble patients for a diagnostic study, whereas § 18.2.3 will discuss the internal validity of diagnostic studies. § 18.2.4 will assess the relation between reproducibility and accuracy of a diagnostic test. Meta-analysis of diagnostic tests and screening will be discussed in § 18.2.5 and § 18.3, respectively.

Subsequently, § 18.4 will discuss pitfalls in the assessment of the clinical value of diagnostic tests. The value of diagnostic tests can be assessed using decision analysis (§ 18.4.2) or in randomized clinical trials (§ 18.4.3). Finally, in § 18.5 a checklist will be provided that can be used in the critical appraisal of articles reporting on diagnostic tests.
Cut-off value
Serum hCG 1,500 IU/L

False-negative test result
True-positive test result

Ectopic pregnancy present according to the reference test

Ectopic pregnancy absent according to the reference test

Serum hCG level

Figure 1: Distribution of serum hCG level in patients with and patients without an ectopic pregnancy, and inconclusive findings at transvaginal sonography.

18.2 Expressing accuracy of diagnostic tests

Since in most situations a diagnostic test does not perfectly discriminate between people that have the disease and people that have not, it is important to know how accurate the test informs the clinician about the disease status of a patient. The accuracy of a diagnostic test is usually expressed in terms of sensitivity and specificity, ROC-curves or LRs. These measures are obtained from patient series in which both the test under study and a second test are performed. The latter is often referred to as ‘gold standard’ test, since it is assumed to provide information on the presence of disease with 100% accuracy. However, this second test is often only an approximation of the true disease state, and use of the term ‘gold standard’ is not always justified. It should therefore preferably be replaced by the term ‘reference test’.

The sensitivity of the test under study is defined as the number of people with a positive result of the test under study and a positive reference test result, divided by the number of people with a positive reference test result. The specificity of the test under study is defined as the number of people with a negative result of the test under study and a negative reference test result, divided by the number of people with a negative reference test result.
In the medical literature, ‘positive’ and ‘negative’ test results are in this context always referring to the presence and absence of disease, respectively. Consequently, a clinician labeling a test result as ‘positive’ refers to something that is usually negative for the patient. A ‘negative’ test result on the other hand refers to something that is usually ‘positive’ for the patient. Thus, from a patients’ perspective it would make more sense to swap the use of these terms. However, since the description of test performance historically has focused on the detection of disease the term ‘positive’ is used to refer to presence of disease, and ‘negative’ is used to refer to absence of disease. This can sometimes be contra-intuitive. For instance, in the diagnosis of ectopic pregnancy, absence of an intra-uterine pregnancy at sonography refers to the presence of ectopic pregnancy and is referred to as positive test result, whereas presence of an intra-uterine pregnancy at sonography refers to the absence of ectopic pregnancy and is referred to as negative test result.

A limitation of the use of sensitivity and specificity is that they require dichotomization of the results of diagnostic tests into ‘positive’ and ‘negative’. Many diagnostic tests generate more detailed information than ‘disease present’ or ‘disease absent’. This information can be used to estimate the probability that a patient has the disease as exactly as possible. Figure 1 shows the distribution of serum human chorionic gonadotrophin (hCG) in patients with and patients without ectopic pregnancy, in whom transvaginal sonography did not reveal a definite diagnosis. As can be seen in Figure 1, the serum hCG concentration can be expressed on a continuous scale. The mean serum hCG concentration is higher in women with an ectopic pregnancy than in women without an ectopic pregnancy. By setting a ‘cutoff value we can define the results of the serum hCG measurement as either positive or negative. Comparison of this test result with the results of a reference test enables a classification of test results as true-positive, false-positive, true-negative and false-negative, thereby allowing the calculation of sensitivity and specificity for this specific ‘cutoff value. Figure 1 shows that a cutoff value of 1,500 IU/L results in only a few false-positive diagnoses, whereas a considerable part of the women with ectopic pregnancy is correctly identified.

A shift in cutoff value can alter the sensitivity and specificity of serum hCG measurement (Figure 2). A shift in cutoff value towards higher serum hCG levels increases the specificity but decreases the sensitivity. Vice versa, a shift in cutoff value towards lower serum hCG levels decreases the specificity but increases the sensitivity of a test. It is this phenomenon on which the principle of the ROC-curve is founded. By graphing the sensitivity and specificity for each possible cutoff value in ROC-space, a visual impression can be obtained of the discriminative performance of a diagnostic test. In such a ROC-space the sensitivity (or true-positive rate) is plotted against ‘1 – specificity’ (or false-positive rate). The upper left hand corner of such a ROC-space, in which sensitivity and specificity are both 100%, represents a test result with perfect discriminatory performance, whereas the line sensitivity = ‘1 – specificity’ (the dashed line in Figure 2) represents a test without any discriminatory performance. The more the dis-
Figure 2: The relation between the distribution of a test result in diseased and non-diseased persons (here patients with and patients without an ectopic pregnancy) and a corresponding ROC-curve that expresses the performance of the test.

Figure 2 shows that with higher serum hCG concentrations, the probability that a woman has an ectopic pregnancy increases. For example, in case the serum hCG concentration is 2,500 IU/L, the probability that a woman has an ectopic pregnancy is higher than in case the serum hCG concentration is 1,600 IU/L. However, if 1,500 IU/L...
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Table 1: Effect of variation of the prevalence of ectopic pregnancy among women with different characteristics on predictive values of transvaginal sonography (TVS) of the adnexal region. The sensitivity and specificity of this test are 57% and 96%, respectively. In the left two-by-two table the situation is shown for a prevalence of ectopic pregnancy of 6%, corresponding with the prevalence among symptom-free women at increased risk for ectopic pregnancy. The positive predictive value (PPV) equals 47% (34/72), whereas the negative predictive value (NPV) equals 2.8% (26/928). In the right two-by-two table the situation is shown for a prevalence of 40%, corresponding with women with abdominal pain in early pregnancy. The PPV changes to 90% (228/252), whereas the NPV changes to 23% (172/748).

<table>
<thead>
<tr>
<th>TVS</th>
<th>Ectopic Pregnancy</th>
<th>No ectopic pregnancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test positive</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>Test negative</td>
<td>26</td>
<td>902</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TVS</th>
<th>Ectopic pregnancy</th>
<th>No ectopic Pregnancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test positive</td>
<td>228</td>
<td>24</td>
</tr>
<tr>
<td>Test negative</td>
<td>172</td>
<td>576</td>
</tr>
</tbody>
</table>

Prevalence 6%; PPV = 47%; NPV = 2.8%

Prevalence 40%; PPV = 90%; NPV = 23%

is used as cutoff, both serum hCG concentrations of 1,600 IU/L and 2,500 IU/L are interpreted in a similar way.

A method to overcome the loss of information by dichotomizing a test result is the use of LRs. A LR of a particular test result is defined as the ratio of the relative frequency of that particular test result in patients in which the result of the reference test is positive and the relative frequency of that particular test result in patients in which the result of the reference test is negative. A major advantage of the use of LRs is that they can be applied easily in daily clinical practice. By integrating the pre-test probability on disease and the LR of a certain test result in Bayes Theorem, the probability that a patient has the disease conditional on the presence of a certain test result can be calculated. In chapter 10 and 11 LRs were calculated for different categories of serum hCG concentrations at initial and repeat measurement, respectively.

The LR of a particular test result is mathematically equal to the ratio of sensitivity and ‘1-specificity’. Since in a ROC-curve the sensitivity is plotted against ‘1-specificity’, the LR of a test result equals the slope of the ROC-curve. Thus, apart from the area under the curve, the ROC-curve also provides information on the diagnostic performance of a test by its slope. The LR of a range of test results can be derived from the slope of the line connecting the two points that correspond with the two most extreme test results of that range.

Since sensitivity and specificity express the relative frequency of a positive test result in patients with a positive reference test, and the relative frequency of a negative test result in patients with a negative reference test, respectively, these parameters are by definition independent of the prevalence of disease. Thus, if sensitivity and specificity of a particular test are determined in a certain study, they can be used in other populations with a different prevalence of disease for the calculation of predictive values. This is important, since the clinician that is using the test in clinical practice will be mostly interested in these
predictive values. The predictive value of a test result is defined as the probability of a positive reference test conditional on the test result. The positive predictive value represents the probability of a positive reference test, in case the test result is positive. Similar, the negative predictive value represents the probability of a positive reference test in case the test result is negative.

Table 1 shows the effect of variation of the prevalence of disease on the predictive value of a test. In chapter 15 the prevalence of ectopic pregnancy among symptom-free women at increased risk for this disease was found to be almost 6%. Presence of a gestational sac or an ectopic mass at transvaginal sonography had a sensitivity of 57% and a specificity of 96%. A positive result of transvaginal sonography, i.e., presence of a gestational sac or an ectopic mass at transvaginal sonography, performed in a population with a prevalence of the disease of 6% implicates a positive predictive value of 47%. A negative result of a test with such sensitivity and specificity implicates a negative predictive value of 2.8%. The same test performed in women with abdominal pain, in which a prevalence of ectopic pregnancy of 40% was observed, results in positive and negative predictive values of 90% and 23%, respectively. Such differences in predictive values are very likely to have clinical consequences.

When calculating predictive values for patients in a population with a certain prevalence, this prevalence is likely to be related to the patient characteristics in that specific population. In chapter 12, LRs of results of transvaginal sonography and serum hCG measurement were used in patients with different combinations of clinical symptoms, for which different prevalences of ectopic pregnancy apply. This resulted in an improved performance as compared to an algorithm using fixed cutoff values, especially for symptom-free women, in whom the pre-test probability for ectopic pregnancy is rather low.

18.2.1 Effect of patient characteristics on sensitivity and specificity

Since there appears to be a clear association between clinical symptoms and prevalence, the crucial underlying assumption when applying sensitivity and specificity on patients with different prevalences is that these indices remain constant for patients with different clinical characteristics.\(^1\)\(^2\) In chapter 10, it was therefore evaluated if the performance of serum hCG measurement in patients with inconclusive findings at sonography depended on patient characteristics. Whereas this performance seemed independent from the presence or absence of abdominal pain or vaginal bleeding, it was found to depend on the presence of an adnexal mass or fluid in the Pouch of Douglas at transvaginal sonography.

Although the relation between sensitivity, specificity, prevalence and predictive values is often demonstrated in textbooks, the assumption that the indices sensitivity and specificity remain constant for different types of patients is only rarely evaluated in diagnostic studies. Apart from the example of serum hCG measurement in this thesis, the constancy assumption for sensitivity and specificity has also found to be erroneous in other clinical situations where it has been checked, the best documented example being exercise tests in the diagnosis of ischaemic heart disease.\(^3\)\(^6\)
A theoretical explanation for the variation in sensitivity and specificity between different types of patients is illustrated in Figure 3. Figure 3A shows the situation in which the results of a test differ between patients with the disease and patients without the disease, but not within the group of patients with the disease and within the group of patients without the disease, respectively. Consequently, sensitivity and specificity remain constant, even in situations in which the prevalence of disease in the population in which the test is used differs from the prevalence in the population in which the test was evaluated.

Figure 3B shows a different situation. The results of the test under study shown in this figure depend on the severity of the disease. In other words, within the group of patients with the disease the test results become more extreme in patients in whom the disease is more severe. If the results of a test in patients with the disease do depend on the severity of disease, the sensitivity of a test in patients with a mild form of the disease might differ from the sensitivity of a test in patients with a severe form of the disease. The same appears to be true for the specificity. Thus, if the severity of disease is related to the
prevalence of that disease, test indices such as sensitivity and specificity might vary with the prevalence of disease. In such a situation, the association between patient characteristics and indices of sensitivity or specificity could have consequences for clinical practice, and should therefore be subject of study.

18.2.2 Methods to assemble a patient population

There are several methods to assemble a population in which a diagnostic test can be compared with a reference standard. It is important to distinguish between cohort studies that assemble patients at risk for a disease in whom both the test under study and the reference standard are performed, and case-control studies, that assemble cases with the disease and controls without the disease, and subsequently compare the test result in both groups.1

Cohort studies and case-control studies can both be performed prospectively and retrospectively. In prospective studies, the patients are pursued from the moment of inclusion onwards, whereas in retrospective studies data collection goes back in time, mostly based on medical charts.

The distinction between case-control and cohort studies is important for the clinical interpretation of studies evaluating diagnostic tests. Whereas cohort studies are able to report on the performance of a test in the relevant clinical spectrum, case-control studies evaluate a diagnostic test by comparing the test results in patients who definitely have the disease with test results in patients who definitely do not have the disease. Because case-
control studies usually incorporate persons who are at the extremes of the spectrum of disease, they are likely to overestimate the performance of the test as compared to cohort studies.

This mechanism is, in an extreme form, shown in Figure 4. Whereas the performance of the test is imperfect in case all patients are included, the ROC-curve that is constructed when including only patients and controls from the extremes of the disease spectrum demonstrates a perfect discriminative capacity. Comparison of the performance of identical tests as reported by case-control and cohort studies, as was recently done by Lijmer et al., confirmed this hypothesis. It should be emphasized that the difference between test performance as reported by case-control and cohort studies can only be observed in case the distribution of test results in diseased and non-diseased persons depends on the severity of disease. The latter implies that parameters that express the performance of diagnostic tests, such as sensitivity, specificity and LRs, depend on the severity of disease of patients that they are performed in, a phenomenon that was discussed in § 18.2.1.

A problem of retrospective cohort studies on diagnostic issues is that it is sometimes difficult to assemble a cohort at risk for the disease in retrospect. In the evaluation of diagnostic tests for ectopic pregnancy, for example, it is almost impossible to identify women at risk for ectopic pregnancy in retrospect, since the characteristics of women suspected for ectopic pregnancy are not systematically collected in a registry. Consequently, such a cohort can only be assembled prospectively, in a setting in which identification of patients at risk for the disease is done by study investigators who have time to check whether patients fulfill the inclusion criteria. In contrast, the cohort of subfertile women in whom the performance of hysterosalpingography (HSG) was studied could be assembled in retrospect, since the medical administration systematically registers patients in whom HSG has been performed (chapter 5). In contrast, case-control studies can easily be performed retrospectively with respect to inclusion of patients. Consequently, such studies can be completed in a shorter period of time at relatively lower costs.

A second problem in the performance of retrospective studies, be it either cohort or case-control studies, is that sometimes the results of the test under study are difficult to retrace. For example, the evaluation of the capacity of HSG to predict fertility outcome in chapter 5 was hampered by the fact that intra-uterine abnormalities observed at HSG were not registered in the medical files in a systematic way. Another example is the evaluation of transvaginal sonography in the diagnosis of ectopic pregnancy, a study that is virtually impossible to perform retrospectively, since results of sonography are not documented systematically.

The extent to which case-control studies overestimate the performance of a diagnostic test depends on the nature of the disease that the test is trying to detect. In case the distribution of test results between diseased persons included in a case-control study (the cases), and diseased persons included in a cohort study is different, the sensitivity reported by case-control studies might differ from the sensitivity reported in cohort studies. Similarly, if the distribution of test results differs between non-diseased patients included
in a case-control study (the controls) and non-diseased persons included in a cohort study, the reported specificity might differ. For example, when assessing the performance of CA-125 measurement in the diagnosis of endometriosis, studies comparing CA-125 levels in cases with severe endometriosis and controls who undergo laparoscopy for sterilization, do not take into account that endometriosis has various presentations. Understandably, a meta-analysis assessing the capacity of CA-125 measurement to detect endometriosis found large differences in the performance of CA-125 measurement reported in case-control and cohort studies.\textsuperscript{8}

### 18.2.3 Internal validity

Several forms of bias can occur in studies evaluating diagnostic tests. \textit{Verification bias} or \textit{ascertainment bias} occurs when the decision to perform a reference test is at least partially dependent on the result of the test under study.\textsuperscript{19} This is important in the assessment of a diagnostic test when two different reference tests are used to verify a diagnosis. In the study described in chapter 10, for example, the decision to perform laparoscopy or to manage a patient expectantly depended at least partially on the serum hCG level. An ectopic pregnancy was therefore more likely to be established in patients with a serum hCG level \( \geq 1,500 \text{ IU/L} \) than in patients with a serum hCG level \(< 1,500 \text{ IU/L} \). Since expectant management can be considered as the ideal reference strategy in determining which ectopic pregnancy requires treatment and which ectopic pregnancy does not require treatment, performance of laparoscopy in patients with a serum hCG \( \geq 1,500 \text{ IU/L} \) leads to overestimation of sensitivity and specificity of serum hCG measurement. Studies reporting on the outcome of expectant management in patients with suspected ectopic pregnancy are needed to reveal this issue, if only they report on the relation between serum hCG concentration and failure of expectant management.

\textit{Selection bias} occurs when inclusion of a patient in the study depends (at least partially) on the result of the test under study. Table 2 shows the mechanism by which selection bias can affect the estimates of sensitivity and specificity. In absence of selection bias, all patients that meet the inclusion criteria of the study are incorporated in the final two-by-two table, independent of the result of the test under study. Once the test results are compared with the results of the reference strategy (left two-by-two table), sensitivity and specificity can be calculated. If in case of a negative test result a patient is less likely to be included in the study than in case of a positive test result, the fraction of patients with a negative test result is relatively low as compared to the fraction of patients with a positive test result. As can be seen in the right part of Table 2, this will result in an overestimation of the sensitivity and an underestimation of the specificity of the test under study. The opposite would have been the case if patients with a positive test result had been less likely to be included as compared to patients with a negative test result. If the true ratio of patients with a positive test result and patients with a negative test result in the original population under study is known, the true estimates of sensitivity and specificity can be derived, as is shown in the right part of Table 2.\textsuperscript{9} However, if this ratio of test results is unknown, the true sensitivity and specificity can not be derived.
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Disease

<table>
<thead>
<tr>
<th>Present</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test positive</td>
<td>A</td>
</tr>
<tr>
<td>Test negative</td>
<td>B</td>
</tr>
</tbody>
</table>

Sensitivity_{true} = A / (A + B)
Specificity_{true} = D / (C + D)

Sensitivity_{obs} = A / (A + (B - b'))
Specificity_{obs} = (D - d') / (C + (D - d'))

Table 2: Effect of selection bias on the sensitivity and specificity. Left the situation without selection bias. All patients that undergo the test under study are included, and sensitivity and specificity can be calculated. Right the situation after selection bias. A proportion b' of the false-negatives and a proportion d' of the true negatives do not undergo the reference test since they had a negative result of the test under study. If the percentage of patients γ = (b' + d')/(B + D) that did not undergo the reference test is known, the true sensitivity and specificity can be calculated.

Selection bias can also occur if patients are selected on the basis of a test result that is (partially) related to a result of the test under study. For example, if a study wants to evaluate the diagnostic accuracy of HSG by comparing it with laparoscopy, and if the Chlamydia antibody titer (CAT) was used in the decision to include a patient in the study, the association between HSG and CAT might lead to biased estimates of sensitivity and specificity.

Incorporation bias occurs when the test under study is used as part of the reference strategy. Understandably, this will lead to overestimation of both sensitivity and specificity of the test. In order to avoid incorporation bias, sonography at a gestational age of 12 weeks was performed in all patients with suspected ectopic pregnancy in whom sonography previously had visualized an intra-uterine pregnancy (chapter 10 and 11).

Lack of blinding can cause bias in two ways. First, if the person interpreting the reference test is aware of the result of the test under study, this knowledge is likely to influence the interpretation of the reference test. This type of bias is called "diagnostic review bias". Second, the person who is performing or interpreting the test under study might already have knowledge of the result of the reference test. This type of bias is called "test review bias".

Finally, bias can occur when patients with inconclusive test results or patients in whom the test fails are excluded from the final analysis. This will in most cases lead to an overestimation of sensitivity and specificity of a test.

18.2.4 Explanations for false-positive and false-negative diagnoses

The vast majority of tests used in clinical medicine is imperfect. To understand the cause of such diagnostic imperfection, it is important to distinguish factors that determine
the performance of a test. First, the disorder to be detected must have pathophysiological or anatomic features, which allow its detection by the test. Second, the test must have the ability to discriminate between subjects with and subjects without that feature. Third, the physician must interpret the results of the test correctly. In case the observer classifies a test result incorrectly as abnormal or incorrectly as normal, this will affect the specificity and sensitivity of the test, respectively. It is therefore inevitable that if the reproducibility of a test is not perfect, the accuracy of the test can not be perfect either. Lack of reproducibility of a test within one observer means that if this observer reads out several test results, there will always be some false-positive or false-negative results. Lack of interobserver reproducibility of a test indicates that if the test is used by multiple clinicians, there will always be false-positive or false-negative results, even if there may be one observer who reads out the test result without mistakes.

Several authors have assessed the relation between reproducibility and accuracy mathematically. If the reproducibility of a test is expressed as a kappa-value it is possible to calculate the best possible combinations of sensitivity and specificity for that particular test. The kappa-value ($\kappa$), that expresses agreement beyond chance, can be calculated from:

$$\begin{align*}
(I) \quad & \kappa = \frac{\text{observed agreement} - \text{expected agreement}}{1 - \text{expected agreement}} \\
(II) \quad & \text{Sensitivity} \times P_{\text{Dis}} + \text{Specificity} \times (1 - P_{\text{Dis}}) \\
(III) \quad & P_{\text{Dis}} \times P_{\text{test\_pos}} + (1 - P_{\text{Dis}}) \times P_{\text{test\_neg}}
\end{align*}$$

in which the observed agreement equals

$$P_{\text{obs}} = \frac{\text{true positives} + \text{true negatives}}{\text{all test results}}$$

and the expected agreement equals

$$P_{\text{exp}} = \frac{P_{\text{Dis}} \times P_{\text{pos}} + (1 - P_{\text{Dis}}) \times P_{\text{neg}}}{1}$$

Figure 5: Relation between sensitivity, specificity and reproducibility of a test (expressed by kappa-values) for prevalences of 0.1, 0.5 and 0.9, respectively. The corresponding kappa-values are plotted near the plots of sensitivity and specificity.
Integrating (II) and (III) into (I) shows that the sensitivity equals

$$(IV) \ (\kappa - (\kappa + 1) \ast (\text{PD}_{\text{dis}} \ast \text{P}_{\text{test, pos}} + (1 - \text{PD}_{\text{dis}}) \ast \text{P}_{\text{test, neg}}) - \text{specificity} \ast (1 - \text{PD}_{\text{dis}})) / \text{PD}_{\text{dis}}$$

When the prevalence of disease $\text{PD}_{\text{dis}}$ is assumed to be equal to the probability of a positive test result $\text{P}_{\text{test, pos}}$, the most optimal combinations of sensitivity and specificity can be calculated when the prevalence of disease and the reproducibility of a test as expressed by a kappa-value are known. In Figure 5 the most optimal combinations of sensitivity and specificity are plotted for different kappa values and prevalences of 0.1, 0.5 and 0.9, respectively. One must realize that the plotted combinations of sensitivity and specificity are the most optimal combinations conditional on a known prevalence and reproducibility of a test. As mentioned, there are other factors that can affect the accuracy of a test, in addition to reproducibility. In chapter 2, for example, the reproducibility of the diagnosis of tubal occlusion at HSG was found to be almost perfect. However, the sensitivity of the test was still found to be 65% for a specificity of 83%. Apparently, other factors also affected the accuracy of HSG in the diagnosis of tubal occlusion.

The reproducibility of continuous tests is preferably expressed as an intra-class correlation coefficient. The relation between reproducibility and accuracy can also be described using intra-class correlation coefficients. The relation between reproducibility and accuracy is particular useful in situations in which the reference test is expensive, or in which there is no good reference test at all. In case the reproducibility a test appears to be suboptimal, it might become clear that the test is not suitable for clinical practice. In chapter 2, we found the reproducibility of adhesions to be moderate to substantial, which implies that its accuracy can never be perfect. This finding was confirmed in the meta-analysis of Chapter 3.

18.2.5 Meta-analysis of diagnostic tests

The performance of a diagnostic test will often have been addressed in multiple studies, performed in different hospitals, in different settings and at different moments in time. Whereas the accuracy of the estimations of test performance in each of the individual studies might be limited, combined analysis of the results of these studies can increase the accuracy of the assessment of the test under study. Meta-analysis is a tool that can be used to combine results of individual studies. Apart from the increased accuracy, it also facilitates exploration of the impact of covariates on the performance of the test under study. Covariates might be issues of study design, characteristics of the population in which the test is evaluated or characteristics of the test itself.

In the evaluation of effectiveness of therapy meta-analytic methods have been used to summarize results of multiple studies on many occasions. Although controversy remains on the value of such tools as compared to large, multi-center randomized clinical trials, meta-analysis is a powerful tool in absence of such large multi-center studies. The methodology of meta-analysis of diagnostic tests is still under development. Recently, efforts have been made to evaluate meta-analytic methods for the assessment of diagnostic test performance as reported in multiple studies.
Apart from heterogeneity due to differences in study design, patient population or technical aspects, heterogeneity in studies reporting on the performance of a diagnostic test might be due to differences in cutoff levels that are used in different studies. If this were to be the case, higher sensitivity would be accompanied by a lower sensitivity and vice versa. Such a hypothesis can be evaluated by visual inspection of the results of the different studies in a ROC-sheet, or, more formally, by calculation of a Spearman correlation coefficient. If such a relation between sensitivity and specificity is found, the accuracy of the test under study can be expressed in a summary ROC-curve, as was done in the meta-analyses on the performance of HSG and CAT in chapter 3 and 4.\textsuperscript{15}

Taking into account the two aims of meta-analysis for diagnostic tests, i.e., increase of the accuracy of the estimation of the performance of the test under study and exploration of the impact of covariates on the performance of the test under study, exploration of covariates should be the first step in meta-analysis of diagnostic tests. This can be done by comparing the diagnostic odds ratios (OR) of studies with a certain characteristic and studies without that characteristic. Logistic regression analysis is a powerful tool in the comparison of such diagnostic ORs. If the diagnostic ORs of studies with and studies without a certain characteristic were to be different, further meta-analysis should be performed in subgroups, or should be limited to the subgroup of studies that is the most relevant from a clinical or methodological perspective.

As an alternative, the individual studies can be scored according to predefined criteria that address the methodology of the study, for example issues of patient sampling, data collection, blinding or presence of bias. For each study, a score can than be established, that represents the methodological quality of such a trial.\textsuperscript{17} Such quality scores can than be used as weighting factors in the meta-analysis.

An unresolved problem in the scoring for methodological quality, however, is the quantification of different criteria. Whereas in studies on one particular diagnostic test a certain criterion might be of extreme importance, this same criterion might of less importance in studies on another diagnostic test. Blinding, for example, is an important issue in studies comparing the accuracy of HSG or CAT, using laparoscopy as the reference standard, as was the case in the meta-analysis performed in chapter 3 and 4. In contrast, in studies relating HSG findings or laparoscopy to the occurrence of pregnancy or live-birth (chapter 5 and 6) blinding might be of less importance.

Taking into account these unresolved problems in the quantification of the methodological quality of studies, an approach in which studies incorporated in a meta-analysis are scored for methodological issues in a qualitative way seems to be preferable. The importance of these criteria on the outcome of a meta-analysis of a particular test can subsequently be evaluated by means of logistic regression analysis, as was done in the meta-analysis of CAT (chapter 4), as well as in other meta-analyses.\textsuperscript{8,18}

Exploration of co-variates with logistic regression analysis being the first step in meta-analysis of diagnostic tests, the second step is to assess if calculation of point estimates of sensitivity and specificity is meaningful. This is the case if homogeneity cannot be rejected. In absence of homogeneity, the possibility of estimating a summary ROC-curve should be
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If studies with a higher sensitivity appear to have lower specificity and vice versa, calculation of a summary ROC-curve is justified.

A major problem of the meta-analytic method for diagnostic tests is that the estimated summary ROC-curves do not provide cutoff values, thereby limiting the implementation of the results of meta-analysis for clinical practice. Whereas current meta-analytic methods allow comparison of the performance of several diagnostic tests, it is not possible to link cutoff values to the estimated summary ROC-curve. The increasing facilities for electronic data management and electronic communication might reduce the need for such meta-analytic methods in the near future, since opportunities will be taken for aggregate analysis of individual patient data collected in different studies.

18.3 Screening versus diagnosis

Screening is defined as systematic detection of disease before the onset of symptoms by means of a relatively simple test.\(^1\) The essential difference between diagnosis and screening is that in case of diagnosis the patient contacts the health care provider, usually after the onset of complaints, whereas in case of screening the health care provider contacts the person who is at risk for having a disease or a preliminary stage of it.\(^2\) This difference is important since it indicates that in case of diagnosis the patient is already worried about her health condition, whereas in case of screening the patient is unaware of a possible disease. Thus, when considering to offer screening one should take into account the additional anxiety that is induced by informing the woman that she may have a disease. The disutility that is caused by this additional anxiety should be compensated for by the expected health benefits of screening.

The difference between diagnosis and screening is illustrated when the situation of a woman that presents with vaginal bleeding during first trimester pregnancy is compared with the situation of a women during first trimester pregnancy without complaints, who has had tubal surgery in the past. The woman with vaginal bleeding has contacted her physician because she is worried about her pregnancy, and her physician should help her as good as possible. In contrast, the woman with a history of tubal surgery has been previously informed that she is at increased risk for having an ectopic pregnancy once she has conceived. The physician that informs the woman about this increased risk can only do so if the expected benefit from screening women in this situation outweighs the expected harm caused by the anxiety or a false-positive diagnosis. In this example, the concern of the women with vaginal bleeding is an extra argument to perform transvaginal sonography. In contrast, the woman with a history of tubal surgery should first be informed about the possibility that her pregnancy might be ectopically nidated.

There is considerable debate about the valuation of false-positive test results in screening. Since a person who undergoes screening has no complaints and is usually healthy before the start of screening, some argue that harm done to such a person should be valued worse as compared to the same amount of harm done to a person who is presenting with complaints, and for that reason is undergoing diagnostic tests.\(^2\) For example, a false-positive diagnosis leading to laparoscopy in a woman suspected of
ectopic pregnancy because of vaginal bleeding might be valued less severe as compared to a false-positive diagnosis leading to laparoscopy in a woman suspected of ectopic pregnancy because of a history of tubal surgery. Such differences in valuations will always be arbitrary. In the decision analysis in chapter 16, in which screening for ectopic pregnancy in symptom-free women at increased risk was compared with watchful waiting we valued a false-positive diagnosis in a symptom-free woman in the same way as a false-positive diagnosis in a woman with vaginal bleeding. In spite of this assumption, the possible benefits of screening did not unequivocally outweigh its possible detriments. Thus, in case the negative impact of a false-positive diagnosis of screening would be valued stronger, the merits of screening for ectopic pregnancy would even become more questionable.

18.4 Assessment of the clinical value of diagnostic tests

After having assessed the performance of a diagnostic test, taking into account possible sources of bias, the subsequent question is whether a diagnostic test is valuable for clinical practice. If, for example, serum hCG measurement in the diagnosis of ectopic pregnancy has an area under the ROC-curve of 0.81, does this mean that this test is valuable for clinical practice? And does the fact that in patients without any findings at transvaginal sonography this area is 0.74, whereas it is 0.85 in patients with free fluid or an adnexal mass, have an impact on the clinical value of this test? In the evaluation for tubal pathology in subfertile patients, does the fact that HSG has a sensitivity of 65% and a specificity of 83% imply that we should use this test in clinical practice?

Some authors have provided scoring systems in order to assess the value of a diagnostic test by its LR.\textsuperscript{21} For positive test results, a LR < 2 would indicate that the test is useless, a LR between 2 and 5 would implicate that the test has some value, whereas higher LRs would increase the value of the test. Unfortunately, such an approach does not take into account the clinical context of the test under study. As was shown in § 18.2, predictive values, which are of main interest for the clinician, do not only depend on the performance of a test, but also on the prevalence of disease. Presuming constant indices for sensitivity and specificity, the positive and the negative predictive values decrease when the prevalence of disease decreases.

Apart from the prevalence of disease, the value of a diagnostic test also depends on the availability of an effective treatment in patients with the disease that the test under study is trying to detect. If the side-effects of a particular treatment are mild or if its costs are low, the consequences of a false-positive diagnosis, which would result in treatment of a person without the disease are limited. If, however, a particular treatment generates severe side-effects or if its costs are high, the consequences of a false-positive diagnosis are far more serious. Similarly, the consequences of a false-negative diagnosis are limited in case delay of the required treatment in a patient has a small impact on the outcome for the patient, whereas the consequences of a false-negative diagnosis are far more serious when delay of effective treatment affects the prognosis for the patient. Thus, the valuation of consequences of false-positive and false-negative test results has an impact on the value of a diagnostic test. Apart from the prevalence of disease and the performance of the test,
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the therapeutic context, i.e., benefits and harm of - incorrect - treatment and non-
treatment, are of importance in the assessment of the value of the test. Furthermore, the
costs and harm of the test itself affect the value of the test.

The fact that a diagnostic test can only become of value for the patient if it improves
her health status, has consequences for test evaluation. Considering the therapeutic
context, a diagnostic test reduces uncertainty on the disease status, thereby increasing the
foundation for the decision to provide or withhold treatment. The aim of diagnostic
testing is then to increase the probability of presence of disease in a subgroup of patients
in such a way that the expected potential benefits of treatment outweigh the expected
potential harm of treatment, or to decrease the probability of presence of disease in such
a way that the expected potential benefit of non-treatment outweighs the expected
potential harm of non-treatment.

Apart from its impact on therapeutic decisions, the information provided by
diagnostic tests can also be of direct value for the patient. Patients may want to be
informed about the cause of their disease or about their prognosis. For example, pregnant
women with a normal pregnancy are willing to pay for information contained at
ultrasound, and almost 50% of the value of the ultrasound was pertained to uses outside
the realm of medical decisions. The assessment of this ‘informative’ value of a diagnostic
test makes other demands on evaluation of diagnostic tests, which are beyond the scope
of this thesis. Generally, it is thought that better information on disease status and
prognosis are valuable to the patient. The work-up for subfertility and the diagnosis of
ectopic pregnancy have never been explicitly studied from this perspective. One could
hypothesize that the work-up for subfertility provides information on the causes for sub-
or infertility, which can be of importance for the couple. In the diagnosis of ectopic pregnancy it is likely that women benefit from ultrasound, even if the ultrasound findings
do not affect the management of such patients. This is especially the case for patients
with a history of ectopic pregnancy or subfertility. Some empirical studies that have
assessed the value of information itself, have indicated that an increase of information
does not always for the patient. A recent study among women referred for colposcopy
after an abnormal PAP-smear showed that women receiving simple information are less
anxious than women either receiving no information or more complex information.

If we do not take into account this ‘informative’ value of a diagnostic test, but limit
the use of information to its impact on the treatment strategy, the value of a test can be
assessed in two possible types of studies: decision analysis or randomized clinical trials.
These frameworks have in common that in both of them the performance of a diagnostic
test under study can be related to health states that can be altered by treatment.

In decision analysis, data on the expected benefits and harm of treatment in patients
both with and without the disease (obtained from observational studies or randomized
clinical trials), data on the prevalence of disease, and data on the performance of a
diagnostic test are combined, thereby allowing comparison of several strategies. In chapters
7 and 15 decision analysis was used to assess the diagnostic work-up of tubal pathology
and work-up of patients with suspected ectopic pregnancy, respectively. An alternative for
clinical decision analysis is the performance of clinical studies, preferably randomized clinical trials, in which the relevant outcome measures after treatment are related to the diagnostic tests under study.

18.4.1 Assessment of the clinical value of diagnostic tests with clinical decision analysis

The general concepts of clinical decision analysis have been introduced in the early 1980s.\textsuperscript{25,26} Traditionally, clinical decision analysis contains six steps. First, a decision tree is constructed containing realistic combinations of diagnostic and therapeutic tools. Subsequently, probabilities are assigned for uncertain events. Ideally, estimates of these probabilities are obtained from clinical studies on diagnosis and therapy. In the third phase, utilities are assigned to possible outcomes of the decision tree. Pauker and Kassirer, who developed a model that could help in the decision to perform angiography in the diagnosis of pulmonary embolism, expressed the outcome of each strategy in terms of expected life years. In the evaluation of tubal subfertility (chapter 7) the utility of interest was the expected occurrence of pregnancy, whereas in the evaluation of strategies to diagnose ectopic pregnancy (chapter 15) the relevant outcome was (prevention of) tubal rupture.

In the fourth step, the probabilities assigned in step two and the utilities assigned in step three are combined by ‘folding back’ the decision tree. This way, an expected value can be calculated for each strategy. In the fifth step we can then select the decision that has the highest expected utility. The final step is to perform a sensitivity analysis in which the assigned probabilities and utilities are varied within clinically reasonable boundaries to assess the robustness of the outcome of the decision analysis.

Although decision analysis as described above seems a simple and powerful tool for the evaluation of diagnostic test, there are several limitations to its use. First, data on the probabilities of diagnostic and therapeutic processes many uncertain events are often either lacking or conflicting. Second, the relevant outcomes of the evaluated strategies are often multi-dimensional. For a patient with suspected ectopic pregnancy, for example, the side effects of possible treatments, time to diagnosis, number of false-positive diagnosis, tubal rupture, future fertility and costs are all relevant outcomes. If one strategy was superior on all possible outcomes, the choice would be straightforward. Unfortunately, in many decision analyses there is not a single strategy that is superior, as each strategy is often found to have its own advantages and disadvantages. The choice between the various possible outcomes should therefore be made in an early stage of the decision analysis, preferably when constructing the decision tree or assigning the utilities. In some clinical problems, individual preferences might influence the choice for one or the other strategy. In the management of ectopic pregnancy, for example, tubal preservation might be important for patients with future child wish, whereas patients without child wish are only interested in cureation of their ectopic pregnancy.

A third problem of clinical decision analysis is that in clinical practice the distinction between presence and absence of a disease is not always clear. For example, does a patient who is subfertile since four years have a disease? Does it matter if there were any abnormalities found at the diagnostic work-up, such as tubal pathology? And does the
fact that treatment-independent pregnancy occurred despite the fact that laparoscopy had shown one-sided tubal occlusion indicate that she is cured from the disease, i.e., that the disease is not present anymore? For ectopic pregnancy the same appears to be the case, although the difference might be more subtle. Does a patient with an ectopically nidated pregnancy and a serum hCG level of 1,400 IU/L has the disease “ectopic pregnancy”? And is this disease also present in case the serum hCG concentration is 200 IU/L or 5,400 IU/L?

These examples illustrate that the border between being healthy and having a disease is often unclear. For the evaluation of diagnostic tests this means that it is often difficult, if not impossible, to define which patients should be classified as diseased and which patients should be classified as healthy.

In this context, one should also realize that making a distinction between healthy and diseased is not the main purpose of diagnostic tests. The main purpose of diagnostic tests is to distinguish persons who are expected to benefit from treatment from persons who are expected not to benefit from treatment. This implicates that it is sometimes of no importance that patients with a mild form of the disease, that does not require treatment, are not detected by a diagnostic test. Since from a pathophysiological point of view these patients really have the disease, it is more appropriate to use the term ‘target condition’ in stead of the term ‘disease’ in the evaluation of diagnostic tests. A ‘target condition’ is in this context a disease status in which the expected benefits of treatment outweigh the expected harm. In contrast, patients not expected to benefit from treatment are considered not to have a target condition. Consequently, diagnostic tests should focus on the detection of persons with the target condition, and not on the detection of disease in a pathophysiologic way.

The knowledge that patients with the target condition will benefit from treatment should be obtained in other clinical studies, preferably randomized clinical trials or prognostic studies. However, this knowledge could also be based on pathophysiologic reasoning. Evaluation of a particular diagnostic test should therefore always start with an inventory of potential treatments. In presence of a treatment of which the effectiveness has been proven in randomized clinical trials, the target condition is then defined by the in- and exclusion criteria that were used in the randomized clinical trial. For a treatment of which the effectiveness has not been established in randomized clinical trials, the target condition is defined by the set of indications that is used for that particular treatment.

An example is the treatment of ectopic pregnancy. Before the introduction of methotrexate as a possible treatment for ectopic pregnancy, the diagnosis of ectopic pregnancy was made at laparoscopy or laparotomy, and the patient could be cured with salpingectomy or salpingostomy. Consequently, ectopic pregnancy confirmed at laparoscopy or laparotomy was used as target condition in diagnostic studies for ectopic pregnancy. In those studies, patients with low serum hCG concentrations were often managed expectantly, which is reasonable since the probability of ectopic pregnancy in these patients was rather low, and since it will always become clear which of these patients has an ectopic pregnancy that requires treatment.
Introduction of systemic methotrexate in the treatment of ectopic pregnancy could lead to changes in the definition of the target condition, which might have consequences for the diagnostic work-up. In chapter 13 the capacity of non-invasive diagnostic tools to distinguish patients with a ruptured tubal pregnancy from patients with an unruptured tubal pregnancy was evaluated. Before the introduction of systemic methotrexate in the treatment of ectopic pregnancy, this distinction was without clinical relevance, since all patients were treated surgically, independent of the presence of tubal rupture. Consequently, presence of tubal rupture was always detected at explorative surgery, and further surgical management could be adjusted according to the findings.

However, in a non-invasive treatment strategy with systemic methotrexate it is of imminent importance to rule out the presence of tubal rupture and active bleeding before the start of treatment. In terms of benefits and harm, one can say that in case all patients undergo surgery, each patient with ectopic pregnancy, be it with or without tubal rupture, is expected to benefit more from surgery than from no surgery. Since methotrexate can only be applied safely in case of unruptured ectopic pregnancy, patients with unruptured ectopic pregnancy are expected to benefit more from methotrexate than from surgery, whereas patients with ruptured ectopic pregnancy are more likely to benefit from surgery than from methotrexate. Thus, the treatment of unruptured ectopic pregnancy with systemic methotrexate has introduced a new diagnostic category that is of importance for the diagnostic work-up of suspected ectopic pregnancy.

If the performance of a diagnostic test in the detection of a target disorder is known, and if the effectiveness of a treatment for that particular disorder is known, the expected value of the test in a population with a known prevalence can be determined. As was shown in § 18.2.1, one should be aware of the fact that the performance of a test can vary if differences in prevalences are accompanied by difference in characteristics of patients with and patients without the target condition.

18.4.2 Assessment of the clinical value of diagnostic tests in randomized clinical trials

In absence of sufficient evidence on the effectiveness of treatment, studies evaluating diagnostic tests should incorporate evaluation of therapy in their design. In recent years, several diagnostic tests have been evaluated in a randomized setting. In such trials, patients were randomly allocated either to undergo the test under study, or not to undergo the test. The value of the test was subsequently determined by comparing the outcome measures of interest in such patients.

Figure 6A shows the design of such trials. Patients randomized not to undergo the test are supposed not to be treated. On the other hand, patients randomized to undergo the test under study are supposed to be treated if the result of the test under study is positive, and supposed not to be treated if the result of the test under study is negative. The difference between the two groups depends on the outcome of three processes. First, the test under study must identify those patients who are expected to benefit from treatment. Second, the clinicians’ decision to offer treatment must be in accordance with the result of the test, i.e., a positive result of the test must always be followed by treatment and a negative test result must never be followed by treatment, and the patient must comply...
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That the latter may not always be taken into account in the design and interpretation of randomized clinical trials evaluating diagnostic tests becomes clear from the recent controversy on the post-coital test (PCT), that even reached the headlines of national newspapers in The Netherlands. A trial had been performed, in which subfertile couples were randomized either to undergo the PCT or not. No difference was found in pregnancy rates between the couples that had a PCT done and couples that had not, despite the fact that fewer patients were offered treatment in the ‘intervention’ group as compared to the control group. The authors concluded that the PCT was of no value in the work-up for subfertility. However, clinicians participating in this multi-center trial did not receive a protocol on how to manage a couple with a positive or a negative PCT, and how to manage a couple that did not underwent a PCT. Thus, although a difference was detected in the amount of treatment performed in two groups, it was not clear if the allocation of treatment was in accordance with the test-result.

In a meta-analysis of 12 randomized clinical trials on the effectiveness of doppler-ultrasonography in high-risk pregnancies, Alfirevic and Neilson reported a reduction of the perinatal death rate by 38% (95% confidence interval 15% to 55%). The authors noticed an important lack of explicit decision pathways in the 10 out of the 12 incorporated trials. In fact, the biggest reduction in perinatal death was seen in one of the two trials with a strict management protocol. It can be hypothesized that the difference in effectiveness between two diagnostic strategies increases in case the strategies are applied according to strictly formulated rules, whereas the difference decreases in absence of such rules.

Van Loon et al. recently tried to evaluate the value of magnetic resonance pelvimetry in breech presentation. In their randomized clinical trial, 235 women with breech presentation at term were subject to magnetic resonance pelvimetry. They were randomly assigned to two groups. In one group the result of the result of magnetic resonance pelvimetry was disclosed to the treating obstetrician, whereas in the other group the obstetricians remained unaware of the result of this test. Manual pelvimetry, being an alternative test for magnetic resonance pelvimetry, was allowed in the control group, and the management in that group was based on the obstetrician’s judgement. In contrast to the trial on the PCT, in this trial there was a strict protocol on the decision for elective caesarian section or trial of labor. The authors reported comparable sectio caesarian rates in both groups, but the number of emergency sectio caesarians was higher in the control group. However, despite the strict protocol on interpretation of the magnetic resonance pelvimetry, the clinician was aware of the patient’s allocation during labor. Thus, it is not unlikely that the obstetrician was more inclined to vaginal delivery when reassured by the magnetic resonance pelvimetry.

Whereas the authors used a design as shown in Figure 6A, it might have been more appropriate to use a design as shown in figure 6B. Consider a woman that is found to have a normal pelvis at magnetic resonance imaging. In case a woman would have been
randomly allocated to the magnetic resonance pelvimetry group, the obstetrician would have been reassured by the finding of a normal pelvis at magnetic resonance imaging, and a decision for caesarian section would have been delayed. In case the same woman would have been allocated to the other group, the obstetrician would have been inclined to perform caesarian section at an earlier stage of labor, thereby increasing the rate of emergency caesarian sections. Indeed, the authors reported that the duration of the first stage of labor in the magnetic resonance pelvimetry group that underwent eventually an emergency sectio caesarian, was almost 3 hours longer than in the control group.32

In contrast, a woman with an abnormal pelvis at magnetic resonance pelvimetry would have undergone primary caesarian section when she would have been randomized to undergo magnetic resonance pelvimetry, whereas she would have been set up for vaginal delivery in case she would have been allocated to the other group, conditionally on a normal pelvis at manual examination. It is the latter category of women that is thought to benefit from magnetic resonance pelvimetry. Thus, a more appropriate design of the trial would have been to randomize only those women, in whom magnetic resonance pelvimetry and manual pelvimetry had shown discordant test results. Such a design is
shown in Figure 6B. In such a design the first category of women (normal pelvis both at manual and magnetic resonance pelvimetry) would not have been randomized at all, thereby preventing that a different inclination for caesarian section depending on disclosure of the result of magnetic resonance pelvimetry would have interfered with the association of interest.

When considering a randomized clinical trial for the assessment of diagnostic tests, it is important to realize that the difference between the two groups in a randomized clinical trial evaluating diagnostic tests is completely explained by the group of patients that would have had discordant test results, would they have undergone both tests. In a randomized clinical trial in which a patient would have undergone only one of the two tests under study, we would never have known in which of the patients the test results would have been discordant. It is likely that an alternative design, in which both tests are performed in each patient, but only patients with discordant test results are randomized, is more efficient (Figure 6B). Such a trial would, in case costs of trial monitoring and treatment are relatively high as compared to costs of the tests under study, reduce the total costs. Moreover, it would reveal insight in the type of patients in which the two tests would disagree. Such a design could not only be used in case two tests are compared, but also in case performance of a test is compared with no testing at all. In that case, it would be sufficient to randomize the patients with a positive or a negative test, depending on the fact if one would withhold or perform treatment in the group of patients not undergoing the test. In the evaluation of the PCT, for example, it would have sufficed to perform the PCT in all patients, and then randomize only those patients who had an abnormal PCT either to undergo treatment or not to undergo treatment.

18.5 Towards a framework for the evaluation of diagnostic tests.

The previous paragraphs have shown the importance of taking into account relevant patient outcomes when assessing the clinical value of a diagnostic test. Several authors have incorporated outcomes relevant for the patient in frameworks that can be used in the evaluation of diagnostic tests. Yet, clinical guidelines for the use of diagnostic tests without considering patient outcomes are provided by many authors. The purpose of this paragraph is to provide a framework that can be used for the evaluation of the effectiveness of diagnostic tests.

Figure 7 shows such a framework. The first phase deals with the development of a diagnostic test. Fundamental research in the field of physics, biochemistry, biology, physiology or psychology will lead to the development of new tests that have potential for clinical practice. After the development phase, the test has to be reproducible and has to show some discriminative performance during 'in vitro' studies. These two phases are beyond the scope of this thesis.

After a diagnostic test has been developed and after it has shown to be reproducible and to have some discriminative performance in the laboratory, it should be evaluated in a clinical context. When addressing the clinical application of the test, it is important to determine if the purpose of the test is either to reduce uncertainty in order to support a
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decision on treatment, or if its only purpose is to provide information to the patient. As stated previously, assessment of the value of such information is beyond the scope of this thesis.

If the purpose of the test is to reduce uncertainty on the disease status in order to support decisions on treatment, information on the effectiveness of therapy of the target condition should be collected, preferably before the study that is evaluating the diagnostic test is designed. One has to be informed about both the effectiveness of treatment and the characteristics of the patients in whom the treatment was found to be effective. If there appears to be an effective treatment (preferably evaluated in randomized clinical trials), the diagnostic study should focus on the detection of patients with baseline characteristics corresponding with those used in such trials, i.e., in which treatment is known to be effective. The ‘target condition’ that is used as reference test in studies evaluating a diagnostic test should correspond with the disease in which the treatment was found to be effective. In case data on the effectiveness of therapy are lacking, studies evaluating a diagnostic test have to incorporate therapy. For such studies, randomized designs as discussed in § 18.3.2 would suffice. In such studies it is of imminent importance that interpretation of test results and subsequent therapeutic measures are clearly defined.

Before a study assessing the diagnostic accuracy of a diagnostic test or a study assessing a diagnostic test in a randomized setting are started, it would be useful to be informed about the reproducibility of the test in the relevant clinical context. As was shown in § 18.2.4, reproducibility is one of the key determinants of the diagnostic performance of a test. If the reproducibility of a test is found to be low, the performance of a diagnostic test can never be good. In chapter 2, we started the evaluation of HSG with a study of the reproducibility of its interpretation. The fact that the reproducibility of the diagnosis of adhesions was found to be moderate already indicated that this diagnosis can not be made very accurately with HSG. In chapter 13, the meta-analysis summarizing 13 studies that reported on the diagnosis of peritubal adhesions with HSG as compared to laparoscopy confirmed the limited potential of HSG in the diagnosis of adhesions.

Once the accuracy of a test has been established in a clinical setting or once the effectiveness of a test has been assessed in a randomized clinical trial, the question arises if that test should be used in clinical practice, and in which patients it might be useful. The first issue that is of importance when assessing this question is whether performance of the test changes clinical management. If performance of a test would lead to a change of clinical policy in a very limited number of patients, the probability that the test will be useful is likely to be low. The second issue that should be addressed is the performance of the test as compared to other tests. When addressing this question it is essential that the sequence at which tests are performed in clinical practice are taken into account. For example, data of medical history are easily available after the performance of a medical history. The question that arises is how many other tests contribute to the information that is already available.
18.6 Summary and conclusions

The main aim of this chapter was to discuss how to evaluate the effectiveness of diagnostic tests. In § 18.2 the traditional framework for the evaluation of diagnostic tests was discussed. The well-known parameters sensitivity and specificity were explained, as well as LRs and ROC-curves. All these parameters express the performance of diagnostic tests. In theory, these parameters are independent of the prevalence of disease. Consequently, they can be combined with the prevalence of disease in a particular setting, in order to calculate positive and negative predictive values, which determine the interpretation in clinical practice.

In § 18.2.1 it was subsequently demonstrated that differences in prevalence of disease, if they are associated with patient characteristics, might influence the sensitivity and/or specificity of a diagnostic test. This means that sensitivity and specificity are not always constant in populations with different prevalences of disease. Thus, the impact of patient characteristics on sensitivity and specificity should be incorporated in the evaluation of diagnostic tests.

In § 18.2.2 it was demonstrated that the accuracy of diagnostic tests can be determined in case-control studies or in cohort studies. Cohort studies assemble patients at risk for a disease, in whom both the test under study and the reference standard are performed, whereas case-control studies assemble cases with the disease and controls without the disease. Case-control studies are therefore likely to overestimate the performance of the test under study as compared to cohort studies.

In § 18.2.3 several forms of bias were discussed that can occur in studies that evaluate the performance of a test. In § 18.2.4 the relation between the reproducibility of a particular test and its performance was explained. When the reproducibility of a test is poor, the accuracy of the test can not be good, thereby making the test useless for clinical practice.

§ 18.2.5 dealt with meta-analysis of diagnostic tests. Heterogeneity in studies reporting on the performance of a diagnostic test might be due to differences in cutoff levels that are used in different studies. If this were to be the case, higher sensitivity would be accompanied by a lower sensitivity and vice versa. Subsequently, the performance of the test can be expressed by estimating a summary ROC-curve.

§ 18.3 described the differences between screening and diagnosis. Screening was defined as systematic detection of disease before the onset of symptoms by means of a relatively simple test. The essential difference between diagnosis and screening is that in case of diagnosis the patient contacts the health care provider, usually after the onset of complaints, whereas in case of screening the health care provider contacts the person who is at risk for having a disease or a preliminary phase of it.

§ 18.4 dealt with the assessment of the clinical value of diagnostic tests. The primary purpose of a diagnostic test is to identify patients that should be treated, since treatment is the primary way to improve the health status of these patients. Thus, the value of a diagnostic test can therefore only be assessed by taking into account subsequent consequences of treatment, in terms of health outcomes that are relevant for the patient.
### Table 3: Checklist for the critical appraisal of articles reporting on a diagnostic test.

Apart from the accuracy of a test as expressed by sensitivity, specificity or LRs, the value of a test also depends on the prevalence of disease and on the effectiveness and side-effects of the available treatment option(s). If the prevalence of a disease is either very high or very low, it is unlikely that performance of a test will be useful. Similarly, in absence of an effective treatment for a certain disease, it is of limited value to detect such a disease. Finally, costs and side-effects of the test itself are of importance.
In § 18.4.1 it was shown that the clinical value of diagnostic tests can be evaluated with clinical decision analysis. A model can be built in which the accuracy of a diagnostic test in the distinction between those who should be treated and those who should not be treated is combined with the effectiveness of treatment. Subsequently, the expected value of multiple diagnostic strategies can be evaluated for different prevalences of disease. Such models can also take into account costs and side-effects.

In § 18.4.2 it was demonstrated that randomized clinical trials are an alternative for the use of decision analysis in the evaluation of diagnostic tests. Randomized clinical trials can be useful in the evaluation of diagnostic tests, especially in absence of information on the effectiveness of relevant treatments. However, the use of randomized trials in the evaluation of diagnostic tests has several pitfalls. First, the clinicians' decision to offer treatment must be in accordance with the result of the test under study, i.e., a positive result of the test must always be followed by treatment and a negative test result must never be followed by treatment, and the patient must comply with the offered treatment. Second, the treatment that is performed in patients with a positive test result must be effective. Several examples of randomized trials that assessed diagnostic tests were discussed.

Finally, § 18.5 provided a framework that can be used for the evaluation of diagnostic tests. Key issue in this framework is the availability of sufficient evidence on the effectiveness of relevant treatment. In the presence of such evidence, it is sufficient to evaluate how accurate the test under study can identify the target condition, i.e., the disease status that can be improved by treatment. The value of the test can subsequently be determined by modeling. In absence of such evidence, the evaluation of treatment can be incorporated in the study, preferably a randomized clinical trial.

Table 3 provides a checklist that can be used in the critical appraisal of studies that report on the effectiveness of diagnostic tests. The first question to be answered is whether the therapeutic context of the test under study is defined and whether the effectiveness of such treatments is already properly evaluated. If this is the case, one should first verify if the target condition as defined in the diagnostic study corresponds with the in- and exclusion criteria as used in the studies on therapy.

Subsequently, data sufficient for calculation of sensitivity, specificity and LRs must be available from the articles, if they are not provided in the paper. In case of a test with a continuous test result, the performance of the test should be expressed with ROC-curves. The validity of the study must be assessed by defining the type of study and checking for potential biases, as described in § 18.2.2 and § 18.2.3. Finally, the value of the test must be determined in a decision analysis, that is preferably supplied in the diagnostic study, although in absence of such an analysis it might be necessary that some 'quick and dirty' analysis is performed by the clinician-reader.

In absence of evidence on the effectiveness of therapy, one should evaluate whether treatment alternatives are incorporated in the design of the study. If treatment alternatives were taken into account, the next question is if the relevant outcome measures were used.
As shown in § 18.4.2, the results of the test under study must be interpreted according to a strict management protocol.
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19. Samenvatting

Ons onderzoek heeft aangetoond dat de verschillen van de effectiviteit van samenvattingen van de gegeven kennis met een specifieke, kredietgericht (FD) en een niet-gekrediet gericht (NFD) expertise, afhankelijk van het niveau van expertise van de expert en de universemiteit van de informateur. Een hoge expertisestandaard (HED) was een belangrijke factor voor een goede samenvatting, terwijl een lage expertisestandaard (LDE) minder effectief was. Daarnaast was de mate van expertise van de informateur (MEI) een relevante variabele, hoewel de invloed van de MEI afhankelijk was van de expertisestandaard van de expert. De resultaten tonen aan dat de samenvattingen van de kennis met een hoge expertisestandaard en een MEI van een hoge expertise, effectiever zijn dan samenvattingen met een lage expertisestandaard en MEI van een lage expertise. Door deze resultaten te analyseren en te interpreteren, kunnen we concluderen dat de expertise van de expert en de MEI van de informateur een relevante rol spelen bij de effectiviteit van de samenvattingen.