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ABSTRACT

Today, mobile app users regularly “pay” for various mobile services, such as social networking or entertainment apps, by accepting app permission requests, thereby sharing personal data with apps. Privacy calculus theory has established that individuals disclose personal information based on a cost-benefit trade-off. In the mobile app context, however, this notion needs more support, because existing studies have only measured costs and benefits or forced a trade-off. Conducting two online experiments among Western European app users (N1 = 183; N2 = 687), this study replicates earlier findings and provides more-profound insights into the boundary conditions of the privacy calculus by showing that app value (i.e., benefits) trumps the costs (i.e., intrusiveness, privacy concerns) in the privacy trade-off.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

During the past few years, personal data have become the currency for mobile app users to pay for various mobile services, such as social networking, messaging, or entertainment apps [1–3]. Instead of paying for an app with “real” money, app users often (unwittingly) reimburse app developers by accepting their permission request, that is, an app’s demand to control the mobile device and to access and use the personal information stored in the device [4]. By accepting permission requests, app users often share personal information with an app, such as their device ID, call log information, or address book contacts [5,6]. This might impose a threat to app users’ privacy, because the shared information can be used to discriminate users in buying situations [56], to approach them with unwanted commercial solicitations [57], or for fraudulent behaviors, such as identity theft [58]. Thus, the decision to download an app might be risky. Therefore, it may be beneficial for app users to carefully consider the costs and benefits associated with the app download.

So far, the industry as well as prior research has predominantly considered privacy-related decision-making as a rational process in which consumers base their decision to share personal information on a careful analysis of the costs and benefits associated with the information trade [7–9]. This so-called privacy trade-off has been investigated in various contexts, including e-commerce [9], social network sites (SNS) [10], and mobile applications [11]. These studies, however, are vulnerable to criticism. Some of them only measured the concepts of costs and benefits, which makes drawing causal inferences regarding the privacy trade-off impossible [10–12]. Others manipulated the costs and benefits, but the experimental design of these studies forced participants to make a trade-off (e.g., [13]); hence, it is only logical that they also found it. It is therefore not enough to rely on earlier studies investigating the privacy trade-off in other contexts (e.g., [9]) to fully understand consumers’ privacy decision-making process in the mobile app context.

Apart from that, there is a growing body of literature that criticizes the assumption of rationality in privacy decision-making (e.g., [14–16]). This stream of research states that even if individuals have access to comprehensive information on privacy risks and protection possibilities, they might not be able to process this information to formulate rational privacy-sensitive decisions [14]. Human rationality is bounded, which limits our ability to acquire and apply information [17]. Considering the limitations of earlier privacy trade-off studies as well as the emerging notion of bounded rationality in privacy decision-making, the question remains: do consumers engage in a privacy trade-off?

This study aims to shed light on this question by focusing on the mobile app context in particular, because mobile devices have become extensions of the self [18] and “are typically personal to an individual, almost always on, and with the user” ([19], p. 2). More than other types of digital devices, such as personal computers, mobile devices “can facilitate data collection and sharing among many entities, including […] application developers, analytics companies, and advertisers to a degree unprecedented in the desktop environment” ([19], p. 2). Consequently, mobile devices may jeopardize consumer privacy more than
other digital devices, which is why an independent study of the privacy trade-off in the mobile app context is necessary. More specifically, we focus on app permission requests in the app download stage, because the download stage can be considered as “the first layer of defense against privacy invasive apps” ([41], p. 20).

In sum, this study seeks to answer the following research question: Under which conditions do app users engage in a privacy trade-off when accepting app permission requests in the app download stage?

Drawing on privacy calculus theory [8,9], we investigate the effects of users’ app intrusiveness and app value perceptions on their intention to disclose personal information. In addition, we examine how these two factors interact with privacy concerns. Conducting two online experiments among app users in a Western European country (N1 = 183; N2 = 687), this study offers two substantive contributions. Theoretically, this study confirms the generalizability of the privacy calculus in the mobile app context, and it is the first to investigate the joint effects of app value, app intrusiveness, and privacy concerns on information disclosure intention. Therefore, it extends existing literature on the privacy calculus, in general, and on privacy decisions in the mobile app context, more specifically. Practically, this study offers valuable insights for policy makers into whether app users are currently empowered enough to make well-considered privacy decisions when downloading apps. Moreover, the knowledge gained from this study might be useful for app developers because it sheds more light on the conditions under which app users accept an app’s terms of use.

2. Theoretical background

2.1. Accepting app permission requests: a privacy trade-off?

As a result of the advancements in information technology during the past few years, the collection and usage of personal data has become almost invisible to consumers [1,20]. In the mobile app context, for instance, consumers often unwittingly disclose personal information, such as their device ID, call log information, or address book contacts, by accepting an app’s permission request – a necessary step for being able to download apps in the first place ([5,6]).

Whether app users intend to accept app permission requests depends on several factors. According to the theory of reasoned action (TRA) [21] and its later revision, the theory of planned behavior (TPB) [22], one of the most important factors driving behavioral intentions is an individual’s belief and evaluation of the outcome of a behavior (i.e., behavioral beliefs). Translating this to the mobile app context, this means that an app user’s belief about the consequences of accepting an app’s permission request may determine his or her intention to do so. The TPB has already proven to be successful for predicting online safety behavior in the general Internet context [23]. It is therefore used in this study to understand privacy behavior in the mobile app context.

App users may experience contrary beliefs when considering the download of an app [24]. On the one hand, they can become aware of the potential risks to privacy associated with the download. On the other hand, they may think about the potential benefits, such as “staying connected” [25], that might come with a download. Either way, these contrary beliefs can exist at the same time, and they can, in conjunction, influence an app users’ decision to accept an app’s permission request, thereby sharing personal information with the app.

In fact, multiple studies have assumed that individuals base their decision to share information on a rational cost-benefit trade-off (e.g., [1,11]), Privacy calculus theory (PCT) [8,9] is one of the most commonly used theories to study the joint effect of opposing forces, such as costs and benefits, on privacy behaviors [26]. The theory suggests that people base their intention to disclose personal information on a privacy calculus, in which they weigh potentially competing factors, such as the costs and benefits of a trade, in light of possible outcomes, trying to maximize the positive and minimize the negative outcomes [8,9,26,27]. This sort of trade-off also seems to take place in the mobile app context: In a study by Eling et al. [24], for example, respondents reported weighing the perceived value of an app against the privacy intrusion caused by granting the app’s permissions. In addition, Keith et al. [11] demonstrated that perceived privacy risk negatively affects app users’ intent to disclose, while perceived benefit increases it. Moreover, a study by Kehr et al. [28] showed that a situation-specific evaluation of risks and benefits mediated the effect of information sensitivity and affect on information disclosure in apps. Although the studies of Eling et al. [24], Keith et al. [11], and Kehr et al. [28] point toward the presence of a cost-benefit trade-off when disclosing information via apps, they do not shed light on the conditions under which this trade-off takes place. Moreover, these studies only measured the costs and benefits, making it difficult to draw causal inferences. Other studies in the general Internet context, such as that conducted by Hann et al. [13], manipulated costs and benefits, but their experimental design forced participants to make a trade-off, which might explain why they found one. Considering these shortcomings and that earlier research has indicated that consumers do not always act as rationally as expected when it comes to privacy [14,20], the question remains: do consumers engage in a privacy trade-off?

This study sheds more light on the conditions under which app users engage in a cost-benefit trade-off when downloading apps. In the mobile app context, the costs of an app download are mainly related to the potential risk of losing freedom of choice and privacy due to the app’s permission request, whereas the benefits of a download are often related to the perceived value of an app. Following earlier research (e.g., [24,25]), we use the concept of app value as an indicator for benefits and the concepts app intrusiveness and privacy concerns as indicators for costs.

2.2. Perceived app value

Value has generally been defined as “the perceived benefit of something (e.g., object, person, or activity) to an individual or group” ([33], p. 1). Mobile apps may offer different kinds of value to the user, which may be related, among others, to social interaction, information seeking, or entertainment [31]. Depending on how much value an app has to offer in general, app users may be more or less inclined to grant an app’s permissions, thereby sharing personal information with it. According to Fife and Orjuela [1], an individual’s concept of privacy indeed changes based on the benefits he/she expects for revealing personal information. Existing research supports this assumption, showing, for instance, that a higher perceived benefit of the information disclosure made consumers select riskier privacy settings in apps [11] and positively influenced their intention to download an app [24]. In addition, research has demonstrated that the immediate benefits from information disclosure (e.g., app use) may trump the delayed benefits (e.g., privacy protection), even among privacy-conscious users [20]. Moreover, recent research has demonstrated that the popularity of an app decreases privacy concerns and increases download intention [4]. Based on this line of research, we expect that:

H1. Perceived app value has a positive effect on app users’ intention to accept permission requests.

2.3. App intrusiveness

One of the costs associated with downloading apps is that users have to accept the app’s permission to be able to use it. This can be considered intrusive. Intrusiveness is a psychological construct that embraces the notion of “creating an imbalance between closeness and autonomy” ([32], p. 990), where closeness is related to the degree of interdependence between two parties and autonomy is related to the degree to which the personal identity of an individual can be safeguarded [33],
The concept of intrusiveness can also be applied to the mobile app context. Mobile apps usually only work properly when the user has accepted the app's permission request. As mentioned earlier, accepting an app's permission request often automatically implies sharing personal data with the app, which might jeopardize privacy (e.g., [6,34]). Consequently, whenever someone considers downloading an app, he has to decide between two options: take it (i.e., accept the terms, thereby jeopardizing privacy) or leave it (i.e., refuse to download the app). When users choose the “take it” option, they mostly do not have any leeway to influence how much personal data the app wants to access. This creates an imbalance between closeness and autonomy, because the app restricts users in their autonomous decision to share information. This can be considered intrusive. Intrusiveness is distinct from privacy concern, because even though an app might be considered intrusive as it collects a lot of information, this does not necessarily have to mean that the app user perceives this as a privacy invasion.

According to psychological reactance theory [35], intruding on an individual’s freedom of choice can lead to reactance, a state in which the individual is motivationally aroused to regain the lost freedom. Translating this notion to the mobile app context, it might be that when app users are confronted with a highly intrusive app, they show reactance by refusing to accept the app’s permission request. This refusal does not have to be related to privacy concerns, it can also just occur due to the experienced loss of freedom. In fact, prior research supports this assumption, showing that consumers disclose less information when requests for personal information are highly intrusive (e.g., [24,29,36]). Additionally, a study by Gu et al. [4] showed that perceived permission sensitivity, that is, “the levels of discomfort users perceive when an app requests certain permissions to control their mobile device and use their personal information” (p. 20), exacerbated privacy concerns, which, in turn, had a negative influence on app download intention.

Based on this literature, we hypothesize that:

**H2.** App intrusiveness has a negative effect on app users’ intention to accept permission requests.

### 2.4. The role of privacy concerns

App users may refuse to accept app permission requests not only because they want to show reactance against the intrusive request but also because they experience privacy concerns, here defined as individuals’ “concerns about [the] possible loss of privacy as a result of information disclosure to a specific external agent” (e.g., encryption), or requesting removal from mailing lists [38,39]. Based on this body of literature, we expect that:

**H3.** Privacy concerns will be negatively related to app users’ intention to accept permission requests.

On the other hand, prior research on privacy concerns has revealed the existence of a “privacy-paradox”: although consumers are worried about their online privacy, they do not seem to apply these concerns to their online usage behavior correspondingly [16,40,41]. In this paper, we argue based on the framework of contextual integrity [42] that these mixed findings point toward the existence of different context-dependent privacy trade-offs, which are based on interactions of the variables app value, intrusiveness, and privacy concerns. Hereafter, we will elaborate more on the expected interactions.

Prior research has shown that individuals may differ widely in the extent to which they cope with and experience privacy concerns [43]. We assume that these different levels of privacy concerns may affect consumer responses toward the data collection practices of mobile apps. In fact, earlier research has demonstrated that different levels of privacy concerns may condition consumer responses toward various online marketing activities. For instance, highly privacy-concerned consumers responded more negatively (e.g., in terms of attitude, information disclosure) to online SNS campaigns [44], advergame features [45], and online behavioral advertising [46] than less-concerned individuals. Based on these findings, it is assumed that different levels of privacy concern may also condition the effect of app intrusiveness on users’ intention to accept permission requests.

We expect that:

**H4.** The negative effect of app intrusiveness on intention to accept permission requests will be stronger when app users have high (as opposed to low) levels of privacy concerns.

Apart from that, the degree to which app users experience concern for privacy may also condition the effect of app value on users’ intention to accept permission requests. Earlier research has shown that the perceived value or benefit can outweigh privacy concerns in the decision to disclose personal information, for instance, in e-commerce transactions [9] or on SNS [10]. Additionally, it has been found that consumers regularly discount the value of their privacy for immediate benefits associated with the information disclosure [14,47]. Translating these findings to the mobile app context, it is thus reasonable to assume that privacy concerns condition the effect of app value on users’ intention to accept permission requests to a lesser extent when the app in question is of high value to users than when the app in question is of low value to users. Therefore, we hypothesize that:

**H5.** Privacy concerns will moderate the effect of app value on intention to accept permission requests such that more-concerned app users (as opposed to less-concerned) will have a lower intention to accept permission requests. This pattern will be more pronounced for low-value than high-value apps.

Finally, it might also be that app intrusiveness, app value, and privacy concerns, in conjunction, affect app users’ intention to accept permission requests. Because there is insufficient literature available to convincingly hypothesize a three-way interaction between these variables, we pose the following research question:

**RQ:** To what extent do app intrusiveness, app value, and privacy concerns, in conjunction, influence app users’ intention to accept permission requests?

### 3. Overview of studies

To test our hypotheses and answer our research question, we conducted two online experiments. Study 1 was conducted among 183 ($M_{\text{age}} = 21.18, SD = 2.01$) university students of a Western European country. To demonstrate the robustness of our findings, we replicated study 1 among a more generalizable sample of 687 mobile app users ($M_{\text{age}} = 52.40, SD = 15.87$). The sample of study 2 was representative for the Western European country where this study was conducted. The method and results of the two studies are presented below. To minimize the effects of common method variance (CMV) [48], we varied the anchors of our scales for different constructs. After collecting the data, Herman’s single-factor test was conducted for both studies to test for CMV. If CMV were a serious problem in our studies, we would expect a single factor to emerge from an exploratory factor analysis or one general factor to account for most of the covariance in the independent and criterion variables. We conducted an exploratory factor analysis for each study on all items, extracting, for each study, four factors with eigenvalues greater one. Moreover, no general factor was apparent in the unrotated factor structure, with Factor 1 accounting for $\leq 23\%$ of the variance in study 1 and $\leq 25\%$ in study 2. Consequently, CMV was not of great concern in either study.
4. Study 1

4.1. Method

4.1.1. Participants, design, and stimulus material

A total of 183 students of a Western European university (M = 21.14, SD = 1.83; 82.7% female) participated in the experiment in exchange for partial course credit. One respondent was removed from the original sample because she was significantly older than the rest of the participants. Of the participants, 100% owned a smartphone and/or 40.4% a tablet.

The experimental design was a 2 (intrusiveness: high vs. low) × 2 (app value: high vs. low) × 2 (smartphone/tablet) between subjects factorial design. Participants were randomly assigned to one of the following experimental conditions: high app value – high intrusiveness (N = 47); low app value – high intrusiveness (N = 48); high app value – low intrusiveness (N = 43); or low app value – low intrusiveness (N = 45). The factor privacy concern was measured.

To develop the stimulus material for the final experiment, we conducted a pre-test among 272 students. In this pre-test, participants rated how intrusive they perceived the different information inquiries of mobile apps to be. Based on these ratings, we developed an app permissions page in which the different types of information were presented in decreasing order of intrusiveness. The screenshot of the app permissions page strongly resembled a real Android permissions page, and it included a list of all the types of information the app requests access to (e.g., device ID, app history) as well as an “Agree” button. The following two factors were manipulated in the material.

- App value served as a between subjects factor and could take a high or low value. To manipulate app value, participants were asked to write down in an open text field which app they would miss most (high value) or least (low value) if they had to delete it from their smartphone/tablet. The name of the app participants wrote down (e.g., XYZ) automatically appeared in a sentence above the screenshot of the app permissions page: “App XYZ needs access to...”

- Intrusiveness was the second between subjects factor and could take high or low intrusiveness values. We manipulated intrusiveness by placing either the word “yes” (high intrusiveness) or “no” (low intrusiveness) behind every type of information listed on the app permissions page, suggesting that the app does or does not access it.

4.1.2. Procedure

Participants were recruited via the university’s subject pool. Prior to participating in the study, informed consent was obtained. Hereafter, respondents were randomly assigned to one of the four conditions. Then, participants indicated in an open text field which app they would miss the most/least if they had to delete the app from their smartphone/tablet. Next, participants were asked to carefully read the following scenario: “For some mobile apps, the provisions for the protection of personal information have recently changed. These apps ask you to accept their terms of usage again. Imagine the [NAME OF THE APP] needs access to...[SCREENSHOT].” Hereafter, participants were asked to complete a questionnaire in which they answered questions on intention to accept the permission request, app attitude, privacy concerns, app use, prior experience of privacy invasion, manipulation checks, and demographics. At the end of the experiment, participants were thanked and debriefed.

4.1.3. Measures

4.1.3.1. App value. To check whether the app value manipulation was successful, we asked participants to indicate on a one-item scale (1 = not at all and 7 = extremely) how much they would miss app X if they had to delete it from their smartphone/tablet (M = 3.95, SD = 2.38). According to Rossiter [49], a single-item measure suffices when constructs are double concrete, meaning that the attribute of a construct has a clear singular meaning and that the object being rated is clear and unambiguous to the person doing the rating. A meta-analysis by Ang and Eisend [50] supports Rossiter’s research, demonstrating that there was no difference in effect sizes when the double-concrete variables were measured with single or multiple items, indicating that data collection with single items is more efficient and less tedious. Based on this evidence and because we think that the value item used here is unambiguous, we decided to measure app value with a single item.

4.1.3.2. App intrusiveness. To check whether the intrusiveness manipulation was successful, we used three Likert scale items (1 = strongly disagree and 7 = strongly agree) inspired by Nowak and Phelps [51], for instance, “The information request of app X represents a serious invasion of my privacy” (M = 4.50, SD = 1.63, α = 0.86). A Principal component analysis (PCA) yielded one component (EV = 2.36; R² = 0.79).

4.1.3.3. Privacy concerns. Privacy concerns were measured with six Likert scale items (1 = strongly disagree and 7 = strongly agree) adopted from Xu et al. [37], for instance, “I am concerned that mobile app X is collecting too much information about me”. Scale items were averaged to form one single index for mobile privacy concerns, with higher scores representing higher levels of concern (M = 3.54, SD = 1.56, α = 0.92). The PCA yielded one component (EV = 4.38; R² = 0.72).

4.1.3.4. Permission acceptance intention. App users’ intention to accept the app’s permission request was measured with a self-constructed one-item scale inspired by Bermtritter et al. [52]. Participants indicated on a 100-point slider scale (0 to 100%) their intention to accept the new terms of use of the app (M = 64.00, SD = 36.43). The higher the percentage, the more willing participants were to accept the permission request.

4.1.3.5. Control variables. A number of control variables were measured to ensure that the effects were not caused by other differences between groups. App use was measured by asking participants how often they use app X on their smartphone/tablet (1 = never and 5 = a few times a day; M = 3.38, SD = 1.71). Prior experience with privacy infringement was measured using three Likert scale items (1 = not at all and 7 = all the time; don’t know) adapted from Xu et al. [37], for instance, “How often have you personally been the victim of what you felt was an improper invasion of privacy?” (M = 3.98, SD = 1.73). Don’t know answers were categorized as missing values. Finally, participants’ age, gender, and educational background were ascertained.

4.2. Results

4.2.1. Manipulation and confound checks

The intrusiveness manipulation was successful. Participants in the high intrusiveness condition perceived the app to be significantly more intrusive (M = 5.22, SD = 1.26) than participants in the low intrusiveness condition (M = 3.71, SD = 1.63), t(163.37) = −6.91, p < 0.001. The app value manipulation was also successful. Participants in the high app value condition perceived the app to be of significantly more value to them (M = 5.94, SD = 1.34) than respondents in the low app value condition (M = 2.02, SD = 1.34), t(181) = −19.81, p < 0.001. Additionally, participants in the high app value condition used the app more frequently (M = 4.89, SD = 0.55) than participants in the low app value condition (M = 1.93, SD = 1.05), t(140.27) = −24.12, p < 0.001. The experimental groups did not differ with respect to educational background (χ²(9) = 5.15, p = 0.82), gender (χ²(3) = 3.24, p = 0.36), or prior experience with privacy invasion (F(3, 180) = 1.66, p = 0.18). However, there was a significant age difference between groups, (F(3, 179) = 4.09, p = 0.01). Participants in conditions one (high value – high intrusiveness; N = 47; M = 21.57, SD = 1.71) and four (low value – low intrusiveness; N = 45; M = 21.63, SD =
Hierarchical multiple regression analyses predicting permission acceptance intention.

### Table 1

<table>
<thead>
<tr>
<th>Study 1</th>
<th>Study 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
</tr>
<tr>
<td>Permission acceptance intention</td>
<td>0.32***</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.09**</td>
</tr>
<tr>
<td>Intrusiveness</td>
<td>$-0.22^{***}$</td>
</tr>
<tr>
<td>Value</td>
<td>$0.47^{***}$</td>
</tr>
<tr>
<td>Privacy concern</td>
<td>$-0.23^{***}$</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
</tr>
<tr>
<td>Intrusiveness</td>
<td>$-0.20^{***}$</td>
</tr>
<tr>
<td>Value</td>
<td>$0.44^{***}$</td>
</tr>
<tr>
<td>Privacy concern</td>
<td>$-0.20^{**}$</td>
</tr>
<tr>
<td>Intrus × Value</td>
<td>0.11</td>
</tr>
<tr>
<td>Intrus × PC</td>
<td>0.13</td>
</tr>
<tr>
<td>Value × PC</td>
<td>0.10</td>
</tr>
<tr>
<td>$n$</td>
<td>183</td>
</tr>
</tbody>
</table>

**Note.** Intrus = Intrusiveness, Value = App Value, PC = Privacy Concerns.

* $p < 0.05$.

** $p < 0.01$.

*** $p < 0.001$.

---

The hypotheses were tested using hierarchical multiple regressions. The variables app value, intrusiveness, and privacy concerns were entered into the regression model as the first block (Step 1), followed by the interactions of privacy concerns with the other two variables in the second block (Step 2). Permission acceptance intention was included as a dependent variable. Before running the analyses, we applied main effects parameterization to the categorical independent variables to parameterize the model correctly, meaning that we coded the two levels of app value and intrusiveness using the codes $-0.5$ and $+0.5$ [53]. Furthermore, we mean-centered the variable privacy concerns. Furthermore, we mean-centered the moderator variable privacy concerns, because this “renders the test of hypotheses and regression coefficients […] more meaningful and substantively interpretable” ([53], p. 289). Variance inflation factor (VIF) diagnostics did not point to multicollinearity problems (all $<1.10$).

Table 1 indicates that the regression model with permission acceptance intention as the dependent variable, with intrusiveness, app value, and privacy concerns as independent variables, and with age as a covariate was significant, $F(4, 178) = 20.45, p < 0.001$, and it explained 32% of the variance in permission acceptance intention. Moreover, the regression model containing the covariate age, the independent variables and their interaction terms with privacy concerns was significant too $F(8, 174) = 12.21, p < 0.001$, and it explained 36% of the variance in permission acceptance intention. In line with H1, app value had a positive effect on information disclosure intention ($β = 0.44, p < 0.001$). The more valuable an app was to app users, the more they were inclined to accept the permission request. Moreover, as predicted by H2, app intrusiveness had a negative effect on permission acceptance intention ($β = -0.23, p < 0.001$), meaning that the more information an app collected, the less app users were inclined to accept the permission request. Furthermore, supporting H3, privacy concerns were negatively related to permission acceptance intention ($β = -0.20, p = 0.002$), and hence, the more concerned app users were about their privacy, the less they were inclined to accept the permission request. Investigating the interaction effects, we did not find the expected two-way interaction of intrusiveness and privacy concerns, rejecting H4. Instead, the analysis yielded a two-way interaction of value and privacy concerns ($β = 0.13, p = 0.04$), partly confirming H5. As can be seen in Fig. 1, when privacy concerns were low, participants in the low app value condition were more willing to accept the permission request than when privacy concerns were high. In the high app value condition, however, there was no difference in permission acceptance intention between participants with higher or lower privacy concerns. Finally, answering our research question, we did not find a three-way interaction between app value, intrusiveness, and privacy concerns.

### 5. Study 2

#### 5.1. Method

A total of 687 respondents aged 18–87 years ($M = 52.40, SD = 15.87$) participated in the experiment in exchange for a small financial incentive. Participants were recruited among the international Esomar-certified online panel of the online market research institute PanelClix. PanelClix sent e-mails containing a link to our questionnaire to a representative sample of the Dutch population (18+). In total, 46.7% of the respondents were female. The majority had finished a medium (32.8%) or a higher level of education (24.3%). Moreover, 88.8% of the participants owned a smartphone and/or 65.9% a tablet. The experimental design, stimulus, material, measures, and procedure were identical to study 1.

#### 5.2. Results

##### 5.2.1. Manipulation and confound checks

As intended, participants in the high intrusiveness condition perceived the app to be significantly more intrusive ($M = 5.09, SD = 1.61$) than participants in the low intrusiveness condition ($M = 4.14, SD = 1.87$), $t(645.24) = -6.99, p < 0.001$; hence, the intrusiveness manipulation was successful. Moreover, participants in the high app value condition perceived the app to be of significantly more value to them ($M = 5.45, SD = 1.54$) than respondents in the low app value condition ($M = 1.85, SD = 1.32$), $t(661.43) = -32.57, p < 0.001$. Furthermore, participants in the high app value condition used the app more frequently ($M = 4.34, SD = 0.95$) than participants in the low app value condition ($M = 1.98, SD = 1.19$), $t(623.26) = -28.25, p < 0.001$. Therefore, the app value manipulation was successful as well. The experimental groups did not differ with respect to educational background ($χ^2 (18) = 14.38, p = 0.70$), gender ($χ^2 (3) = 4.16, p = 0.25$), age ($F(3, 683) = 0.09, p = 0.96$), or prior experience with privacy invasion ($F(3, 667) = 5.58, p = 0.19$). The apps participants filled in as part of the app value intervention was all free apps (e.g., WhatsApp, Instagram), and hence, the costs of the app could not have played a confounding role in the analyses.

---

**Fig. 1.** Two-way interaction of app value and privacy concerns.
manipulation were all free apps (e.g., WhatsApp, Instagram), and hence, the costs of the app could not have played a confounding role in the analyses.

5.2.2. Testing hypotheses

As in study 1, the hypotheses were tested using hierarchical multiple regressions. As indicated in Table 1, the regression model with permission acceptance intention as a dependent variable and intrusiveness, app value, and privacy concerns as independent variables was significant, $F(3, 679) = 95.57, p < 0.001$, and it explained 29% of the variance in permission acceptance intention. Furthermore, the regression model containing the independent variables as well as their interaction terms with privacy concerns was significant, $F(7, 675) = 42.21, p < 0.001$, and it explained 30% of the variance in permission acceptance intention. Replicating our findings from study 1, the analysis revealed a positive effect of app value ($\beta = 0.42, p < 0.001$) and a negative effect of app intrusiveness ($\beta = -0.17, p < 0.001$) on permission acceptance intention, confirming H1 and H2. Additionally, as predicted by H3, we again found the negative relationship between privacy concerns and permission acceptance intention ($\beta = -0.25, p < 0.001$). Investigating the interaction effects, we again did not find a significant two-way interaction between app intrusiveness and privacy concerns, rejecting H4. Moreover, we did not replicate the two-way interaction between app value and privacy concerns found in study 1, rejecting H5. However, in contrast to study 1, study 2 revealed a small significant three-way interaction between app intrusiveness, app value, and privacy concerns ($\beta = -0.08, p = 0.02$). Thus, to answer our research question in a more generalizable sample, these three variables in conjunction seem to affect permission acceptance intention, although this effect is rather small.

To investigate this interaction in more detail, we conducted moderation analyses using the PROCESS macro ([53], Model 3). This macro offers the possibility to probe three-way interactions using a pick-a-point approach, which estimates the conditional effect of the interaction of the independent variable $X$ (i.e., intrusiveness) and the primary moderator $M$ (i.e., value) on the dependent variable $Y$ (i.e., disclosure intention) given certain values of the secondary moderator $W$ (i.e., privacy concerns). It also conducts inferential tests for this interaction at that value of $W$ [53]. This analysis revealed that the effect of app intrusiveness on permission acceptance intention is not moderated by app value when consumers experience medium, $\theta_{XM \rightarrow Y} = 2.36, t(679) = 0.51, p = 0.61$, or high levels of privacy concerns, $\theta_{XM \rightarrow Y} = -8.75, t(679) = -1.32, p = 0.19$. However, when app users experienced low levels of privacy concern, app value moderates the effect of intrusiveness on permission acceptance intention, $\theta_{XM \rightarrow Y} = 13.46, t(679) = 2.05, p = 0.04$. The results are graphically presented in Fig. 2, showing that when app users have low privacy concerns and when the app in question is of low value to them, they base their decision to accept the permission request on how intrusive the app is: The more information the app collects, the less the inclination of less-concerned users to accept the permission request. However, when the app in question is of high value to users, those with low privacy concern intend to accept the permission request regardless of how intrusive the app is.

6. Conclusion & discussion

6.1. Implications

This study tried to empirically answer the – so far unanswered – question of whether consumers engage in a privacy trade-off? By investigating consumers’ privacy decisions in the pervasive, data-intensive, and potentially privacy-invading mobile app context, the current study offers three important findings. The first major finding is that the privacy calculus findings of past research can be replicated in the mobile app context. Hence, app users do indeed seem to engage in a privacy trade-off. A replication study focusing on the mobile app context was necessary for two reasons. First, mobile devices may compromise consumer privacy far more than other digital devices [19], which is why the privacy decision-making process is far more complex than, for instance, that of e-commerce transactions. It is therefore not enough to rely on earlier studies investigating the privacy trade-off in other contexts (e.g., [9]) to fully understand consumers’ privacy decision-making processes. Second, earlier research often only measured the costs and benefits of the trade, making it impossible to draw causal inferences, or it forced participants to make a trade-off, which is why it is logical that these researchers also found a trade-off. Our study extends literature on the
privacy trade-off by manipulating the costs and benefits of the privacy trade-off without forcing participants to trade the costs against the benefits. In doing so, our study is, to our knowledge, the first to draw causal inferences on the interplay of costs and benefits in privacy decision-making. As our results demonstrate, app value has a positive effect on permission acceptance intention, which provides empirical evidence for earlier assumptions made in the mobile app context [11,24]. Moreover, we found that in line with earlier research on “normal” Internet users (e.g., [29,33,39]), perceived intrusiveness had a negative effect on mobile app users’ intention to accept permission requests and that privacy concerns were negatively related to permission acceptance intention.

Considering the roles of app value, app intrusiveness, and privacy concerns in the privacy trade-off, our findings show that the effect of app value exceeds the association of privacy concerns, which in turn exceeds the effect of intrusiveness. In line with earlier research [14,20], this finding implies that the immediate value gained from information disclosure via mobile apps (e.g., the app use) trumps the costs (i.e., intrusiveness, privacy concerns) related to the information trade. Earlier research on consumer privacy aimed to establish rules that could help collect private information while pursuing consumer satisfaction, for instance, through fair information practices, or by providing consumers with more control over their data. These findings can be also linked to the main constructs of this study, app intrusiveness and app value using Nissenbaum’s [42] framework of contextual integrity. Nissenbaum [42] proposed that only practices that are considered inappropriate flows of personal information disturb our sense of privacy. More specifically, only data collection practices that violate context-specific informational norms are problematic. Connecting this notion to our findings and earlier literature, it might be that once consumers perceive the value of an app as adequate, some degree of intrusiveness is perceived as appropriate as well.

Second, the current study is the first to investigate the joint effects of app value, intrusiveness, and privacy concerns on permission acceptance intention. In doing so, the study provides more profound insights into the boundary conditions of the privacy calculus than earlier research, and it sheds more light on the so-called “privacy paradox”. The small three-way interaction found in study 2 revealed that when the app in question is of high value to users, those with low privacy concern intend to accept the permission request regardless of how intrusive the app in question is. However, when users are less concerned about their privacy and when the app is of low value to the user, app users seem to base their intention to accept the request on the intrusiveness levels of the app. These results imply that for apps that are of low value to users, less-concerned app users appear to use app intrusiveness as a cue based on which they decide to accept permission requests or not. Interestingly, what the three-way interaction also shows is that those with high privacy concerns still have disclosure values of 30% in the low value condition. These people are thus still relatively likely to accept permission requests, which points to the privacy paradox and might indicate that privacy concerns, for some people, might just be empty words or something very diffuse. The latter assumption is supported by the two-way interaction between app value and privacy concerns found in study 1. Here, no difference in permission acceptance intention between participants with higher or lower privacy concerns was found when the app in question was of high value to users. This supports the assumption that consumers discount their privacy for short-term benefits, such as the use of a valued app [20]. Notably, we only found the two-way interaction in study 1 and the three-way interaction in study 2. It might be that the relatively small three-way interaction only occurred in study 2 due to its large sample size, and hence, we should not overestimate it. The absence of the two-way interaction found in study 1 in replication study 2 might be explained by the different overall means of app value and privacy concern in both studies. The “older” sample of study 2 showed, on average, lower app value levels and higher privacy concern levels than the “younger” sample of study 1. It seems as if app value plays a less important role and privacy a more important role for older people than for younger people, which suggests that age might influence the outcome of the privacy trade-off. More research is needed to investigate the role of age in the privacy calculus.

Finally, the third major finding of this study is that the main effects of app value and app intrusiveness as well as the association of privacy concerns in the privacy trade-off are robust across different samples. The regression weights were very similar in both studies, which speak in favor of the robustness of our findings. This has important practical implications. An important and perseverative question in the consumer privacy context is whether consumer privacy can be protected through industry self-regulation, meaning that firms and consumers are responsible for taking the necessary means to protect their privacy, or whether policy makers need to intervene. The robust findings of our study show that although consumers do engage in a privacy trade-off, they still do not seem to be sufficiently equipped to make well-considered, self-regulated privacy decisions when downloading apps, because app value seems to overrule the influence of app intrusiveness and privacy concerns in the decision making process. Raising awareness of the intrusiveness of apps (e.g., via the app permissions screen) and evoking privacy concerns might decrease app users’ permission acceptance intention, but this strategy does not seem to work well for highly valued apps. Given that app users probably first and foremost download apps that are of value to them, informing people about the costs of the trade might not be the best way to protect consumer privacy. This finding implies that the privacy self-regulation principle that is effective at the moment is not enough to protect consumer privacy in today’s information age. It is about time that policy makers implement new laws that restrict mobile apps in their data collection and processing activities.

6.2. Limitations and future research

Investigating the conditions under which consumers withhold or surrender personal information is important, given that downloading mobile apps may have serious consequences for consumer privacy [6]. Such an investigation is, however, difficult, and we therefore need to consider some limitations of our study. First and most notably, the work presented here is purely experimental in nature, which might have consequences for the ecological validity of our findings. We did our best to design the experiments to be as realistic as possible, and according to our realism manipulation checks, it seems as if we succeeded in our aspiration. Nevertheless, our participants were exposed to an app permissions page and they were asked to think about whether they would accept these permissions or not. In practice, when app users download mobile apps, they often do not read the app permissions page, nor do they think about their decision to accept the terms of use as carefully as they had to during our study. In fact, research has shown that the majority of mobile Internet users never read privacy permissions when installing apps or visiting mobile websites [54]. Hence, it might be that the decisional calculus we show in this paper may look somewhat different in practice. To verify that our findings also hold in practice, future research could try to test the privacy trade-off in another context in which consumers are not that habituated to simply click on “accept.”

Second, our choice to ask participants to rethink granting permissions for apps that were already installed on their mobile device might be vulnerable to criticism. In general, asking app users to reaccept the terms of use is something apps regularly do, for instance, because of changes in the app’s privacy policy (e.g., WhatsApp privacy changes, cf., [55]). Hence, as far as realism is concerned, our scenario might be considered believable. However, it might be that asking participants about apps they already downloaded on their mobile device led to cognitive dissonance and a positivity bias in our results. Future researchers might want to investigate the privacy trade-off by manipulating app value in a more controlled way, for instance, by using fictive apps.
Third, the apps participants mentioned as part of the app value manipulation were all free, meaning that our findings are only applicable to apps that are at no charge. Compared to free apps, paid apps might be viewed differently in the eyes of users when considering privacy issues. In this vein, a fruitful next line of research may focus on comparing the privacy trade-off for free apps compared to that of paid apps.

In sum, this study is the first to examine the notion of the privacy calculus in the mobile app context using a rigorous experimental setting that allows solid causal inferences to be drawn. In two studies, we confirmed the existence of the privacy calculus and show that the value of an app trumps the costs (i.e., intrusiveness, privacy concerns) in the privacy trade-off. Based on our findings, we call for more policy interventions that restrict the data collection and processing activities of mobile apps, because the current self-regulation principle does not seem to be sufficient to protect consumer privacy in today's information age.
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